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## Student to Student

You may be wondering why, as a business major, you are taking this management science course. When I started taking the course at Cal State Fullerton, I was wondering the same thing. After a while, though, my professor, John Lawrence, one of the authors of this text, showed me the importance of management science in my education. In today's information-based, fast-paced society, this course will play a key role in your future, whatever path you may choose. The ideas presented in this course provide reliable solutions to everyday problems that occur in business, whether you work in Marketing, Accounting, Finance, Management, or Economics. At times you may find the information overwhelming and challenging, but it is actually quite applicable. This text was written to help you gain an understanding of how to apply the ideas presented in the many areas of business.

For as many hours as you have spent in the classroom, at some point, you probably have wondered how you would apply what you have learned to your life. As a full-time employee for a swimsuit manufacturer, that was the first question that came to my mind. I wondered, "How can I apply these general ideas to specific day-to-day problems in my career?" As a purchasing manager, using techniques discussed in this text, I have been able to solve quality problems concerning our fabrics. I have used forecasting to aid in my future fabric and trim purchases. And I have benefited from inventory modeling because it guides me in the total quantities I need to order and a time frame in which to reorder. In the near future I will be getting more involved in the production process, where I already see the immediate application of linear programming to assist in determining our product mix.

Management science is applicable to all segments of business. The following are a few more examples:

- Decision analysis is used to evaluate various production scenarios given the likelihood of sales, production shutdowns, and the like.
- Forecasting is useful in making long-term and short-term business decisions. Controllers could use forecasting to make predictions on the future of their companies.
- Quality control is extremely important to a company because its reputation, costs and market shares, and legal responsibilities are at risk. In manufacturing, it is important that a company design and produce a product that conforms to the specification that satisfies the need of the end-user.
- In making any business decision, linear programming, PERT/CPM, inventory modeling, queuing, and simulation assist the individual in making the best decisions with a limited amount of resources available.

The best approach is to keep an open mind while using this text and listening to your instructor. You may not believe it now, but many of the concepts presented here will most likely cross your path in the future as you use them to help you make decisions in your chosen careers.

Dana Linderman<br>California State University Fullerton<br>College of Business and Economics

## Preface

Management scientists are faced with dynamic, challenging situations that require forethought, analysis, and solutions on a daily basis. How does American Airlines management know how to schedule its flight crews for maximum efficiency? How were the individual tasks necessary to rebuild the Santa Monica Freeway after the 1994 Los Angeles earthquake coordinated to complete the project? How does Citibank management know how many tellers should be working at a particular time during the day? Management science is an intriguing field that combines quantitative procedures, hypothesis formulation, and reasoning to analyze such complex problems with the goal of improving operations. It can be viewed as a process of:

- Developing mathematical models of complex situations
- Using or deriving solution techniques for analyzing these models
- Using spreadsheets or other specialized computer prograns to perform the necessary mathematical operations to solve the models
- Analyzing the results of the computer output in order to recommend appropriate courses of action
- Communicating these recommendations to management


## New in This Edition

Consistent with our goals of the first edition, in Applied Management Science, $2^{\text {nd }}$ ed., we continue to stress model building, analysis of computer output, and communication of results of management science models. Reflecting current trends, in this edition, we focus on the use of spreadsheets, in particular Microsoft Excel, as our vehicle for solving and generating computer output for the mathematical models developed in each chapter. Although we give considerable coverage to creating attractive and effective spreadsheets to solve the various mathematical models, we have also developed and included Excel templates for solving most models so that we do not deflect attention from the model building, analysis, and communication emphasis.

Besides the exclusive use of Excel, several pedagogical changes have been made in this edition. We have condensed the total number of chapters from 16 in the first edition (including three on CD) to 13 (including three on the CD), without deleting topic coverage. In particular in this edition:

- The first two chapters from the first edition have been combined to form Chapter 1, giving a basic text introduction and overview of the management science process in one continuous, cohesive presentation.
- The three chapters on linear and integer programming models have now been combined into two (Chapters 2 and 3 ) with new coverage of models for data envelopment analysis and supply chain management.
- Treeplan, a commercial Excel Add-In program for solving decision models, is discussed in the decision analysis chapter (Chapter 6). A student version of Treeplan is included on the CD-ROM.
- An appendix discussing whether to include seasonal variables in forecasting models when some variables cannot be shown to be statistically significant has been added to the forecasting chapter (Chapter 7).
- The two chapters on inventory modeling in the first edition have been reorganized. Material relating to MRP has been shifted to the CD-ROM.
- The analysis of single-period inventory models is now included with the discussion of other inventory models in Chapter 8.
- The discussion of assembly-line balancing and statistical analysis of simulation output has been shifted from the queuing and simulation chapters, respectively, to the CD-ROM.
- Crystal Ball and Extend, two commercial Excel Add-In simulation packages, are discussed in the simulation chapter (Chapter 10). Student versions of Crystal Ball and Extend are also included on the CD-ROM.

Many of the opening vignettes have been updated, and several new modelingsituations have been added to the text. In addition, numerous problems have been added. Each chapter in the main text now has 50 varied problems (ten of which are on the CD), while each of the supplementary chapters on the CD-ROM has over 30 problems. Approximately three or four larger, more complex case problems that can be used as the basis for generating business reports are also included in each chapter.

## Goals

Our primary objective in writing this text is to provide a balanced approach reflective of our teaching pedagogy and professional and consulting experiences. In meeting this overarching objective, we have identified three goals that exemplify the message of our book. We feel that it is important for students of management science:

- To be aware of the pitfalls encountered in building mathematical models and to be able to build the most appropriate model possible from the available data
- To be cognizant of the solution techniques available to solve the models
- To be able to analyze and effectively present results to the appropriate decision maker

These issues are the primary focus of our text.

## Features

The goals we set out to meet are intended to take mathematical modeling a couple of steps further by emphasizing the decision-making process and the communication of results. In the model-building process, great care is taken to emphasize the model's assumptions and limitations. Each chapter is then organized around a clearly defined set of pedagogical features designed to guide the student through the management science process.

## RELEVANCE

Every chapter opens with a brief vignette describing a scenario reflective of those which managers face every day. Throughout the chapter a number of similar scenarios are introduced in highlighted applications. Many of these are revisited throughout the chapter as new concepts are introduced.

## STUDENT PEDAGOGY

With the textual narrative, important terminology is introduced that is critical to understanding the concepts applied to solving the problem at hand. These key concepts are boldfaced throughout the text and defined in a highlighted box so that the student can easily find the explanation when first learning the concept and when reviewing for exams. Key equations and calculations are treated similarly, boxed and highlighted for easy recognition. The steps involved in calculating many of the equations are accentuated, helping the student grasp and recall the procedures. The last section of each chapter is a summary of the concepts and main points of the chapter material. The summary is written in an approachable, narrative style, providing a review of the key concepts of the chapter.

## ANALYSIS OF THE MODELS

Each model introduced in the chapter is solved using Excel and analyzed from a manager's perspective. We demonstrate for each technique how the appropriate Excel spreadsheet can be constructed, and we also provide easy-to-use templates that facilitate the model analysis. The actual algorithms and other solution approaches for solving each model are included on the accompanying CD-ROM (packaged with this text), not because we feel they are any less important, but because including them within the text disrupts the flow of the discussion of the model formulations and analyses.

## COMMUNICATION OF RESULTS

The management scientist's job does not end when a solution is found. In fact, the most important responsibility of the management scientist is to communicate the results of the analysis to the organization's management. Therefore, we have devoted an entire section of Chapter 1 to instructing the student in how to communicate the results of a management science study to an organization's management. The student is asked to take the perspective of a member of a consulting group called the Student Consulting Group. All subsequent chapters include additional business memorandums developed by the Student Consulting Group to various organizations. These memorandums analyze the situation at hand, evaluate various decision alternatives, and recommend an appropriate course of action. While the use of memoranda is our medium of communication in this text, the principles developed here extend naturally to other communication models such as PowerPoint presentations or web development.

## PROBLEM SOLVING

Consistent with our philosophy of problem solving as an integral component of the management science process, the text is replete with numerous problems and cases, many based on actual real-world situations (with modified data for illustrative purposes). We have included a wide variety of problems selected from the functional areas of business as well as from the government and public sectors. The cases at the end of each chapter represent more elaborate models that frequently require the use of more than one management science technique. Each can be used as a project requiring a comprehensive written report. Solutions to approximately $40 \%$ of the problems are included in the back of the text.

## UNIQUE CONTENT FEATURES

The 10 chapters of the parent text include the topics typically covered in an introductory management science course. In addition to these 10 chapters,
auxiliary topics that are frequently omitted in the introductory course due to the degree of complexity or lack of time are included on the CD-ROM. Also on the CD-ROM are additional topics that supplement the ten text chapters of the book are included on the CD-ROM.

The following is a list of other topics covered on the CD-ROM:

- In our experience, many management science studies involve issues of quality. Therefore, we have devoted an entire chapter, Chapter 11, "Quality Management Models," to this topic, which bridges the gap between management science, operations management, and statistics.
- Chapter 12 provides a comprehensive overview of "Markov Process Models."
- Nonlinear models are grouped together in Chapter 13, "Nonlinear Models: Dynamic, Goal, and Nonlinear Programming."
- Five supplementary units on the CD-ROM provide coverage of more complicated mathematical concepts and derivations: Duality, ${ }^{\text {The }}$ The simplex Method, Branch and Bound Algorithms for Integer Programming Models, Algorithms for Network Models, and Production Inventory Models.
- An additional supplementary unit, Review of Probability and Statistics Concepts, provides a brief review of material covered in a first course in statistics (up through regression). While many topics in the text can be taught without the use of statistics, many cannot, and a course in probability and statistics is assumed to be a prerequisite. This brief statistical review can be used as the basis for a first lecture or review assignment in the course so that all students are "up to speed" with statistics. In some cases, more advanced statistical topics are necessary to solve some problems; these are discussed in the appropriate chapter rather than in the review supplement.
- Beginning with Chapter 3, additional chapter appendices are included on the CD-ROM to provide more extensive mathematical and theoretical coverage of the algorithms, mathematical derivations, heuristics, and calculations used in the models.
- Excel templates as well as Excel files for the problems and applications presented in Chapters 2-13 are included on the CD-ROM.
- The CD-ROM also includes student versions of three software packages, TreePlan, an Excel add-in for solving decision tree problems, Crystal Ball, an Excel supplement for analyzing simulations, and Extend, a software program for conducting simulations.
- The CD-ROM contains Power Point slides paralleling the topics in the 13 chapters. Many slides include motion that allow the reader to view dynamically the concepts discussed in the text.
- To conserve space, ten additional problems per chapter (problems 41-50), additional cases, problem motivations for topics covered in the chapter, and additional topic coverage are included on the CD-ROM.


## Computer Integration

As has been mentioned, we use Excel to solve models developed in the text. Although this is not a text on programming mathematical models into spreadsheets we not only include sample spreadsheets that show how a student can program Excel to utilize the technique being studied, but also provide easy-to-use templates that students can use to solve problems without the need to program Excel. Examples of both approaches are included in the text, and the corresponding Excel files are contained on the accompanying CD-ROM. Appendices are included at the end of each chapter, giving detailed explanations on the use of the Excel templates de-
scribed in the chapter. (We have elected to focus on Excel because there are literally millions of copies of Excel in use worldwide and many problems can be solved fairly easily using a spreadsheet approach.)

## Supplements

In addition to the CD-ROM packaged with the text, Applied Management Science: A Computer-Integrated Approach for Decision Making is supplemented by a comprehensive ancillary package, which includes the following:

- Instructor's Manual with Complete Solutions This manual contains suggestions for first-time instructors and extensive outlines and objectives for each chapter of the text and CD-ROM. In addition, complete solutions for all end-of-chapter problems and cases are provided in this valuable teaching tool.
- Test Bank This comprehensive test package includes approximately 1000 multiple-choice, computer-based, short answer, true-false, and critical thinking questions. An IBM computerized version of the entire test bank is also available with editing features to help instructors customize exams.
- Wiley/Nightly Business Report Video Series 'This video collection contains segments from the highly respected Nightly Business Report program. Selected for their applicability to management science topics, each of the segments is approximately 3 to 5 minutes long and can be used to introduce topics to the student, enhance lecture material, and provide dynamic real-world business examples directly related to the concepts introduced in the text.
- Internet Website You can access the Wiley home page at www.wiley.com/college. The Lawrence/Pasternack website supports and extends the text presentation with links to companies, internet exercises, and other material.
- Quantitative Business Custom Publishing Program This custom publishing program allows you to choose a subset of chapters from Applied Management Science: Modeling, Spreadsbeet Analysis, and Communication for Decision Making, and supplement it with selected chapters from other Wiley texts in Operations Management and Business Statistics to create your own custom textbook. Contact your local Wiley sales representative for more details.
- WinQSB is available separately or in a special package with Applied Management Science. A new manual, prepared by Kiran Desai, relates Win QSB to each chapter of the second edition.


## Flexible Structuring of a Course Around this Text

Applied Management Science: Modeling, Spreadsheet Analysis, and Communication for Decision Making is part of a comprehensive learning program that can be adapted to virtually any emphasis one wishes to place on the course. We envision using this text in either a one- or two-semester course to meet any or all of the following objectives:

- Teach modeling and analysis of output: Utilize the extensive problem set included in the text.
- Include a focus on communication/presentation: Accentuate the study of Chapter 1 and cover one or more of the numerous cases included in the text.
- Focus on spreadsheet solutions: Assign the appendices at the end of each chapter, which give ample instructions for using the Excel templates. Data files for all text examples are available on the CD-ROM.
- Provide more mathematical/theoretical coverage: Refer to the supplements on the CD-ROM that discuss and illustrate:
- the simplex model
- the dual simplex method
- the branch and bound approach for mixed integer models
- the branch and bound approach for binary models
- the transportation simplex algorithm
- the out of kilter algorithm
- the Hungarian method for assignment problems
- the branch and bound approach for traveling salesman problems
- the Dijkstra shortest path algorithm
- the Greedy minimal spanning tree algorithm
- the Ford-Fulkerson maximum flow algorithm
- the golden search technique for unimodel optimization
- tests for concavity and convexity
- the method of steepest ascent
- the modified simplex approach for quadratic programming
- Daniel's test for trend
- tests for autocorrelation
- forecasting by taking first differences
- the interpolation method for generating random variable inputs in simulation
- variance reduction techniques
- tests for normality of data
- the Silver-Meal heuristic
- the Wagner-Whitten algorithm
- development of formulas for inventory models
- transition diagrams, balance equations for finding steady-state queuing results
- Expand beyond the "basic" topics in management science: Cover additional and/or more advanced topics that are included on the CD-ROM, such as duality, quality management, Markov processes, dynamic programming, goal programming, and nonlinear programming.

Given the organization and variety of materials included in the parent text, the CDROM, and the ancillary package, we hope this text can more than fulfill your needs.
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United Airlines (http://www.ual.com) operates a fleet of hundreds of different types of aircraft and employs thousands of people as pilots, flight attendants, ticket agents, ground crews, and service personnel in its operations throughout the United Sates, Canada, Central and South America, Europe, Asia, and Australia. The complexity of its operations requires United to be highly mechanized and to utilize the latest mathematical tools, information, and computer technology so that it can:
Develop master flight schedules
Forecast demand for its routes
Determine an aircraft lease/purchase plan
Assign planes and crews to the routes
Set fares
Purchase fuel
Schedule airport ticket agents and service personnel
Schedule maintenance crews
Maintain service facilities

Lease airport gates
Design and monitor its frequent flyer program
Factors impacting these decisions include:
Budget, equipment, and personnel restrictions
Union agreements for personnel scheduling
Federal Aviation Administration guidelines
Safe distance/turnaround time requirements
The flexibility to react in real time to complications due to weather, congestion, and other causes

These are but a few of the complicated and interrelated problems and constraints affecting United's bottom-line profitability. Proper planning and operations require more sophisticated analyses than merely making educated guesses. Accordingly, United Airlines makes liberal use of management science models to increase profits and customer satisfaction in a constrained environment.

### 1.1 What Is Management Science?

Management science is the discipline that adapts the scientific approach for problem solving to executive decision making in order to accomplish the goal of "doing the best you can with what you've got." It involves:

- Analyzing and building mathematical models of complex business situations
- Solving and refining the mathematical models typically using spreadsheets and/or other software programs to gain insight into the business situation
- Communicating/implementing the resulting insights and recommendations based on these models


## BUSINESS AND MANAGEMENT SCIENCE

Every enterprise has an objective it wishes to accomplish. Companies that operate for profit want to provide products or services to customers in order to make money for their owners or stockholders. A nonprofit organization such as a hospital may want to provide services to patients at minimum cost. The stated objective of government entities is to serve their citizens well.

No matter what the enterprise, certain responsibilities and restrictions affect the organization's ability to meet its objectives. For example, a manufacturing company's suppliers demand payment in a reasonable time period; their employees demand a fair wage and good working conditions; their distributors expect good products at reasonable prices so they can make a profit; and their customers expect both quality and prompt efficient service. There are also various government agencies (local, state, and federal) that expect the company to obey laws and regulations, pay taxes, function safely, and operate so as not to endanger the community or national security. The scarcity of needed resources, including capital, personnel, equipment, space, and technology, further limits a company's ability to succeed.

Nonprofit organizations, such as charities, municipal hospitals, public television stations, public universities, and the military, also operate in a restrictive environment. While turning a profit is not the goal of such enterprises, they are responsible to their overseers (donors, subscribers, voters, taxpayers) to provide the best possible service.

In general, the goal of both for-profit and not-for-profit organizations is to optimize the use of available resources, given all the internal and external constraints placed on them. Success is usually measured by how well they do so. Thus, an organization is always looking for ways to run more efficiently, more effectively, and, in the case of profit-motivated businesses, more profitably; in other words, organizations want "to do the best they can with what they've got." This is the realm in which management science operates.

## THE MANAGEMENT SCIENCE APPROACH

Modern-day management science grew out of successful applications of the scientific approach to solving military operational problems during World War II. Hence, it was originally dubbed "operational research." After the war, as this approach found its way into all areas of the military, government, and industry, the term was shortened to "operations research (OR)." As managers in business began using operations research approaches to aid in decision making, the term "management science (MS)" was coined. Today, there is little distinction between the terms, and they are used interchangeably in the literature.

So what exactly is the MS/OR approach? Philip McCord Morse, who established the pioneer operations research group within the Navy during World War II, and George Kimball, who was head of the Washington research section of this group, defined it in the first book ever published in the field in 1951 as; "A scientific method of providing executive departments with a quantitative basis for decisions regarding operations under their control.'" They note that, from the beginning, the field supported the executive function but was distinct from it.

Gene Woolsey, a leader in MS/OR consulting, defines MS/OR as; "The use of logic and mathematics in such a way as to not interfere with common sense. ${ }^{2}$ In his definition, Woolsey introduces two important concepts: logic and common sense. Both play a key role in any MS/OR analysis. As we discuss in Sections 1.3 and 1.4 much of management science deals with mathematical modeling and developing or applying quantitative solution techniques. Some of the models can be quite complex, and some of the solution techniques can be quite sophisticated. But when management science is actually used, it should, as Woolsey bluntly puts it, "look, feel, and taste like common sense."

Since MS/OR had its roots in military applications during World War II, it might be useful to examine the military's official definition of MS/OR. According to U.S. Army Pamphlet 600-3, MS/OR involves:

The use of techniques such as statistical inference and decision theory, mathematical programming, probabilistic models, network and computer science [to solve complex operational and strategic issues].

Although this definition is more specific about the approaches used in MS/OR, it again emphasizes the decision-making purpose of the field.

## MANAGEMENT SCIENCE APPLICATIONS

Management science analyses, which have been applied to a wide variety of situations, have had a dramatic impact on the effectiveness of many organizations. A small sampling of the many successful applications of the MS/OR approach include the following.

Producing Hamburgers at Burger King Burger King, a division of Grand Metropolitan Corporation, uses linear programming (see Chapters 2 and 3) to determine how different cuts of meat should be blended together to produce hamburger patties for its restaurants. The objective of this analysis is to produce the patties at minimum cost while still meeting certain specifications such as fat content, texture, freshness, and shrinkage. As the cost of different cuts of meat changes, the company reevaluates its model to determine whether its recipe should be modified.

Scheduling Crews at American Airlines Scheduling aircraft crews is a complex problem involving such factors as the type of aircraft to be flown, the cities of origination and termination for the flight, the intermediary cities visited by the aircraft, and the length of the flight. Federal and union rules govern the placement of personnel on the aircraft. To address these issues, American Airlines has developed an integer linear programming (see Chapters 2 and 3) model that allows the company to quickly determine an optimal flight schedule for its personnel.

[^0]Planning the Sony Advanced Traveler Information System The marriage of the microprocessor with the Global Positioning Satellite System has enabled Sony Corporation to develop an onboard navigation system capable of giving directions to a car's driver. This information is especially valuable during traffic conditions such as rush hour congestion. The software is based on a management science model known as a shortest path network. (Sce Chapter 4.)

Rebuilding the Interstate 10 Freeway Following the disastrous California earthquake in January 1994, Interstate 10, a main freeway serving the Los Angeles area, needed to be rebuilt quickly. The project's prime contractor was given a fairly short five-month deadline to reopen the roadway. To encourage the work to be done as quickly as possible, the contractor was offered a bonus of $\$ 500,000$ for each day by which it was able to beat the deadline. Using a project scheduling technique known as the critical path method (see Chapter 5), the contractor was able to schedule work crews so as to be able to complete the repair work a month earlier than the project deadline. As a result, the contractor collected a $\$ 15$ million bonus.

Planning Environmental Policy in Finland Political decisions about environmental issues are often complex. To assist in the development of a comprehensive framework for future water policy issues in Finland, that country's National Board of Waters and the Enviromment used a decision analysis (see Chapter 6) approach to analyze a wide range of issues. Among the items studied were standards for allowable water level changes in lakes resulting from energy production and measures to fight acid rain.

Cooking at Mrs. Fields Mrs. Fields operates a nationwide chain of cookie shops specializing in fresh-baked chocolate chip cookies. The chain has equipped each shop with a PC-based information system to aid personnel in deciding when additional cookies should be baked and the amounts that should be produced. This system relies on management science techniques such as demand forcasting (see Chapter 7) and inventory modeling (see Chapter 8).

Designing Attractions at Disneyland and Disneyworld Disneyland and Disneyworld are two of the most visited family resort destinations in the world. The attractions at these theme parks draw a large number of people daily. Lines form as visitors await their turn to ride or view the most popular attractions. Today, "imagineers" at these parks incorporate waiting line or quecting models (see Chapter 9) into their overall design plans for the park. These models mirror customer behavior and tolerance for waiting in line. As a result of these models, Disney park planners developed an entirely new "industry" of waiting line entertainment to maintain customer satisfaction levels and enhance the value and excitement of the ride or attraction.

Transporting Trash in New York City The New York City Department of Sanitation handles over 20,000 tons of garbage per day. To dispose of this trash, the department operates three incinerators. Refuse is also sent by barge from marine transfer stations to the Fresh Kills Landfill. To determine future operational plans for this landfill, the Department of Sanitation undertook a management science analysis. The result of this analysis was the development of the BOSS (barge operation systems simulation) model. This simulation model (see Chapter 10) enabled the Department of Sanitation to determine the number of additional barges that should be purchased to handle future demands. It also helped plan the dispatching of these barges.

Establishing Quality Management at Ford Motor Company During the 1970s, U.S. automobile manufacturers saw a steady decline in their market share due to competition from Japanese and European manufacturers. In response, the Ford Motor Company embarked on a "Quality Is Job One" campaign. Suppliers were held to tighter standards, and new quality control procedures were developed. As a result of these quality management activities (see Chapter 11 on the accompanying CD-ROM) Ford Motor Company was able to reverse its decline in market share and profitability.

As these examples illustrate, management science techniques have been applied in numerous settings. They have been used to increase profitability and improve performance. In some cases, they have meant the difference between an enterprise's success and failure.

### 1.2 A Brief History of Management Science

Doing the best you can with the resources at your disposal is an age-old problem. It was not until the late nineteenth and early twentieth centuries, however, that the rudiments of the modern-day quantitative approach for decision making took shape. Figure 1.1 shows a time line denoting some of the significant developments in management science during the twentieth century. Disciplines specific to management science are included in parentheses.

Whereas much of the early research done in management science focused on developing the tools necessary to solve complex decision problems, lately the primary focus of the field has been on developing models and systems for such diverse areas as:

- E-commerce
- Health care services
- Supply chain management
- Global warming
- Telecommunications
- Banking
- Flexible manufacturing
- Neural networks
- International economics
- Transportation systems
- Environmental impact
- Robotics

Today, spreadsheets have become a staple in most organizations. Excel, as well as other spreadsheet packages, now include many management science and statistical tools. Their use has become an essential part of many management sci-ence-based models. As a result, many individuals who may not have even heard of the term management science now routinely use such models in their businesses.

Management science continues to be a mainstay in large organizations. From General Motors to Bell Laboratories, from American Airlines to Federal Express, from Weyerhauser to Whirlpool, management science has proven successful in improving corporate operations. Municipal, state, and federal agencies routinely

## Management Science Time Line



- Frederick Taylor develops the field of "scientific management" applying the scientific approach to improving operations in a production setting. (Industrial Engineering)
- Henry Gantt develops a control chart approach for minimizing machine job completion times. (Project Scheduling)
- Andrey A. Markov studies how systems change over time. (Markov Processes)
- The general assignment approach is developed. (Networks)
- F.W. Harris develops approaches to determine the optimal inventory quantity to order. (Inventory Theory)
- E.K. Erlang develops a formula for determining the average waiting time for telephone callers. (Queuing Theory)
- William Shewart introduces the concept of control charts.
- H. Dodge and H. Romig develop the technique of acceptance sampling. (Quality Contro)
- Jon von Neuman and Oscar Morgenstern develop strategies for evaluating competitive situations. (Game Theory)
- World War II provides the impetus for the application of mathematical modeling for solving military problems.
- George Dantzig develops the simplex method for solving problems with a linear objective and linear constraints. (Linear Programming)
- The first electronic computer is developed.
- H. Kuhn and A.W. Tucker determine required conditions for optimality for problems with a nonlinear structure. (Nonlinear Programming)
- Ralph Gomory develops a solution procedure for problems in which some variables are required to be integer valued. (Integer Programming)
- PERT and CPM are developed. (Project Scheduling)
- The Operations Research Society of America (ORSA) and The Institute of Management Science (TIMS), two professional societies dealing with management science issues, are established.
- Richard Bellman develops a methodology for solving multistage decision problems. (Dynamic Programming)
- John D.C. Little proves a theoretical relationship between the average length of a waiting line and the average time a customer spends in line. (Queuing Theory)
- Specialized simulation languages such as SIMSCRIPT and GPSS are developed. (Simulation)
- The microcomputer is developed.
- N. Karmarkar develops a new procedure for solving large-scale linear programming problems. (Linear Programming)
- The personal computer is developed.
- Specialized management science software packages that can run on microcomputers are developed.

- Spreadsheet packages begin to play a major role in modeling and solving management science models.
- TIMS and ORSA merge to form the Institute of Operations Research and Management Science (INFORMS).

FIGURE 1.1 Management Science Time Line
undertake many projects using a management science approach. Although the Cold War may be over, the U.S. Department of Defense still requires and utilizes management science models in its daily operations as well as in emergency or wartime situations, such as Operation Desert Storm in 1991.

Surveys printed in such prestigious periodicals as Money magazine and the Los Angeles Times have consistently ranked management science as one of today's fastest growing occupations. No less an authority than Business Week has recognized and reported on the value of management science to a business education. In its MBA issue of October 2, 2000, the magazine began applying a new standard to judge the top business based on "intellectual capital." Business Week then chose 12 top publications, including the Harvard Business Review and the Sloan Management Review, to aid in its preparation of its evaluations. Two of the other 10 scholarly publications consulted were leading management science publications, Operations Research and Management Science, clearly pointing out the value this discipline plays in their interpretation of "intellectual capital." Also, in the month of October 2000 alone, three other Business Week print and on-line editions featured articles on management science and optimization.

As the twenty-first century begins, there is overwhelming evidence that major organizations are looking for individuals in all disciplines who have strong quantitative, computer, and communications skills. Management science, with its emphasis on all these areas, as well as its direct application to problems of optimization and efficiency, is recognized as an important element in a wellrounded business education.

### 1.3 Mathematical Modeling

Many problems requiring managerial decisions lend themselves to quantitative or management science analyses. Throughout this text numerous decision problems, each with specific objectives and restrictions, are presented and analyzed from a management science perspective. Here, we examine the general management science process by detailing the steps required for a successful analysis. It is important for the analyst and the decision maker alike to be cognizant of the particulars of this process so that management science can be applied correctly and assume its proper role in managerial decision making.

## THE MATHEMATICAL MODELING APPROACH

Management science relies on mathematical modeling, a process that translates observed or desired phenomena into mathematical expressions. For example, suppose, New()ffice Furniture produces three products-desks, chairs, and molded steel (which it sells to other manufacturers)-and is trying to decide on the number of desks (D), chairs (C), and pounds of molded steel (M) to produce during a particular production run. If NewOffice nets a $\$ 50$ profit on each desk produced, $\$ 30$ on each chair produced, and $\$ 6$ per pound of molded steel produced, the total profit for a production run can be modeled by the expression:

$$
50 D+30 C+6 M
$$

Similarly, if 7 pounds of raw steel are needed to manufacture a desk, 3 pounds to manufacture a chair, and 1.5 pounds to produce a pound of molded steel, the amount of raw steel used during the production run is modeled by the expression:

$$
7 \mathrm{D}+3 \mathrm{C}+1.5 \mathrm{M}
$$

A constrained mathematical model is a model with an objective and one or more constraints. Functional constraints are " $\leq$ ", " $\geq$ ", or " $=$ " restrictions that involve expressions with one or more variables. For example, if New()ffice has only 2000 pounds of raw steel available for the production run, the functional constraint that expresses the fact that it cannot use more than 2000 pounds of raw steel is modeled by the inequality:

$$
7 \mathrm{D}+3 \mathrm{C}+1.5 \mathrm{M} \leq 2000
$$

Variable constraints are constraints involving only one of the variables. Examples of variable constraints that will be discussed in this text include the following:

Variable Constraint<br>Nonnegativity constraint<br>Lower bound constraint Upper bound constraint Integer constraint Binary constraint

$$
\begin{aligned}
& \text { Mathematical Expression } \\
& X \geq 0 \\
& X \geq L \text { (a number other than } 0) \\
& X \leq U \\
& X=\text { integer } \\
& X=0 \text { or } 1
\end{aligned}
$$

In the NewOffice example, no production can be negative; thus, we would require the nonnegativity constraints $\mathrm{D} \geq 0, \mathrm{C} \geq 0$, and $\mathrm{M} \geq 0$. If at least 100 desks must be produced to satisfy contract commitments, and due to the availability of seat cushions, no more than 500 chairs can be produced, these can be expressed by the variable constraints $\mathrm{D} \geq 100$ and $\mathrm{C} \leq 500$, respectively. Finally, if the quantities of desks and chairs produced during the production run must be integer valued (the amount of molded steel need not be integer valued), we have the following constrained mathematical model for this problem:

| MAXIMIZE | $50 \mathrm{D}+30 \mathrm{C}$ | $+6 \mathrm{M}$ | (Total profit) |
| :---: | :---: | :---: | :---: |
| SUBJECT TO | $7 \mathrm{D}+3 \mathrm{C}$ | $+1.5 \mathrm{M} \leq 2000$ | (Raw steel) |
|  | D | $\geq 100$ | (Contract) |
|  | C | $\leq 500$ | (Cushions) |
|  | D, C, | $\geq 0$ | (Nonnegativity) |
|  | D, C | itegers |  |

Mathematical models translate important business problems into a form suitable for determining a good or, in many cases, a "best" or optimal solution by use of spreadsheets or other computer software. For example, using an appropriate solution technique for the above constrained mathematical model, we can show that producing 100 desks, 433 chairs, and two-thirds of a pound of molded steel yields a maximum total profit of $\$ 17,994$. Any other combination of desks, chairs, and molded steel that satisfies all of the constraints will yield a profit less than $\$ 17,994$. Solving constrained mathematical models is a primary focus of much of this text.

## CLASSIFICATION OF MATHEMATICAL MODELS

There are various ways to classify mathematical models. One way is by the purpose of the model. Optimization models seek to maximize a quantity (profit, efficiency, etc.) or minimize a quantity (cost, time, etc.) that may be restricted by a set of constraints (limitations on the availability of capital, personnel, and supplies; requirements to meet contract deadlines; etc.). At times, however, the function of a model is not to maximize or minimize any particular quantity but to describe or predict events (sales forecasts, project completion dates, etc.) given certain conditions. These models are known as prediction models.

Prediction models are almost always part of larger optimization models, however. For example, the manager of a fast-food restaurant could use a prediction model to determine the reduction in average customer waiting time and the corresponding increase in sales resulting from hiring an additional clerk. The information gained from the results of this prediction model could then be used as input for an optimization model. This model can help determine whether the benefits from the predicted increase in sales and reduction in customer waiting time more than offsets the costs of hiring the additional clerk.

Another way to classify mathematical models is by the degree of certainty of the data in the model. Deterministic models are those in which the profit, cost, and resource data are assumed to be known with certainty, whereas in probabilistic or stochastic models, one or more of the input parameters' values are determined by probability distributions. For example, in a manufacturing process in which the speed of an assembly line can be controlled by operators, the number of parts per hour arriving at one station on the assembly line from another could be modeled using a deterministic arrival rate. By contrast, the number of customer arrivals per hour at a major supermarket would not be known with certainty; accordingly, a stochastic model would be more appropriate in this case.

## SPREADSHEET MODELING

Spreadsheets can provide a convenient way to both display and solve mathematical models. They can range from simple spreadsheets for model solution only to carefully constructed spreadsheets designed to convey both input information and resulting recommendations in a pleasing, easy to read format that might be used by others. Suggestions and examples for creating maximum impact spreadsheets for the end-user are presented in Chapter 3. In this text we utilize both types of spreadsheet models.

### 1.4 The Management Science Process

Management science is a discipline that adapts the scientific method to provide management with key information for executive decision making. In its simplest form, management science can be thought of as a four-step procedure, as shown in Figure 1.2. Projects rarely proceed smoothly through this sequential process, how-


FIGURE 1.2
The Management Science Process
ever. Usually, models have to be revised, solution approaches altered, or reports rewritten, as historical, simulated, or current data are used to verify and fine tune the original sets of assumptions and data. Hence, parts of the process may need to be repeated until the analyst is comfortable with the results. In this section, the complexities and thought processes involved in each of the four phases of the management science process are discussed in detail.

## THE TEAM CONCEPT

Building good mathematical models is an art that is at the heart of the management science process. The greater the knowledge of the project under study, the more reliable the model is in assessing the true situation. While relatively small projects requiring a management science approach are sometimes assigned to a single consultant or specialist, most larger projects utilize a team approach that capitalizes on the talents of the management science analyst as well as those from other relevant business or scientific disciplines germane to the project.

The petroleum industry is one that has made liberal use of management science models. One such model involves the purchase of crude oil and the manufacture and distribution of various grades of gasoline. In addition to the management science analyst, the "team" responsible for constructing the model and evaluating its results might consist of some or all of the following:

## Team Member

Chemical engineer Economist Marketing analyst
Financial officer
Accountant
Production manager
Transportation specialist

## Expertise

Petroleum blending requirements
Forecasts of oil prices
Forecasts of market demand for gasoline
Analysis of cash flow
Cash flow/tax requirements
Analysis of production capabilities
Distribution of refined oil products

Each individual member of this team brings to the project his or her own perspective and can make contributions that might otherwise be lost with a more narrow focus.

## STEP 1: DEFINING THE PROBLEM

The most important part of the modeling process is identifying the problem under consideration. As noted management consultant Peter Drucker has stressed, the wrong answer to the right question is not fatal, for revisions can be made and different alternatives may be explored; however, the right answer to the wrong question can be disastrous. It is critical that the problem be properly defined before enormous amounts of time and energy are expended on perhaps a worthless (or worse) model and solution.

## "PROBLEMS" IN MANAGEMENT SCIENCE

Management science is generally applied in three situations:

1. Designing and implementing new operations or procedures
2. Evaluating an ongoing set of operations or procedures
3. Determining and recommending corrective action for operations and procedures that are producing unsatisfactory results

When contemplating new operations or procedures, the "problem" facing the management scientist is to recommend approaches that will yield profitable and efficient results within a reasonable time period, given limited or no previous historical data. A company contemplating the introduction of a new product, for example, will need to determine the exact production process, the materials and labor required, and the production quantities based on forecasted demand for its product and the availability of required resources. In this case the management science analysis revolves around the question, "How do we get started?"

When analyzing an ongoing business venture, a "problem" does not necessarily refer to a department or an operation that is experiencing substandard or unacceptably low results. For example, a small grocery store generating $\$ 500,000$ a year in gross profits may not seem to have a problem. But could a change in operations yield another $\$ 100,000$ ? The management science analysis here is attempting to answer the question, "Can we do better?"

Management science is also applied when a company has experienced significant or repetitious failures or shortfalls. Russell Ackoff, a pioneer in the field, refused to characterize such situations as "problems" but rather as "messes." He referred to such cases in management science as "mess management." In this case, the management science analysis is a response to a cry for "Help!"

In each of these situations, an analyst is typically faced with some or all of the following factors:

1. "Fuzzy," incomplete, or conflicting data
2. "Soft" constraints (i.e., goals rather than restrictions)
3. Differing opinions among and between workers and management
4. Very limited budgets for analyses
5. Narrow time frames for solutions and recommendations
6. Political "turf wars"
7. No firm idea by management of exactly what is wanted (managers sometimes look to the consultant to tell them what they want)

## PROBLEM DEFINITION

The analyst's success will be determined in large part by how well these factors are dealt with in the problem definition phase of the project. The following box suggests steps to be taken in the problem definition phase.

## Problem Definition

1. Observe operations
2. Ease into complexity
3. Recognize political realities
4. Decide what is really wanted
5. Identify constraints
6. Seek continuous feedback

## Observe Operations

Those performing a management science analysis should make every effort to observe the problem from various points of view within the organization, with the goal of understanding the problem at least as well as, if not better than, those individuals
directly involved. In a manufacturing process, the perspectives of managers, foremen, and workers might be solicited. In a service operation, input might come from supervisors, clerks, and support personnel. Frequently, accounting personnel can also provide valuable insights into the true nature of the problem.

In an effort to get a feel for what's really going on, it is important that the management science team "speak the same language" as those supplying input data and those responsible for making the ultimate decisions. Since recommendations will often be based on what many in the firm consider "voodoo mathematics," it is important to establish credibility early with these personnel and to reinforce it throughout the entire process. The analyst must realize that decision makers, in particular, take a critical look at recommendations stemming from a management science study since the success of any implemented policy will directly affect the evaluation of their performance.

## Ease into Complexity

At the beginning of the study, the team should strive to ask simple, basic questions of individuals, which do not go beyond the realm of each person's expertise. This avoids putting those questioned on the defensive and aids in establishing the trust and respect that are crucial to the success of the analysis.

By initially asking similar questions of workers at all levels on the organization chart, the analysts may find that there are differences in opinion as to the exact nature of the problem. Once the individuals or units who have expertise in each of several key areas have been identified, the team can then probe more deeply into complex issues in a significantly less intimidating manner.

## Recognize Political Realities

Analysts should always be cognizant of the politics present in any organization. Natural conflicts may exist between labor and management and between various managers. Operating in this kind of environment, the management science team can expect to receive distorted or incomplete information from each group. A manager is naturally reluctant to provide negative information that would show her division to be inefficient; a foreman most likely will not provide information that might result in significant reductions of his resources or personnel; and a worker will not offer suggestions that might result in the elimination of her job! Thus, all information gathered by the management science team must be scrutinized with these limitations in mind.

## Decide What Is Really Wanted

Two situations typify the enviromment that exists before a management science analysis begins:

1. Management has a fuzzy idea of what the problem is.
2. Management has a definite idea of what (it thinks) the problem is.

There is rarely an in-between. In either case, the management science team should try to decide for itself what is needed.

An example of the first case involves a store that carries a product that has not been selling well. Management might simply indicate that "something is wrong here" and may actually be looking for help in identifying the root causes of the problem. The "problem" could be defined quite differently, and the possible recommendations vary greatly depending on such factors as the age of the items, the amount of advertising done by both the manufacturer and the store, the relationship between the store and the manufacturer, the "seasonality" of
the product, and so on. Gathering relevant facts is crucial to accurate problem definition.

The following situation represents the second case. A health products distribution company, which orders products from various manufacturers and distributes them to local stores, was not able to fill over $10 \%$ of its orders because of inventory stockouts. The company was convinced that, in order to reduce lost revenues due to excessive stockouts, it should reduce stockouts to less than $4 \%$. To meet this objective, however, the company was concerned that it might have to carry an excessive amount of inventory. Management science consultants were called in to develop an effective ordering policy.

Upon further investigation of the situation, it was determined that while reducing stockouts on high-volume, high-profit items was indeed crucial to company profits, less stringent inventory policies were necessary for lower-volume, lower-profit items. In fact, the resulting model, which was credited with saving the company hundreds of thousands of dollars annually, actually recommended an increase in the probability of stockouts for these items! The moral is simple: the management science team should make certain that the company is sure of its objective before developing and solving a model.

## Identify Constraints

Businesses operate in a restrictive environment. It is important to seek input from various operational levels to identify these restrictions or constraints. Advertising budgets for a beer company, warehouse space limitations for a department store, the order of task completion in a construction project, and the maximum size of a waiting line at a supermarket checkout stand are all examples of constraints that might be included in mathematical models. Only those restrictions that could possibly affect operations should be included. Those that will obviously be satisfied by any reasonable solution should be omitted.

## Seek Continuous Feedback

In order for the management science team to solve the "right" problem, the analysts need to seek ongoing feedback from management, both orally and by written communication (or e-mail), in the problem formulation stage. This allows both parties to continuously modify their initial perceptions and remain "in sync" about the problem.

Communications should be concise, articulate, and precise so that there is no misunderstanding on either side of what will be modeled and solved. This consensus allows the modeling phase to proceed more smoothly and gives more credence to the recommendations based on the solution of the model.

## PROBLEM IDENTIFICATION FOR DELTA HARDWARE

To help motivate the development and solution of a mathematical model, throughout the remainder of this chapter, we will analyze a situation faced by Delta Hardware Stores. After soliciting input and analyzing the situation, the management at Delta Hardware and the management science team mutually agreed on the following problem statement.

## DELTA HARDWARE STORES-PROBLEM STATEMENT

Delta Hardware Stores is a regional retailer with warehouses in three cities in California: San Jose in northern California, Fresno in central California, and Azusa in southern California. Each month, Delta restocks its warehouses with its own
brand of paint (among other products). Delta has its own paint manufacturing plant in Phoenix, Arizona. Although the plant's production capacity is sometimes insufficient to meet monthly demand, a recent feasibility study commissioned by Delta found that it was not cost effective to expand production capacity at this time. To meet demand, Delta subcontracts with a national paint manufacturer to produce paint under the Delta label and deliver it (at a higher cost) to any of its three California warehouses.

Given that there is to be no expansion of plant capacity, the problem is to determine a least cost distribution scheme of paint produced at its manufacturing plant and shipments from the subcontractor to meet the demands of its California warehouses.

## STEP 2: BUILDING A MATHEMATICAL MODEL

According to David Gray, who has been a senior consultant with American Airlines Decision Technologies, the solution to an applied management science problem may be "the organization of scattered thoughts, ideas, and conflicting objectives and constraints into a more logical coherent decision framework for a client who is too close to the problem to solve it objectively." While simple, com-mon-sense, nonquantitative approaches may solve some problems, in most cases large amounts of quantitative data need to be organized into this "more logical coherent decision framework."

Mathematical modeling is a procedure that recognizes and verbalizes a problem and then quantifies it by turning the words into mathematical expressions. While modeling requires a number of basic skills, in some sense, mathematical modeling is an art that improves with experience. Some of the steps involved in the modeling process include:

## Mathematical Modeling

1. Identifying decision variables
2. Quantifying the objective and constraints
3. Constructing a model shell
4. Data gathering-Consider time/cost issues

## IDENTIFYING DECISION VARIABLES

A crucial step in building a mathematical model is determining those factors in the decision-making process over which the decision maker has control. These items are known as the controllable inputs or decision variables for the problem. For example, in a manufacturing process, the quantity of goods produced and the amount of overtime assigned during the week are controllable inputs, or decision variables, for the model. The shift foremen or plant managers (the decision makers) make these determinations. Decision variables usually include a time frame. In this case, it is important that the decision variables reflect the production and overtime schedules as "per week."

The number of machines in the plant, the amount of resources needed to make one unit of the product, and the overall plant capacity are factors over which the manager has no direct influence. They are the uncontrollable inputs, or parameters.

In many cases, determining the appropriate decision variables is the hardest part of building a mathematical model. Frequently, the rest of the modeling process follows quite naturally once the decision variables have been properly de-
fined. The following is a quick rule of thumb for determining the decision variables of a mathematical model.

## Defining Decision Variables

1. Ask, "What does the decision maker want to learn by solving this problem?" In other words, "Does the decision maker have the authority to decide the numerical value (amount) of the item?" If the answer is "yes," it is a decision variable.
2. Be very precise in the units (and if appropriate, the time frame) of each decision variable.

## Variable Definition for Delta Hardware

Let us apply this approach to the Delta Hardware problem.

## DELTA HARDWARE STORE PROBLEM—VARIABLE DEFINITION

After analyzing the problem as presented, it is clear that the decision maker has no control over demand, production capacities, or unit costs. The decision maker is simply being asked, "How much paint should be shipped this month (note the time frame) from the plant in Phoenix to San Jose, Fresno, and Azusa, and how much extra should be purchased from the subcontractor and sent to each of the three cities to satisfy their orders?"

## SOLUTION

There are six decisions to be made, hence six decision variables. These can he expressed as
$X_{1}=$ amount of paint shipped this month from Phoenix to San Jose
$\mathrm{X}_{2}=$ amount of paint shipped this month from Phoenix to Fresno
$\mathrm{X}_{3}=$ amount of paint shipped this month from Phoenix to Azusa
$X_{4}=$ amount of paint subcontracted this month for San Jose
$\mathrm{X}_{5}=$ amount of paint subcontracted this month for Fresno
$\mathrm{X}_{6}=$ amount of paint subcontracted this month for Azusa
The choice of the variable names is arbitrary. More descriptive and longer names are possible. However, using subscripted variables, particularly when models are more complex, typically yields a more compact model.

## QUANTIFYING THE OBJECTIVE FUNCTION AND CONSTRAINTS

The objective of most management science studies, and of all optimization models, is to figure out how to do the best you can with what you've got. "The best you can" implies maximizing something (such as profit or efficiency) or minimizing something (such as costs or time).

Although a company may be satisfied with a substantial improvement over a current situation, the goal usually is to seek an optimal value for some objective function. Total profit maximization (Total Profit $=$ Total Revenues - Total Costs) is perhaps the most common objective for mathematical models. Note that
if costs are constant, maximizing profit is equivalent to maximizing revenue; if revenues are constant, it is equivalent to minimizing cost.

Most management science models are formulated to maximize or minimize a single objective function. Cases in which two or more conflicting objectives exist are called multicriteria decision problems. (Multicriteria problems are discussed briefly in Chapter 13 on the accompanying CD-ROM.)

As discussed earlier, when seeking the optimal value for an objective function, one is usually operating under restrictive conditions, or constraints. Examples of typical constraints include limits on the amount of resources available (workers, machines, budgets, etc.) and contractual requirements for monthly production.

Constraints can also be definitional in nature. A constraint expressing that the inventory at the end of a month is equal to the inventory at the beginning of the month plus production minus sales during the month is an example of one such definitional constraint. The following is a useful aid for writing constraints.

## Writing Constraints

1. Create a limiting condition in words in the following manner:
(The amount of a resource required)
〈Has some relation to〉
(The availability of the resource)
2. Make sure the units on the left side of the relation are the same as those on the right side.
3. Translate the words into mathematical notation using known or estimated values for the parameters and the previously defined symbols for the decision variables.
4. Rewrite the constraint, if necessary, so that all terms involving the decision variables are on the left side of the relationship, with only a constant value on the right side.

## CONSTRUCTING MODEL SHELL

In the formative stages of model building, generic symbols can be used for the parameters until the actual data are determined. In the NewOffice Furniture example, the symbols $\mathrm{A}_{1}, \mathrm{~A}_{2}$, and $\mathrm{A}_{3}$ might have been used to represent the amount of steel required to make one desk, one chair, and one pound of molded steel, respectively, and the symbol B could have been used to represent the amount of steel available during the production run. Thus, the functional constraint could be written as the following shell:

$$
\mathrm{A}_{1} \mathrm{D}+\mathrm{A}_{2} \mathrm{C}+\mathrm{A}_{3} \mathrm{M} \leq \mathrm{B}
$$

When it was determined that it takes 7 pounds of raw steel to make a desk, 3 pounds of raw steel to make a chair, and 1.5 pounds of raw steel to make a pound of molded steel, and that there were 2000 pounds of steel available weekly, the appropriate substitutions for $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$, and B would be made to the shell, giving the constraint: $7 \mathrm{D}+3 \mathrm{C}+1.5 \mathrm{M} \leq 2000$. Often these parameter values of $7,3,1.5$, and 2000 are entries in a structured spreadsheet.

## Model Shell for Delta Hardware

By having a model shell, the modeler can focus directly on the exact data required to complete the model. Let us illustrate this procedure for the Delta Hardware problem.

## DELTA HARDWARE STORE PROBLEM-FORMULATING THE MODEL SHELL

Although the actual data have not yet been collected, it is certain that there is a finite production capacity at the paint plant in Phoenix as well as an upper bound on the amount of paint available from the subcontractor. There are also different requirements for paint at each of the three Delta warehouses.

Further investigation by the management science team indicates that the delivery trucks that transport the paint from Phoenix to the warehouses carry 1000 gallons of paint at a time. Since Delta requires the warehouses to order in units of 1000, this is equivalent to ordering a certain number of truckloads. The cost of shipping each truckload can then be determined based on the time and distance between Phoenix and each of the warehouse cities.

It has also been determined that the cost of purchasing the paint from the subcontractor is higher than manufacturing the paint in Phoenix, and to obtain the best prices from the subcontractor, orders must be in 1000 -gallon increments. The subcontractor charges a fixed fee for each 1000 gallons ordered and a delivery charge to each of the three warehouse cities. This delivery charge varies depending on the city.

The objective is to minimize the total overall monthly costs of manufacturing, transporting, and subcontracting paint, subject to

1. The Phoenix plant cannot operate beyond its capacity.
2. The amount ordered from the subcontractor cannot exceed a maximum limit.
3. The orders for paint at each warehouse will be fulfilled.

The decision variables capture an amount, but we have yet to specify exactly what that amount is. Since truckloads and purchases from the subcontractor are based on thousands of gallons of paint, let us assume that the decision variables $\mathrm{X}_{1}$, $\mathrm{X}_{2}, \ldots, \mathrm{X}_{6}$ are defined in these units. For example, $\mathrm{X}_{1}$ will represent the number of thousands of gallons of paint (i.e., truckloads) shipped from Phoenix to San Jose, $\mathrm{X}_{6}$ will represent the number of thousands of gallons of paint subcontracted this month for Azusa, and so on.

To determine the overall costs, one must determine: (1) the manufacturing cost per 1000 gallons of paint at the plant in Phoenix (M); (2) the respective truckload shipping costs from Phoenix to San Jose, Fresno, and Azusa ( $\mathrm{T}_{1}, \mathrm{~T}_{2}, \mathrm{~T}_{3}$ ); (3) the fixed purchase cost per 1000 gallons from the subcontractor (C); and (4) the respective shipping charges per 1000 gallons from the subcontractor to San Jose, Fresno, and Azusa ( $\mathrm{S}_{1}, \mathrm{~S}_{2}, \mathrm{~S}_{3}$ ). Minimizing total monthly costs can then be written as:

$$
\begin{array}{cc}
\text { MINIMIZE } & \left(\mathrm{M}+\mathrm{T}_{1}\right) \mathrm{X}_{1}+\left(\mathrm{M}+\mathrm{T}_{2}\right) \mathrm{X}_{2}+\left(\mathrm{M}+\mathrm{T}_{3}\right) \mathrm{X}_{3}+\left(\mathrm{C}+\mathrm{S}_{1}\right) \mathrm{X}_{4} \\
& +\left(\mathrm{C}+\mathrm{S}_{2}\right) \mathrm{X}_{5}+\left(\mathrm{C}+\mathrm{S}_{3}\right) \mathrm{X}_{6}
\end{array}
$$

To write the constraints, we need to know (in thousands of gallons): (1) the capacity of the Phoenix plant $\left(Q_{1}\right)$; (2) the maximum number of gallons available from the subcontractor $\left(\mathrm{Q}_{2}\right)$; and (3) the respective orders for paint at the warehouses in San Jose, Fresno, and Azusa ( $\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}$ ). The constraints can then be written as:

1. The number of truckloads shipped out from Phoenix cannot exceed the plant capacity:

$$
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \leq \mathrm{Q}_{1}
$$

2. The number of thousands of gallons ordered from the subcontractor cannot exceed the order limit:

$$
\mathrm{X}_{4}+\mathrm{X}_{5}+\mathrm{X}_{6} \leq \mathrm{Q}_{2}
$$

3. The number of thousands of gallons received at each warehouse equals the total orders of the warehouse:

$$
\begin{aligned}
\mathrm{X}_{1}+\mathrm{X}_{4} & =\mathrm{R}_{1} \\
\mathrm{X}_{2}+\mathrm{X}_{5} & =\mathrm{R}_{2} \\
\mathrm{X}_{3}+\mathrm{X}_{6} & =\mathrm{R}_{3}
\end{aligned}
$$

4. All shipments must be nonnegative and integer:

$$
\begin{gathered}
X_{1} \geq 0, X_{2} \geq 0, X_{3} \geq 0, X_{4} \geq 0, X_{5} \geq 0, X_{6} \geq 0 \\
X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6} \text { integer }
\end{gathered}
$$

Given this model shell, the modeler can now begin gathering data to determine or approximate values for the parameters $\mathrm{M}, \mathrm{C}, \mathrm{T}_{1}, \mathrm{~T}_{2}, \mathrm{~T}_{3}, \mathrm{~S}_{1}, \mathrm{~S}_{2}, \mathrm{~S}_{3}, \mathrm{Q}_{1}, \mathrm{Q}_{2}, \mathrm{R}_{1}, \mathrm{R}_{2}$, and $\mathrm{R}_{3}$.

## DATA GATHERING-CONSIDER TIME/COST ISSUES

All mathematical models are simply that-models of reality. There are usually numerous ways to model most situations, some quite simplistic, and others very complex. The modeler usually must ask the question, "Is a very sophisticated model that will give relatively accurate results needed, or will a simpler model which will likely yield less accurate, but hopefully, 'ball park' results suffice?" The answer depends on three time/cost considerations:

## 1. The time and cost of collecting, organizing, and sorting relevant data

Data collection can be very time consuming and expensive. Key data may turn out to be unavailable or subject to error for a variety of reasons, including poor recordkeeping, company or union policies, ignorance, or evasiveness of potentially affected personnel. Substantial costs may be incurred to obtain bard data (precise values, good forecasts, or exact estimates) to analyze even one factor in the model.

For example, months of continuous recordkeeping may be required to determine an arrival pattern of customers to a grocery store; estimating the typical production time for a single product might require lengthy and involved time and motion studies; sales projections can require hundreds of man-hours to analyze numerous voluminous reports. Even when raw data are readily available, organizing and sorting the data to obtain relevant information can itself be quite costly and time consuming.

As an alternative to hard data, models can use soft data, such as short-term studies or even best guesses from experts. In general, the "harder" the data, the more costly and time consuming it is to obtain. Consequently, mathematical models often contain varying amounts of both hard and soft data.

## 2. The time and cost of generating a solution approach

Conventional solution techniques exist for many "traditional" management science models, including all those developed in this text. In "real life," however, mathematical models formulated by a management science team frequently fail to meet the required conditions of these models. In this case, we have two choices:

1. Make some simplifying assumptions so that a standard solution technique may be used.
2. Develop a new solution technique, or modify an existing one, to handle this special problem.

Using simplifying assumptions saves the time and cost of developing, testing, programming, and debugging a new technique. However, oversimplification may result in an unrealistic model of the true situation. Thus, care must be taken not to make assumptions that will jeopardize the integrity of the results from the model.

## 3. The time and cost of using the model

Managers and executives must respond rapidly to dynamically changing sets of conditions. For example, changing weather conditions could force an airline to reroute its entire fleet of planes and reassign flight personnel. New arrival and departure schedules, gate requirements, and crew and maintenance schedules must be generated quickly. Optimal solutions that could be generated "overnight," after the solution is required, are worthless.

When selecting an appropriate model, the end-user must also be considered. The sophistication of the model might be quite different, if, for example, it is to be used by executives at General Motors, where a $1 \%$ improvement in efficiency would result in savings of tens of millions of dollars, as opposed to a small store where such a small percentage improvement may not even cover the cost of the study. The model could certainly be more complex (and costly) if it were monitored by a management science department within a large organization rather than a single employee with limited training in the field.

Judgments about these time/cost factors play a key role in determining the amount and methods of data collection and selecting the models to utilize. An informal "rule of thumb," known as the $80 / 20$ rule, is often used as a guide when selecting an appropriate model. It states that, in general, a business client settles for $80 \%$ of the optimal solution at $20 \%$ of the cost to obtain it. Thus, simpler, easier to use, less costly (though admittedly less accurate) models are often selected to generate "good" results rather than "optimal" ones.

## Determining the Model for Delta Hardware

Let us now consider the data collection and model selection for Delta Hardware.

## DELTA HARDWARE STORE PROBLEM—DATA COLLECTION AND MODEL SELECTION

Initial data received by the management science analyst indicate that the warehouses in San Jose, Fresno, and Azusa are to be restocked with 4000, 2000, and 5000 gallons of paint, respectively. The subcontractor has agreed to sell Delta paint for $\$ 5$ per gallon ( $\$ 5000$ per 1000 gallons) plus shipping fees of $\$ 1200$ per 1000 gallons to San Jose, $\$ 1400$ per 1000 gallons to Fresno, and $\$ 1100$ per 1000 gallons to Azusa.

Delta management has informed the analyst that no more than $50 \%$ of the total paint supplied to the warehouses (in this case 5500 gallons) is to be supplied by the subcontractor. Since shipments from the subcontractor are to be in 1000gallon units, this implies that at most 5000 gallons will be supplied by the subcontractor.

The modeler must now decide which model to use and the appropriate data to analyze in order to determine the values of the other parameters in the model.

## SOLUTION

The structure of the model developed earlier is a standard management science model known as the transportation problem. But in this model, all factors other than manufacturing, ordering, and transportation costs have been ignored. Many other simplifying assumptions have been made, such as requiring that all trucks carry a full load of 1000 gallons of paint. In reality, partial truckloads or larger trucks might be used. It is also assumed that the cost of sending two trucks is exactly twice the cost of sending one truck, that this cost does not change, and that the cost of driving from Phoenix to a warehouse city is always the same. Also ignored are the facts that production rates and costs vary from month to month; external costs can change at a moment's notice; and additional subcontractor suppliers of paint might be solicited.

Although the model developed for Delta lacks a certain degree of reality, solution modules for transportation models are readily available in management science and spreadsheet packages. Thus, by using this simplified model, at least as a first pass to determine "ballpark" results, Delta can avoid the time and expense of deriving and testing more complex models. If the results from this approach prove suspect, a more sophisticated model can then be developed.

Having elected to use a transportation model, the next step is to determine the value of the parameters of the model shell. Certain hard data have already been ascertained:

- The number of orders (in thousands of gallons) at the San Jose, Fresno, and Azusa warehouses are, respectively, $R_{1}=4, R_{2}=2$, and $R_{3}=5$.
- The maximum order limit from the subcontractor (in thousands of gallons) is $Q_{2}=5$.
- The fixed purchase cost per 1000 gallons of paint from the subcontractor is C = \$5000.
- The shipping charges per 1000 gallons of paint from the subcontractor to San Jose, Fresno, and Azusa are, respectively, $S_{1}=\$ 1200, S_{2}=\$ 1400$, and $S_{3}=\$ 1100$.

Data that are more difficult to obtain and prone to more uncertainty include the production limits at the Phoenix plant and the manufacturing and transportation costs.

Production Limit Most likely, a theoretical plant production limit exists, which assumes that the plant runs continuously at full capacity with no machine failures, full staffing, and ample resources. Because such ideal conditions rarely exist, monthly production levels vary. One way for the model to account for such unpredictable problems might be to multiply the theoretical production limit by some reduction factor. Another alternative could be simply to ask the plant manager, "What's your best estimate for production capability this month?"

In this case, the modeler decided to forecast plant capacity based on past data. Accordingly, the monthly production data listed in Table 1.1 for the number of gallons produced over the past 24 months were obtained from company records (month 24 being the most recent month).

These data show that, with the exception of month 21 , production was relatively constant over the past 12 months. Upon further investigation, it was found that during month 21 , one of the production machines was experiencing intermittent breakdowns and management shut down the plant for a week and a half to perform a major overhaul of all machines. It was therefore decided that data for month 21 was an outlier-data not representative of normal production levelsand should be discarded.

Table 1.1 Delta's Monthly Production

| Month | Production | Month | Production | Month | Production |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 7500 | 9 | 8000 | 17 | 7900 |
| $\mathbf{2}$ | 7000 | 10 | 7200 | 18 | 8000 |
| 3 | 6500 | 11 | 7700 | 19 | 7600 |
| 4 | 7000 | 12 | 7500 | 20 | 8000 |
| 5 | 7000 | 13 | 8100 | 21 | 3900 |
| 6 | 6500 | 14 | 8000 | 22 | 8100 |
| 7 | 7200 | 15 | 7600 | 23 | 7900 |
| 8 | 5000 | 16 | 8000 | 24 | 8100 |

It was also discovered that 12 months ago the plant went from a $37 \frac{1}{2}$-hour to a 40 -hour work week. As a consequence, although data from months 1 to 12 were available, these data would not be used in the forecast. Thus, it was decided that monthly production would be forecasted based on the average of production for the past year, excluding month 21:

$$
(8100+8000+7600+\ldots+8100) / 11=7936 \text { gallons }
$$

Since, for model simplicity, full truckloads of 1000 gallons are ássumed, a rounded amount of $\mathrm{Q}_{1}=8$ (thousand) gallons will be used for the production capacity.

Plant Production and Transportation Costs To determine unit production costs, all direct and indirect costs that go into production, including warehouse and machine leasing, employee wages and benefits, utilities, insurance, and so on must be considered. Transportation costs might include loading in Phoenix and unloading in each of the warehouse cities, mileage, and per diem expenses, among others. The management science team relied on the data supplied by the accounting department in Table 1.2 detailing the manufacturing and shipping costs of paint manufactured at the Phoenix plant.

Using this information, and the assumption that the Phoenix plant expects a production capacity of 8000 gallons per month, the per gallon production cost can be calculated by: (Direct per Gallon Manufacturing Cost) + (Apportioned per Gallon Indirect Cost $)=\$ 2.25+(\$ 6000 / 8000)=\$ 3.00$ per gallon. Thus, the production cost per 1000 gallons is $M=\$ 3000$.

Given the fact that each truckload will carry 1000 gallons of paint, the transportation costs to each warehouse can now be determined by (Load Cost in Phoenix) + (Unload Cost at the Warehouse) + (Mileage Cost to the Warehouse):

$$
\begin{array}{ll}
\text { San Jose: } \mathrm{T}_{1}=\$ 100+\$ 150+\$ 800=\$ 1050 \\
\text { Fresno: } & \mathrm{T}_{2}=\$ 100+\$ 100+\$ 550=\$ 750 \\
\text { Azusa: } & \mathrm{T}_{3}=\$ 100+\$ 120+\$ 430=\$ 650
\end{array}
$$

Table 1.2 Costs Associated with Production of Paint

| Direct manufacturing costs | $\$ 2.25 /$ gallon |
| :--- | :--- |
| Indirect costs | $\$ 6,000 /$ month |
| Loading costs in Phoenix | $\$ 100 /$ truckload |
| Unloading costs in San Jose | $\$ 150 /$ truckload |
| Unloading costs in Fresno | $\$ 100 /$ truckload |
| Unloading costs in Azusa | $\$ 120 /$ truckload |
| Mileage/other costs to San Jose | $\$ 800 /$ truckload |
| Mileage/other costs to Fresno | $\$ 550 /$ truckload |
| Mileage/other costs to Azusa | $\$ 430 /$ truckload |

The complete mathematical model for Delta Hardware derived by substituting the parameter values into the model shell is: ${ }^{3}$

MINIMIZE $4050 \mathrm{X}_{1}+3750 \mathrm{X}_{2}+3650 \mathrm{X}_{3}+6200 \mathrm{X}_{4}+6400 \mathrm{X}_{5}+6100 \mathrm{X}_{6}$ SUBJECT TO

$X_{1} \geq 0, X_{2} \geq 0, X_{3} \geq 0, X_{+} \geq 0, X_{5} \geq 0, X_{6} \geq 0, X_{1}, X_{2}, X_{3}, X_{+}, X_{5}, X_{6}$ integer

## STEP 3: SOLVING A MATHEMATICAL MODEL

Mathematical models are formulated so that they can be solved to provide input to a decision maker. Steps in the model solution process include:

## Model Solution

1. Choose an appropriate solution technique.
2. Generate model solutions.
3. Test/validate model results.
4. Return to modeling step if results are unacceptable.
5. Perform "what-if" analyses.

## CHOOSE AN APPROPRIATE SOLUTION TECHNIQUE

We've seen that the choice of the model to be used is linked to the considerations of the time, cost, and accuracy of using models for which solution techniques are known versus those for which solution techniques must be developed. Fortunately, there are large classes of problems for which efficient solution techniques have already been developed, many of which are discussed in this text.

Although some simplifying assumptions may be made so that a standard solution technique may be used, care must be taken to assure that the "meat" of the true problem has not been "assumed away." Oversimplifying models and misapplying management science tools have been primary impediments to the success and acceptance of management science approaches on a more global scale.

Management science teams often use algorithms to solve mathematical models. An algorithm is a structured series of steps that must be performed to solve the model. Usually, the individual steps involve simple, but repetitious, mathematical operations, such as adding, subtracting, multiplying, dividing, and comparing numbers.

Most algorithms are intended to provide an optimal solution for a model. Sometimes, however, problems can prove to be too complex, cumbersome, or time consuming to employ optimization algorithms. In such cases, a heuristic-a "rule of thumb" or common-sense procedure-may be employed to yield what the analyst feels may be a good, though not necessarily optimal, solution. Heuristic methods may range from simplistic procedures (such as "produce as much of the most profitable item as possible") to far more complex ones. They are sometimes used to generate a good starting solution for a model that is then improved upon by

[^1]using an optimization algorithm. An alternative to using an algorithm is to use simulation. The simulation approach is discussed in Chapter 10.

Practitioners have emphasized time and time again that the most intuitive and simplest solution techniques are those that have the greatest likelihood of being understood and accepted by the client; hence, they have a higher probability of being implemented and used correctly. As Captain Richard Staats observed during the successful implementation of management science during the Persian Gulf War, "[Complex techniques] have a tendency to break down under the worst possible conditions." ${ }^{+}$Furthermore, complex techniques are usually far more costly.

Based on his vast experience as a management science consultant, Gene Woolsey has made three observations (which he calls Woolsey's Laws) that have served as a useful guide to the selection of a solution technique:

1. Managers would rather live with a problem they can't solve than use a technique they don't trust.
2. Managers don't want the best solution; they simply want a better one.
3. If the solution technique will cost you more than you will save, don't use it.

## GENERATE MODEL SOLUTIONS

Once a solution procedure has been selected, the model can finally be solved. Since most models involve manipulations of large amounts of data, the sheer volume and sequencing of these operations require the use of computers. Fortunately, all of the standard management science solution procedures have been programmed either as stand-alone products or as parts of comprehensive integrated management science packages. Current versions of most common spreadsheet programs include built-in optimizers that perform many optimization analyses.

## TEST/VALIDATE MODEL RESULTS

Because mathematical models are nothing more than simplifications of reality, optimal, heuristically generated or simulated solutions to a model may not be optimal or even good solutions for the true real-life situation. In fact, they may not even be possible. Thus, testing the model to validate its results is a key component of the solution phase. This can be a very time-consuming process. A few questions to ask in evaluating the validity of a model are:

1. Do the results make sense, or are they counterintuitive?
2. Can the solution be integrated successfully under current conditions, or will radical changes be necessary for implementation?
3. Does the solution provide a degree of continuity with present and future plans of the organization?

Both bistorical and simulated (bypothetical) data can be used to test the validity of the model. Each has its benefits and drawbacks.

Historical data can be used to judge directly how the results generated from the model would have performed under actual past conditions. Because the same data may have been used to generate many of the model's parameters, however, caution must be used when validating the model with historical data. Using historical data may tend to overstate the accuracy of the model, yielding biased results. In addition, such data may not reflect current conditions.

[^2]Using hypothetical data will yield hypothetical results, which may be hard to verify. If the results generated using hypothetical data defy common sense, however, this is a clear indication that the model needs to be modified. Using hypothetical data also allows for the input of extreme values of the parameters, which may not yet have occurred but for which the true solution may be obvious. Counterintuitive results for these extreme cases can provide another indication that the model may need modification.

Another approach used to validate a model is for the organization to do a pilot program using the model. This is perhaps the best way to get legitimate feedback of how well the model performs in real (and current) situations. There are drawbacks to this approach, however, including the cost of setting up and operating in real time, the learning curve of workers using and interpreting the model results (skewing initial performance results), and the length of time required for the pilot project to begin generating credible results. In many cases, the time period needed to validate the model's reliability may be so long that using a pilot program would not be feasible.

## RETURN TO MODELING STEP IF RESULTS ARE UNACCEPTABLE

No model is $100 \%$ accurate, and no validation procedure is foolproof. If results of the validation tests prove unsatisfactory, the model should be reexamined. Assumptions should be reevaluated, data rechecked for accuracy, approximations loosened or tightened, and/or new constraints added. In the extreme, the entire model may have to be scrapped and a new one developed.

After any modifications are made, the new model must then be tested. This process of "model-solve-verify" continues until both the analysts and management feel comfortable about the model's ability to yield relatively valid results.

If, after numerous attempts to model the problem, management still lacks confidence in the results, it may conclude that this group should abandon its modeling attempts. Another group of analysts, taking a fresh approach to modeling the problem, may be able to develop a model that is more acceptable to management. Alternatively, management may conclude that a qualitative rather than a quantitative approach will have to suffice.

## PERFORM "WHAT-IF" ANALYSES

The computer solution to a model is usually "an answer" for the model. Typically, however, a manager will want a range of options from which to choose. A good management science analyst should anticipate management concerns, potential new opportunities, and possible changes and be ready to discuss their impact. Managers are always impressed when many of their "what-if" questions have been anticipated and answered before they are asked.

All spreadsheet users are familiar with playing the what-if game. Similarly, most management science computer packages allow problems to be easily resolved in light of changes to the input data. In addition, many of these packages provide sensitivity analysis reports, which give the user valuable information about the effect of changes to the solution as certain parameters change. Based on such information, the management science team may often recommend additional courses of action that may not have occurred to the decision maker.

## Solution to the Delta Hardware Model

Let us now consider the solution of the model developed for Delta Hardware Stores.

DELTAHARDWARE.x/s

FIGURE 1.3
Optimal Spreadsheet Solution for Delta Hardware

## DELTA HARDWARE STORES PROBLEM-MODEL SOLUTION

Simplifying assumptions and approximations were made in the modeling phase so that the model would have deterministic unit shipping costs, known availabilities of paint at the production plant and from the subcontractor, and known demands by the warehouses. This was done because solution modules for this type of problem are readily available on spreadsheets and comprehensive management science software packages.

The model was solved using the SOLVER module from Excel, and it yielded the screen shown in Figure 1.3. The screen shows the number of truckloads to be shipped from Phoenix and the number of thousands of gallons to be sent by the subcontractor to each of the three cities. For example, we see from cell B13 that one truckload should be shipped from Phoenix to San Jose.


In addition, Excel generates an Answer Report and a Sensitivity Report that give pertinent "what-if" information for the problem. Figure 1.4 is the Sensitivity Report. Although this report is discussed in detail in Chapter 2, we point out here that entries in the column labeled "Reduced Cost" indicate the amount that the shipping costs would have to be reduced before it would be cost effective to make a shipment between the corresponding "From-To" pairs. For example, the subcontractor would have to reduce its cost by more than $\$ 500$ per 1000 gallons ( $\$ 0.50$ per gallon) to an amount less than $\$ 5900$ per 1000 gallons before it would be economically feasible to ship paint from the subcontractor to Fresno. Similarly, it would have to reduce its cost by more than $\$ 300$ per 1000 gallons ( $\$ 0.30$ per gallon) to an amount less than $\$ 5800$ before it is cost effective to ship paint from the subcontractor to Azusa.
"SOLVER is an Excel Add-In that is discussed in detail in Section 2.5.


FIGURE 1.4 Sensitivity Report for Delta Hardware

Other what-if information is also provided. The "Allowable Increase" and "Allowable Decrease" columns next to the column labeled "Objective Coefficient" indicate how much the corresponding objective function coefficient can change without changing the optimal solution. The column labeled "Shadow Price" shows how much the optimal total cost will change per thousand gallon change in the corresponding supplies and demands, respectively. The columns labeled "Allowable Increase" and "Allowable Decrease" next to the "Constraint R. H. Side" column give the maximum change to the right-hand side for which these shadow prices remain valid.

To determine the impact of other cost changes on the optimal solution, we can simply modify the original problem to reflect the new price structure (an easy change in Excel and most other packages) and re-solve the problem.

Various questions should be addressed that are not reflected in the output to the above model. Of particular interest is the effect of Delta's production plant's inability to meet the production quantity of 8000 gallons. For instance, suppose that only 7700 rather than 8000 gallons were produced at the Phoenix plant. Would Delta (1) send eight trucks with one only partially loaded? (2) store 700 gallons until the next month, incurring a storage expense? (3) use a common carrier delivery service to ship the 700 gallons in lieu of shipping a partial truckload? or (4) allow warehouse cities to order or receive less than 1000 -gallon units? Each of these options leads to a more complicated analysis.

If it is assumed, however, that Delta rigidly adheres to its policy of shipping only full truckloads of paint from Phoenix and ordering only in units of 1000 from the subcontractor, then, if production at the manufacturing plant is indeed 7700 gallons, only seven full truckloads can be sent from Phoenix. The input to the transportation model can then easily be modified to reflect a change to seven truckloads and re-solved to determine a new optimal solution. Any charges for producing the 700 gallons not shipped, including storage charges, would have to be added to the output from the transportation model to reflect the true overall cost.

The model for Delta Hardware was based on past data. With all of its assumptions and approximations, there is no way to verify the validity of the model results without actually putting them into practice. Thus, the "solution" transmitted to the decision maker, including any what-if analyses of costs and factory production, has to be evaluated for viability by company experts.

## STEP 4: COMMUNICATING/MONITORING THE RESULTS

The final step in the management science process is the post-solution phase. This phase involves two functions:

The Post-Solution Phase

1. Prepare a business report or presentation
2. Monitor the progress of the implementation

## PREPARE A BUSINESS REPORT OR PRESENTATION

Effective communication of the results of a management science study is essential to its success. An analysis is of little use if those who will be making the decisions and implementing the policies do not fully appreciate its value. The decision maker should completely understand the team's approach to the problem, the assumptions and approximations made, and the logic of any recommendations.

Oral presentations (using slides, videos, or presentation software such as PowerPoint) and business memos or reports are the traditional forms of communication. In Section 1.5 we present guidelines for writing effective business reports.

## MONITOR THE PROGRESS OF THE IMPLEMENTATION

After a business presentation or report has been submitted, management will be responsible for implementation of the recommendations. These policies may result in changes that might be resisted by members of the firm. The management science team should be ready to stand side by side with management to share responsibility for the procedures required for implementation.

Once the new policies have been implemented, they should be constantly scrutinized. Given the dynamic nature of most business environments, it is almost inevitable that changes to the model will be required over time. The management science team should be prepared to determine when changes to the model are necessary and make such changes swiftly when called upon.

### 1.5 Writing Business Reports/Memos

## GUIDELINES FOR PREPARING BUSINESS REPORTS/PRESENTATIONS

Whether one is writing a report or preparing a presentation, it is important that the communication be well organized and presented in a clear manner that emphasizes the main recommendations of the study. The following are general guidelines for such presentations.

## Be Concise

While not leaving out important details, get to the point. Managers do not like to read lengthy reports or attend lengthy presentations. In general, the fewer words needed to make a point the better, and the more the report is appreciated. Do not
fill the report with extraneous material. When choosing which what-if analyses to include, make sure the scenarios are plausible and have a reasonable likelihood of occurring.

## Use Common, Everyday Language

The terminology and symbols used to represent decision variables and parameters in management science models may be familiar to the analyst, but avoid the use of technical terms and symbols in a report. For example, while the Delta Hardware problem included both the symbol, $\mathrm{X}_{1}$, which was used to represent the number of truckloads of paint shipped from Phoenix to San Jose, and the term reduced cost, neither should appear in a business report. Know your audience and express the information in terms they can understand.

Whenever possible, let someone else proofread the report carefully for clarity and style. The proofreader should also check the report to ensure that it contains no misspellings and that paragraphs are well constructed and written in complete sentences.

## Make Liberal Use of Graphics

The use of properly labeled charts, graphs, and pictures, and the minimization of text, make a report much more readable and appealing to the eye. A business report or presentation is one place where the saying "a picture is worth a thousand words" is actually an underestimation of a picture's worth. Managers prefer visualizing results that allow them to make comparisons easily. No one wants to find results or recommendations buried in lengthy, hard-to-find paragraphs.

The actual presentation of figures is also important. All charts and graphs should be large, easy to read, and properly labeled, including the conditions under which the graph applies. Common sense should always guide a chart's preparation. For example, tables and graphs should not be split over two or more pages, if at all possible.

## STRUCTURE OF A BUSINESS REPORT

Although there is no rigid structure for business reports, the following format has served the authors well in their industrial and consulting experiences.

## Components of a Business Presentation

1. Introduction-problem statement
2. Assumptions/approximations made
3. Solution approach/computer program used
4. Results-presentation/analysis
5. What-if analyses
6. Overall recommendation
7. Appendices

## Introduction-Problem Statement

The introduction should outline the problem that management and the management science team mutually agreed upon, so that there are no misunderstandings of the results discussed in the presentation. The actual length and style of the introduction will vary, depending on the audience for which the report is intended. Since the recipient is interested primarily in the recommendations, however, the introduction should be just long enough to explain the problem fully.

## Assumptions/Approximations Made

This section could be included either as part of the introduction or as a separate section. Because the recommendations are based on a mathematical model that is an idealization of real life, the decision maker should be aware of any simplifying assumptions or approximations that are made. This allows the decision maker to make an independent judgment as to the model's usefulness.

## Solution Approach/Computer Program Used

This section should be very brief (a sentence or two) and could also be part of a general introduction. In a slide presentation, it would most likely appear on one overhead outlining the procedure used. No details should be presented. A statement indicating that the problem was modeled as a linear program, a transportation model, or a periodic review inventory model may be all that is needed. For an audience not familiar with these terms, a brief one- or two-sentence description of the approach will suffice. Finally, a sentence detailing the computer program used (Excel, specialized software, etc.) lends credence to the validity of the results.

## Results-Presentation/Analysis

This is the "meat" of the report and should be written concisely and clearly and include graphics. Charts and graphs should not only present the solution, but should also show how the solution meets the restrictions of the problem. Try to analyze the implications of the solution as they affect the business and note any unusual or striking conclusions that can be drawn from the results.

## What-If Analyses

In this section, the management science team demonstrates to the decision makers that they have considered contingencies that might result from changes in the assumptions and parameters of the model. Some information can be obtained from sensitivity reports contained in standard computer output; other results may be generated by resolving the model to account for these changes. Although several possibilities may be analyzed, this section may lose some of its appeal if too many contingencies are considered.

## Overall Recommendation

This section differs from the Results section in that it gives the best overall recommendations after considering the what-if contingencies. These recommendations may indeed differ from those of the basic model. These recommendations can be prominently displayed through the use of boxes, color, or some other highlighting device. Again, using charts, tables, and pictures were possible is preferable to presenting results in paragraph form.

## Appendices

Material in appendices can be much more technical. An appendix is the place to put supporting computer output or hand calculations, or to detail any approaches used. Depending on the recipients of the report, an appendix may include a complete mathematical model formulation, replete with mathematical symbols and notation.

## BUSINESS MEMO FOR DELTA HARDWARE

We now present a business memo for Delta management based on the results from the model developed and solved in Section 1.4. As with all memos presented in this text, it will be assumed to be prepared by a team of management science consultants known as the Student Consulting Group.

In the following memo, using a few short paragraphs, the problem is clearly laid out, the assumptions are stated, and the approach is given. The results are then presented and the major findings highlighted.

What-if analyses include a statement of the effect of changes in subcontractor pricing (which can be determined directly form the computer output) and a graph showing how the total cost is affected by the production levels of 6000,7000 , 8000,9000 , and 10,000 gallons at the Phoenix plant. An overall recommendation is then presented in an easy-to-read table. Finally, other factors that could substantially affect costs are recommended for future study.

For space reasons, no appendices are given. In addition to the computer printout of the solution and total cost values for the various possible production levels at the Phoenix plant, such appendices might include (1) the complete mathematical model; (2) an analysis of the forecasted production level at Phoenix for the next month; and (3) calculations of the per gallon costs at the Phoenix plant. These appendices would be based on discussions of these topics developed earlier in this chapter.

# -SCG. <br> Student Consulting Group <br> MEMORANDUM 

To: Patricia Winters Delta Hardware Stores
From: Student Consulting Group
Subj: Shipment Plan for Paint from the Phoenix Plant
Delta Hardware Stores is seeking a shipping policy for paint from its Phoenix plant and an ordering policy of paint from its subcontractor to meet demand at its warehouses in San Jose, Fresno, and Azusa. The objective is to minimize the overall total cost of next month's operations.

The current company policy is to ship only trucks fully loaded with 1000 gallons of paint from the Phoenix plant to the warehouse cities. To obtain the lowest shipping fees and a $\$ 5$ per gallon price for paint from your subcontractor, Delta's policy requires that shipments from its subcontractor must also be in 1000-gallon batches. You have directed that no more than 5000 gallons of paint be purchased next month from the subcontractor.

Since monthly production at the Phoenix plant has not been constant, production for the upcoming month was forecasted using production data of the past 12 months, excluding the period in which the plant was shut down for machine overhaul. Direct and indirect production and shipping costs attributed to the manufacture and distribution of the paint from the Phoenix plant were supplied by the accounting department.

Using these data, your problem was formulated as a transportation problem and solved using an Excel spreadsheet.

## RESULTS

Based on a forecast of an 8000 -gallon production level at the Phoenix plant for the coming month and the orders from the warehouse cities, we recommend the shipping pattern shown in Table I.

Table I Recommended Shipping Pattern for a Projected Production Capacity of 8000 Gallons

| From | To | Gallons | Cost |
| :--- | :--- | :---: | ---: |
| Phoenix | San Jose | 1000 | $\$ 4,050$ |
|  | Fresno | 2000 | $\$ 7,500$ |
|  | Azusa | 5000 | $\$ 18,250$ |
| Subcontractor | San Jose | 3000 | $\$ 18,600$ |
|  |  | Total Cost | $\$ 48,400$ |

Shipments should be at these levels, unless the subcontractor lowers its ordering/shipping costs by more than $\$ 0.50$ per gallon to Fresno or by more than $\$ 0.30$ per gallon to Azusa. Below these values, it would be more cost effective for the subcontractor to send paint to Fresno or Azusa, respectively. As a result, Delta would decrease its shipment of paint from the Phoenix plant to those cities and increase its shipment of paint from Phoenix to San Jose by a similar amount.

Because monthly production levels at the Phoenix plant have varied, we have examined the effects of production levels between 6000 and 10,000 gallons. Figure I depicts the reduction in the total cost with increasing production levels from 6000 to 10,000 gallons at the Phoenix plant. These cost levels are attained as follows:

## Achieving Minimum Total Cost

1. Fill the Firesno order from the Phoenix plant.
2. Fill as much of the A\%usa order as possible from the Phoenix plant.
3. Use any remaining paint at the Phoenix plant to fill as much of the San Jose order as possible.
4. Meet the outstanding demand at any warehouse through shipments from the subcontractor.


FIGURE I Total Cost vs. Phoenix Production

## RECOMMENDATION

Table II summarizes the recommended shipping patterns for the month based on production levels at the Phoenix plant varying between 6000 and 10,000 gallons.

Table II Recommended Shipping Patterns

| Plant <br> Production | Shipments <br> From | San Jose | To <br> Fresno | Azusa |
| :---: | :---: | :---: | :---: | :---: |
| 6000 | Phoenix plant <br>  <br> Subcontractor | 4000 | 2000 | 4000 |
| 7000 | Phoenix plant |  | 2000 | 5000 |
|  | Subcontractor | 4000 |  |  |
| 8000 | Phoenix plant | 1000 | 2000 | 5000 |
|  | Subcontractor | 3000 |  |  |
| 9000 | Phoenix plant | 2000 | 2000 | 5000 |
|  | Subcontractor | 2000 |  |  |
| 10,000 | Phoenix plant | 3000 | 2000 | 5000 |
|  | Subcontractor | 1000 |  |  |

## PROPOSAL FOR ADDITIONAL STUDY

Production levels at the Phoenix plant may not be in 1000 -gallon units. If production falls between 1000 -gallon units, it may well be more cost effective to ship a large partial shipment and pay increased per gallon fees to the subcontractor than to pay the storage costs necessary to carry an inventory of a few hundred gallons of paint from this month to the next at the Phoenix plant. An analysis of these storage costs, partial truckload shipment costs from the Phoenix plant, and increased per gallon fees by the subcontractor should be conducted.

The Student Consulting Group is available to assist Delta Hardware in obtaining these data and determining optimal policies under these modified conditions.

### 1.6 Using Spreadsheets in Management Science Models

Spreadsheets have become a powerful tool in management science modeling. The following are just some of the reasons for their growing importance.

1. Data are often submitted to the modeler in a spreadsheet.
2. Data can easily be turned into information on the spreadsheet using formulas, embedded functions, and statistical or optimization subroutines.
3. Data and information can easily be turned into informative visual displays using spreadsheet charting and graphing functions.
4. Spreadsheets have become the de facto "language of business."

Although many spreadsheets are available on the market (including Quattro Pro, Lotus 1-2-3, and Microsoft Works), Microsoft Excel has emerged as the industry leader. Therefore, Excel is illustrated in every chapter throughout this text.

All versions of Excel have a rich set of instructions, included functions, and subroutines. We assume the reader has access to a version of Excel 97 or Excel 2000 that includes the Data Analysis statistical package and Solver optimization package under the Tools menu. These packages are also available on earlier versions of Excel, although there are very slight differences. If you do not have either or both of these packages visible under the Tools menu:

1. From the Tools menu and click on Add-Ins.
2. To add Data Analysis, click on Analysis ToolPak and Analysis ToolPakVBA (see Figure 1.5).

3. To add Solver, click on Solver Add-In (see Figure 1.6).

FIGURE 1.6
Add-In Required to Add Solver to the Tools Menu


If either of these is unavailable, a complete reinstall of Excel may be necessary to include these library functions.

## WHAT EXCEL KNOWLEDGE IS ASSUMED

We assume only a basic working knowledge of Excel. The spreadsheets in this text use no macros. In fact, simple arithmetic functions are used most frequently
in the spreadsheets. These and other functions and subroutines that are used in the text, together with illustrative examples, are summarized here. Many of them should already be in your repertoire; others you may be seeing for the first time; still others are explained in detail in subsequent chapters. You may wish to use this section for reference when Excel approaches are discussed in subsequent chapters.

## ARITHMETIC OPERATIONS

$$
\begin{array}{ll}
\text { Addition of cells A1 and B1: } & =\mathrm{A} 1+\mathrm{B} 1 \\
\text { Subtraction of cell B1 from A1: } & =\mathrm{A} 1-\mathrm{B} 1 \\
\text { Multiplication of cell A1 by B1: } & =\mathrm{A} 1 * \mathrm{~B} 1 \\
\text { Division of cell A1 by B1: } & =\mathrm{A} 1 / \mathrm{B} 1 \\
\text { Cell A1 raised to the power in cell B1: } & =\mathrm{A} 1 \wedge \mathrm{~B} 1
\end{array}
$$

## RELATIVE AND ABSOLUTE ADDRESSES

All row and column references are relative unless preceded by a " $\$$ " sign. When relative addresses are copied, the addresses change relative to the position of the original cell.

## COPYING AND PASTING

Example 1: Suppose cell E5 is to be copied and pasted in cell G9.

- Column G is "to the right" two columns from column E. All relative column references will be adjusted two columns "to the right."
- Row 9 is "down" four rows from row 5. All relative row references will be adjusted "down" by four rows.

Consider the following formula in cell E5. Note the formula when it is copied and pasted into cell G9.

$$
\begin{aligned}
& \text { Cell E5: }=\mathrm{A} 1+\mathrm{B} \$ 3+\$ \mathrm{C} 4+\$ \mathrm{D} \$ 6 \\
& \text { Cell } \mathrm{G} 9:=\mathrm{C} 5+\mathrm{D} \$ 3+\$ \mathrm{C} 8+\$ \mathrm{D} \$ 6
\end{aligned}
$$

## DRAGGING

Dragging occurs when:

- A cell or set of cells is selected by holding down the left mouse key.
- Then the cursor is placed over the lower right corner of the last cell selected until a large "+" sign appears.
- The left mouse key is held down and the cursor is moved to left or right across a row or up or down a column.

The effect is to copy the contents of the selected cell(s) to these adjacent cells. Relative addresses will change as the formula is dragged to adjacent cells.

Example 2: Suppose the contents in cell E5 is: $=\mathrm{A} 1+\mathrm{B} \$ 3+\$ \mathrm{C} 4+$ SD\$6
Figure 1.7 shows the results in cells E6, E7, and E8 when cell E5 is dragged DOWN to cells E6:E8. (This means to cells E6, E7, and E8.)


FIGURE 1.7 Dragging Cell E5 Down to Cells E6:E8

Figure 1.8 shows the results in cells F5, G5, and H5 when cell E5 is dragged ACROSS to cells F5:H5. (This means to cells F5, G5, and H5.)


FIGURE 1.8 Dragging Cell E5 across to Cells F5:H5

## THE F4 KEY

The F4 key acts like a toggle switch that will automatically put " $\$$ " signs in highlighted portions of formulas in the formula bar.

- Highlight the entire formula or a portion of a formula in the formula bar where you wish to insert " $\$$ " signs.
- Pressing the F4 key once will put " $\$$ " signs in front of all row and column references in the highlighted area of the formula.
- Pressing the F4 key a second time will put "\$" signs in front of the row references only in the highlighted area of the formula.
- Pressing the F4 key a third time will put " $\$$ " signs in front of the column references only in the highlighted area of the formula.
- Pressing the F4 key a fourth time will eliminate the " $\$$ " signs altogether in the highlighted area of the formula.

Example 3: Suppose that $=\mathrm{A} 3+\mathrm{B} 5-\mathrm{C} 7$ is in the formula bar and that only $\mathrm{A} 3+\mathrm{B} 5$ is highlighted.

- Pressing the F4 key once changes the formula to: $\$ \mathrm{~A} 3+\$ \mathrm{~B} \$ 5-\mathrm{C} 7$
- Pressing the F4 key a second time changes the formula to: $\mathrm{A} \$ 3+\mathrm{B} \$ 5-\mathrm{C} 7$
- Pressing the F4 key a third time changes the formula to: $\$ \mathrm{~A} 3+\$ \mathrm{~B} 5-\mathrm{C} 7$
- Pressing the F4 key a fourth time changes the formula to: $\mathrm{A} 3+\mathrm{B} 5-\mathrm{C} 7$


## ARITHMETIC FUNCTIONS

```
SUM
    Example:=SUM(A1:A3)
    Sums the entries in cells A1 to A3:
AVERAGE Example:=AVERAGE(A1:A3)
    Average the entries in cells A1 to A3
SUMPRODUCT Example:=SUMPRODUCT(A1:A3,B1:B3)
    Returns the result of A1*B1 + A2*B2 + A3*B3
ABS Example:=ABS(A3)
    Returns the absolute value of the entry in cell A3
SQRT Example:=SQRT(A3)
    Returns the square root of the entry in cell A3
MAX Example: =MAX(A1:A9)
    Returns the maximum of the entries in cells A1:A9
MIN Example:=MIN(A1:A9)
    Returns the minimum of the entries in cells A1:A9
```


## STATISTICAL FUNCTIONS

## RAND () Example: = RAND ()

Generates a random number between 0 and 1 from a uniform distribution

## Normal Distribution Probabilities and Values

## NORMDIS'I

Example: = NORMDIST(25,20,3,TRUE)
Returns $\mathrm{P}(\mathrm{X}<25)$ from a normal distribution with mean $\mu=20$ and standard deviation $\sigma=3$
(Note: FALSE returns the probability density)
NORMSDIST
Example: = NORMSDIST(1.78)
Returns $\mathrm{P}(\mathrm{Z}<1.78$ )
NORMINV Example: $=$ NORMINV(.55,20,3)
Returns the x value from a normal distribution with mean $\mu=20$ and standard deviation $\sigma=3$ such that $55 \%$ of the probability lies below x
NORMSINV Example: = NORMSINV(.55)
Returns the $z$ value so that $55 \%$ of the probability lies below $z$

## t-Distribution Probabilities and Values

## TDIST

Example: = TDIST(1.5,12,1)
Returns $\mathrm{P}(\mathrm{t}>1.5)$ from a t -distribution with 12 degrees of freedom) (Note: = TDIST( $1.5,12,2$ ) returns $\mathrm{P}(\mathrm{t}<-1.5$ or $\mathrm{t}>1.5$ from a t -distribution with 12 degrees on freedom)
TINV Example: $=$ TINV (.05,15)
Returns the t -value that puts probability .025 in the upper tail above t and .025 in the lower tail below - $t$ with 15 degrees of freedom

## Other Probability Distributions

## POISSON Example: = POISSON(7,5,TRUE)

Returns $\mathrm{P}(\mathrm{X} \leq 7)$ from a Poisson distribution with mean $\lambda=5$.
(Note: Poisson (7,5, FALSE) returns $\mathrm{P}(\mathrm{X}=7$ ).)
EXPONDIST Example: =EXPONDIST(40,1/20,TRUE)
Returns $\mathrm{P}(\mathrm{X}<40)$ from an exponential distribution with mean $1 / \mu=20$.
(Note: FALSE returns the probability density)

## CONDITIONAL FUNCTIONS

IF Example: $=\mathrm{IF}(\mathrm{A} 4>4, \mathrm{~B} 1+\mathrm{B} 2, \mathrm{~B} 1-\mathrm{B} 2)$
Adds cells B1 and B2 if cell A4 $>4$, and subtracts cell B2 from cell B1 if A4 $\leq 4$
SUMIF Example: =SUMIF(F1:F12,">60",G1:G12)
Sums the numbers in cells G1:G12 only if the corresponding numbers in cells F1:F12 are greater than 60
VLOOKUP
Example: $=\operatorname{VLOOKUP}(6.6, \mathrm{A1}: \mathrm{E} 6,4)$
(See $5 \times 6$ table in Figure 1.9)
If the entries in column A are sorted in ascending order, this returns the number in column D (the fourth column of the table defined by entries $\mathrm{A} 1: \mathrm{E} 6$ ) in the same row as the largest number in column A that is $\leq 6.6$."
(Note: If the entries in column A are in any order, $=\mathrm{VLOOKUP}(6.6, \mathrm{Al}: \mathrm{E} 6,4, \mathrm{FALSE})$ returns the number in column D (the fourth column of the table) in the same row as the number in column A that exactly equals 6.6.)


## HLOOKUP

Example: = $\operatorname{HLOOKUP}(10, \mathrm{A1}: \mathrm{E} 6,5)$
If the entries in row 1 are sorted in ascending order, this returns the number in row 5 in the same column as the largest number in row 1 that is $\leq 10$
(Note: If the entries in row 1 are in any order, $=\operatorname{HLOOKUP}(10, \mathrm{~A} 1: \mathrm{E} 6,5, \mathrm{FALSE})$ returns the number in row 5 in the same column as the the number in row 1 that exactly $=10$ )

## STATISTICAL/OPTIMIZATION

## Data Analysis

From the Tools menu, select Data Analysis. Among the entries we use in this text are the following:

Descriptive Statistics Returns sample statistics, including the mean ( $\bar{x}$ ), standard error ( $s / \sqrt{n}$ ), sample standard deviation (s), sample variance ( $\mathrm{s}^{2}$ ), median, mode, and the $\pm$ part of the corresponding $t$-interval for a set of numbers.
Regression Returns regression statistics, including the regression equation, the p -value for the F -test (Significance $F$ ), the $p$-value for the individual $t$-tests of the independent variables, and $r^{2}$.
Exponential Smoothing Returns the exponentially smoothed values of a time series for a given value of the damping factor. This is discussed in detail in Chapter 7.
Anova
Returns the p-values for tests for differences among treatment means for single factor, randomized block (Two-Factor Without Replication) and two factor (Two-Factor With Replication) tests.

## GRAPHING/CHARTING

Excel's chart wizard, located on the standard tool bar, allows us to create various kinds of graphs and charts. Clicking the chart wizard gives the dialogue box shown in Figure 1.10. This screen is the first of a structured series of step-by-step dialogue boxes that lead to a completed graph.

We will use the following charts in this text to represent sets of data:
Column charts
Line charts
Pie charts
Scatterplots
Floating bar charts (discussed in Chapter 5)
Each of these will be created using the Chart Wizard feature of Excel.

## Hiding Rows or Columns

Sometimes for aesthetic purposes, certain rows or columns are hidden on the spreadsheet. The cells in these rows or columns usually contain data or formulas that are crucial for generating information displayed on the spreadsheet, but do not themselves contain information that needs to be expressed on the spreadsheet to the user.


To hide a row or set of continuous rows:

- Highlight the rows by clicking on the first numbered row to be hidden in the leftmost column (the column with the row numbers in it) and dragging down to highlight all rows to be hidden.
- Then click the right mouse key and select Hide.

To hide a column or set of continuous columns:

- Highlight the columns by clicking on the top row of the first column to be hidden (the row with the column letters in it) and dragging across to highlight all columns to be hidden.
- Then click the right mouse key and select Hide.


### 1.7 Summary

Management science adapts the scientific principle to executive decision making. The management science approach consists of four steps: (1) problem definition, (2) mathematical modeling, (3) solution of the model, and (4) communication and monitoring of results.

It is essential that both the decision maker and the management science analysts agree on the exact problem to be solved. Once agreement is reached, time, cost, and complexity issues are considered when choosing an appropriate mathematical model. Solutions to management science models should include examinations of appropriate "what-if" analyses. A report or presentation of results should be carefully prepared in a clear and concise format utilizing tables, charts, and graphs to convey model results effectively. Spreadsheets have become a common vehicle to display, model, and solve many management science problems.

## Table 1.3 Advantages and Disadvantages of Using

 the Management Science Approach| Advantages | Disadvantages |
| :---: | :---: |
| 1. Helps the decision maker focus on the true goals of the problem | 1. Uses idealized models that may be oversimplified |
| 2. Helps deal with a problem in its entirety | 2. May not be cost effective |
| 3. Helps sort out data that are relevant to the problem | 3. Can be misused by untrained personnel |
| 4. Describes the problem in concise mathematical relationships | 4. Requires quantification of all model inputs |
| 5. Helps reveal cause-and-effect relations in the problem | 5. May create models requiring excessive computer resources |
| 6. Can be used to solve complex problems with large amounts of data | 6. May create models that are difficult to explain to users |
| 7. Yields an optimal (or at least a good) solution | 7. Can yield suspect or unsatisfactory results due to a rapidly changing environment |

Management science modeling offers the manager the opportunity to develop good solutions to complex problems based on supporting quantitative data. The management science approach has both advantages and disadvantages. Some of these are listed in Table 1.3.

## On the CD-ROM

- Excel spreadsheet of a mathematical model
- Review of Probability and Statistics
- Problems 41-50

DELTA HARDWARE.xls

Supplement CD1
Additional Problems/Cases

## Problems

1. List the four steps in the management science process and give a brief statement about the importance of each step.
2. Ford Motor Company requires thousands of parts to build and assemble cars at its plants. The Villa Park Ford dealership requires parts to service its customers' Ford products. Both are concerned with finding optimal inventory policies.

Ford Motor Company employs a large staff of personnel who use mathematical models to develop optimal inventory policies, whereas Villa Park Ford relies on the input of one service manager, who uses, at best, crude "mathematical models." Discuss why it is important for Ford Motor Company to employ sophisticated mathematical models to determine its inventory policies (with the associated expense of many high-paying analytical jobs), whereas it would probably
not be worthwhile for Villa Park Ford to employ a fulltime inventory analyst.
3. Crestline Bank would like to minimize its labor costs by hiring as few tellers as possible while still maintaining a stated service level. In particular, it desires the average waiting time for a customer from the time he or she enters a line until the transaction is completed to be at most three minutes. Define:
$\mathrm{T}=$ the number of tellers employed by Crestline Bank
$W(T)=$ a function giving the average customer waiting time when there are T tellers
Write a mathematical model for this problem. Is it an optimization or a prediction model?
4. The Dixie Champions tennis tournament will be held in Charlotte, North Carolina, on August 15, and it must be
decided whether the event should be scheduled indoors or outdoors. Weather is a factor. For simplicity, assume that on August 15 Charlotte will either (a) be exceedingly hot and muggy, (b) be very pleasant, (c) have mild showers, or (d) have severe rain. Weather will certainly affect attendance (and profits), but much more so if the tournament is held outdoors. The following table relates predicted weather conditions to expected profit:

|  | Muggy | Pleasant | Showers | Rain |
| :--- | :---: | :---: | :---: | ---: |
| Outdoors | $\$ 25,000$ | $\$ 1(0),(0)()$ | $\$ 30,000$ | $-\$ 25,(0)()$ |
| Indoors | $\$ 45,000$ | $\$ 5(0,0(0)$ | $\$ 45,(0) 0$ | $\$ 35,(0)()$ |

Define:
$X_{1}=$ the number of outdoor tournaments held
$\mathrm{X}_{2}=$ the number of indoor tournaments held
a. Write the functional and variable constraints that express the fact that exactly one tournament will be held.
b. Write the objective function and (easily) solve for the optimal solution if the objective is to maximize the minimum expected profit.
5. Flores File Company makes inexpensive, grey twodrawer, three-drawer, and four-drawer filing cabinets. It estimates that it makes a net profit of $\$+$ for each twodrawer model, $\$ 6$ for each three-drawer model, and $\$ 10$ for each four-drawer model produced.
a. Write a mathematical expression for the objective of maximizing total net profit.
b. The filing cabinets are made from ${ }_{x}^{3 \prime \prime}$-thick sheet metal. Each two-drawer cabinet requires 40 square feet of sheet metal; each three-drawer cabinet requires 55 square feet; and each four-drawer requires 70 square feet. For the current production run, Flores has 25,000 square feet of $\frac{3 \prime \prime}{8 \prime}$ sheet metal available. Write a constraint that states the following: "The number of square feet of sheet metal used cannot exceed the amount of sheet metal available."
6. The Institute for Operations Research and Management Science (INFORMS) has contracted with Sentinel Security to provide security service for its upcoming three-day, four-night national meeting in New York at a cost of \$B.

During the meeting hours from 8:00) A.M. to 6:00) P.M., Sentinel will pay its security guards \$D per hour. In the evening, security guards will be paid a lesser amount of $\$ E$ per hour. INFORMS requires that at least $N$ guards be on duty during the evening. During the day there should be at least two guards as well as one additional guard for every 1000 people attending the mecting. In addition to paying for its guards, Sentinel Security expects to have fixed expenses of $\$ \mathrm{~F}$ (for equipment, communications, etc.) during the meeting.

Net profit to the firm is attained by subtracting its payments to its guards plus the fixed expenses from the contracted amount negotiated with INFORMS.
a. Formulate a model shell for this simplified problem. The objective of which is to maximize the net profit to Sentinel Security for supplying security service for T attendees to the national meeting in New York using the following decision variables:
$X_{1}=$ number of guards needed each day
$X_{2}=$ number of guards needed each evening
b. Explain why this problem of maximizing net profit is equivalent to minimizing the variable cost of payments to its security guards.
c. INFORMS expects $2(0)()$ attendees, and it wishes to have at least two guards on duty each evening. If the contracted price from INFORMS is $\$ 10,000$, fixed costs are expected to be $\$ 1000$, and Sentinel pays its guards $\$ 15$ per hour for day security and $\$ 12$ per hour for evening security, develop a complete mathematical model for security at the INFORMS meeting.
d. Suppose attendance is expected to be 2200. Now what would be the model? (Did you forget to include in your constraints that the number of guards must be an integer?)
7. Sometimes different managers or executives approach the same data with different objectives. Circuit Guys is a retail computer store that displays the latest computers from COMPAQ and IBM. The store averages a profit of $\$ 200$ on every COMPAQ system sold and $\$ 300$ on every IBM system sold. For each COMPAQ system displayed, the estimated probability that Circuit Guys will sell the system on a particular day is .02 . Each IBM system displayed has an estimated probability of .01 of sale on that day.
a. One manager at Circuit Cuys suggests that, since this is a new store, it should maximize the total number of units on display. Write the expression that models this objective.
b. Another manager feels that the way to impress corporate headquarters is to show a large number of sales at the new store. Write the expression that models this objective.
c. Still another manager maintains that the botom line is what is important. He feels that, in the long run, maximizing expected profit is what the stockholders want. Write the expression that models this objective.
8. Lawn fertilizer is rated according to three levels: nitrogen, phosphorus, and potassium. The nitrogen content affects the greening; the phosphorus affects the sturdiness of the root structure; and the potassium affects the disease-fighting capabilities of the plants. For example, the rating of one Scotts Turf Builder product is 27-3-4, meaning that it consists of $27 \%$ nitrogen, $3 \%$ phosphorus, and $4 \%$ potassium.

Beauty Grow plans to market two lawn-fertilizing products, which it will call Beauty Green and Beauty Turf. It plans to sell a 20 -pound bag of Beauty Green for \$G and a 20-pound bag of Beauty Turf for \$T. Lawn fertilizer is a mixture of many different compounds, but, for simplicity, let us suppose that it is a mixture of three,
each of which has various amounts of nitrogen, phosphorus, and potassium. They sell for $\$ C_{1}, \$ C_{2}$, and $\$ C_{3}$ per pound, respectively.

During a production run, limited amounts of each of the three compounds are available ( $\mathrm{L}_{1}, \mathrm{~L}_{2}$, and $\mathrm{L}_{3}$, respectively), and demand for bags of each of the two lawn fertilizers ( $D_{1}$ and $D_{2}$ ) is limited.
a. What are the uncontrollable inputs (i.e., the parameters) for this problem?
b. The controllable inputs (i.e., the decision variables) for this problem are the total amount (pounds) of each of the three compounds that are to be mixed into bags of Beauty Green and the total number of pounds of each of the three compounds that are to be mixed into bags of Beauty Turf. Define six decision variables for this problem. Be sure to include the units for your decision variables. (This is very important!)
9. For the Beauty Grow Fertilizer production problem (problem 8).
a. Use an appropriate sum of the decision variables to write model shells for the total number of: (i) pounds of Compound 1 used; (ii) pounds of Compound 2 used, and (iii) pounds of Compound 3 used.
b. Write model shells for: (i) bags of Beauty Green produced; and (ii) bags of Beauty Turf produced.
c. Using your answers to parts (a) and (b), write a model shell expressing the constraints on the amount of each compound used and the number of bags of each fertilizer produced.
d. Write a model shell for the profit function.
10. For the Beauty Grow Fertilizer production problem (problem 18), the following table represents the percentage of nitrogen, phosphorus, and potassium in each of the three compounds:

|  | Nitrogen | Phosphorus | Potassium |
| :--- | :---: | :---: | :---: |
| Compound 1 | $\mathrm{N}_{1} \%$ | $\mathrm{P}_{1} \%$ | $\mathrm{~K}_{1} \%$ |
| Compound 2 | $\mathrm{N}_{2} \%$ | $\mathrm{P}_{2} \%$ | $\mathrm{~K}_{2} \%$ |
| Compound 3 | $\mathrm{N}_{3} \%$ | $\mathrm{P}_{3} \%$ | $\mathrm{~K}_{3} \%$ |

Beauty Green is to be labeled 25-5-5, while Beauty Turf is to be labeled $10-18-5$. 'Ihese values are the minimum percentages of nitrogen, phosphorus, and potassium, respectively, that must be in each bag.
a. Write a model shell that states that the minimum percentage of nitrogen in Beauty Green is $25 \%$. Do this by expressing the actual percentage of nitrogen as a weighted average of the percentage of nitrogen in each compound. It will take the following form:
(Proportion of Compound 1 in Beauty Green) ( $\mathrm{N}_{1}$ )

+ (Proportion of Compound 2 in Beauty Green) ( $\mathrm{N}_{2}$ )
+ (Proportion of Compound 3 in Beauty Green) $\left(\mathrm{N}_{3}\right)$ $\geq 25$
b. Write a model shell stating that the minimum percentage of nitrogen in Beauty Turf is $10 \%$. Do this by expressing the actual percentage of nitrogen as
a weighted average of the percentage of nitrogen in each compound. It will take the following form:
(Proportion of Compound 1 in Beauty Turf) ( $\mathrm{N}_{1}$ )
+ (Proportion of Compound 2 in Beauty Turf) $\left(\mathrm{N}_{2}\right)$
+ (Proportion of Compound 3 in Beauty Turf) $\left(\mathrm{N}_{3}\right)$ $\geq 10$
c. Constraints for the percentages of phosphorus and potassium in Beauty Green and Beauty Turf have the same form as those in (a) and (b). Develop a complete mathematical model for Beauty Grow Fertilizer using the following values of the parameters:
Selling price of a bag of Beauty Green: $\quad \$ 4.00$
Selling price of a bag of Beauty Turf: $\quad \$ 3.50$
Cost per pound of Compound 1: $\$ 0.15$
Cost per pound of Compound 2: $\$ 0.12$
Cost per pound of Compound 3: \$0.10
Demand (bags) of Beauty Green: 1000
Demand (bags) of Beauty Turf: 800
Availability (pounds) of Compound 1: 15,000
Availability (pounds) of Compound 2: $\quad 20,000$
Availability (pounds) of Compound 3: 30,000

|  | Nitrogen | Phosphorus | Potassium |
| :--- | :---: | :---: | :---: |
| Compound 1 | $30 \%$ | $20 \%$ | $10 \%$ |
| Compound 2 | $10 \%$ | $30 \%$ | $10 \%$ |
| Compound 3 | $40 \%$ | $10 \%$ | $0 \%$ |

Problems 11-40 are designed to illustrate the Excel skills referred to in Section 1.6. Problems 11-25 refer to the on page 43 spreadsheet of greeting card sales made by Ann, Bob, Charles, David, and Ellen. (See file: Greeting Card Sales.xls on the CD-ROM.)
11. In cell G6 write a formula giving Ann's total sales using the SUM function.
12. Drag the formula in G6 to cells G7:G10. Did this give the right values for Bob's, Charles's, David's, and Ellen's total sales?
13. Without using the SUM function, enter a formula in cell B11 giving the total sales of boxes of Christmas cards.
14. Drag the formula in cell B11 to cells C11:F11. Did this give the right values for total sales of boxes of Birthday, All Occasion, Thank You, and Mixed cards?
15. In cell B12, enter a formula for the total profit made by these five persons selling Christmas cards. Do not enter any numbers, only cell references.
16. Drag the formula in cell B12 to cells C12:F12. Did this give you the right values for the total profit on boxes of Birthday, All Occasion, Thank You, and Mixed cards?
17. Using the SUMPR()DUCT function, enter a formula in cell H6 giving Ann's total profit from selling all types of cards.
18. Drag the formula in H6 to cells H7:H10. Do not enter any numbers, only cell references. Did this give the right values for Bob's, Charles's, David's, and Ellen's total

profit from selling all types of cards? If not, it is because you did not use absolute addresses for the profits per box. If that is the case, go back to cell H6. In the formula bar, highlight each unit profit and use the F4 key to make the reference absolute. After making all the references to unit profits absolute, now drag the formula in H6 to cells H7:H10. Now, did this give the right values for Bob's, Charles's, David's, and Ellen's total profit from selling all types of cards?
19. In cell B13, use the MAX function in order to determine the maximum Christmas card sales.
20. Drag the formula in cell B13 to cells C13:F13. Did this give the maximum values of Birthday, All Occasion, Thank You, and Mixed card sales?
21. In cell I5 enter "Most Christmas Sales." In cell I6, enter an IF statement that will compare Ann's Christmas card sales to the maximum value in cell B13. If it is equal to this value, Ann's name (the entry in cell A6) should be printed in I6; otherwise, nothing should be printed-this is accomplished by entering " ".
22. Make sure the reference to cell B13 is absolute in the formula in the IF statement formula in cell 16. Drag cell I6 formula down to I7:I10. Did it print the person with the most Christmas card sales?
23. Instead of the profit per box values in row 4 , assume that Ann's profit is calculated as follows: 0.12 (Christmas Cards Sales) ${ }^{2}+0.02$ (Birthday Card Sales) ${ }^{3}+$
$3.50 \sqrt{(\text { All Occasion Card Sales) }}+0.05$ (Thank You Card Sales) * (Mixed Card Sales). In cell C15, determine Ann's total profit.
24. In cell C16, use an IF statement that compares Ann's profit using the new method proposed in problem 33 (given in cell C15) with that of the old method proposed
in problem 27 (given in cell H6). If the new profit is higher, "NEW" should be printed in cell C16; otherwise, "OLD" should be printed in the cell.
25. Suppose we wish to calculate the sum of all Mixed card sales of those persons who sold less than 20 boxes of Christmas cards. In cell C19, use a SUMIF command to determine this quantity.

Questions 26-29 refer to the following situation: The time it takes a professor to travel from his home to his office is normally distributed with a mean of 47 minutes and a standard deviation of 5.5 minutes. Create a spreadsheet to answer questions 26-29.
26. a. In cell B 1 enter a formula to determine the probability that it will take the professor less than one-half hour to travel from his home to his office.
b. Verify this by hand using the Table of Normal Probabilities in Appendix A.
27. a. In cell B2 enter a formula to determine the probability that it will take the professor more than one hour to travel from his home to his office.
b. Verify this by hand using the Table of Normal Probabilities in Appendix A.
28. a. In cell B3 enter a formula to determine the probability that it will take the professor between 40 and 50 minutes to travel from his home to his office.
b. Verify this by hand using the Table of Normal Probabilities in Appendix A.
29. a. In cell B4 enter a formula to determine by what time he is $95 \%$ sure of reaching his office if he leaves home at 8:00 A.m.
b. Verify this by hand using the Table of Normal Probabilities in Appendix A.

Test Scores vs. Study Time and Number of Other Tests


Questions 30-38 refer to the spreadsheet above in which the grades of five randomly selected students on a management science test are recorded (columm D) along with the amount of time each studied for the test (column (') and the number of other tests the students bad on the same day (column B). (See file: Test Grades.xls on the CD-ROM.)
30. Using the Chart Wizard, construct a scatterplot between Test Grade and Study Hours. Add a trendline by right mouse clicking on any data point and selecting Add Trendline.
31. a. Using Descriptive Statistics on column C from the Data Analysis menu, determine the best estimate for the mean and standard deviation of the study time of all students for the test.
b. Verify these values by solving for $\bar{x}$ and $s$ by hand.
32. a. Using the results from Descriptive Statistics, determine a $95 \%$ confidence interval for the average study time of all students for the test.
b. Verify these values by generating the interval by hand using the t-table in Appendix D.
33. It has been hypothesized that, on the average, students study more than five hours for the test. Calculate the $t$-value for this test in cell $B 8$ using the values for the mean and standard error from the results of Descriptive Statistics. Compare this $t$-value to the critical $t$-value found in Appendix D for $\alpha=.05$. What is your conclusion?
34. Refer to problem 33. In cell B9, use the TDIST command for the $t$-value found in cell B8 in order to generate the p -value for this test. What is this p -value? Do you reach the same conclusion as that found in problem 33 if you use $\alpha=.05$ ?
35. Using Regression from the Data Analysis menu, perform a multiple regression analysis on the dependent variable Test Grade and the two independent variables, Study Hours and \# of Other Tests. What is the best linear relationship between these variables?
36. Refer to the output from the multiple regression analysis in problem 35.
a. Why can you conclude that at least one of the independent variables is significant in predicting test scores? (Use $\alpha=.05$.)
b. Why can you conclude that one of the independent variables is not significant in this model? (Use $\alpha=$ .05.)
37. Using Regression from the Data Analysis menu, perform a simple linear regression on Test Grade using Study Hours only as the independent variable.
a. What is the best linear relationship between these variables?
b. Verify this by solving for the regression equation by hand.
38. Why can you conclude that a linear relation exists between Test Grade and Study Hours? Use $\alpha=.05$.
a. Use the results from the Regression output to answer this question.
b. Verify this by solving for the appropriate $t$-value by hand and comparing the result to a critical $t$-value from Appendix D.

Questions 39-40 refer to the following. Suppose the probability distribution for the number of days of rain in San Antonio, Texas, in November is as follows:

| Day: With Rain | Probability |
| :---: | :---: |
| 2 | .45 |
| 3 | .20 |
| 4 | .15 |
| 5 | .12 |
| 6 | .08 |

39. In cell B1 type the word "Prob." and enter the probabilities in cells B2:B6. In cell C1 type the word "Rain" and enter the number of days with rain in cells C2:C6. In cell A1 type the word "Cumulative" for cumulative probability. In cell A2 enter 0 , meaning the probability of up to but not including two days of rain is 0 . In cells A2:A6 write formulas using cell values already in column A and in column B to model the cumulative probabilities of rain up to but not including the number of days in column C. Hint: The value in cell A6 should be . 92.
40. Simulate a November month in San Antonio as follows. a. In cell A10 enter the formula RAND( ) to generate a random number between 0 and 1 .
b. Note that if you make other entries on the spreadsheet the number in cell A10 will change. To fix this value, COPY cell A10. Then with the cursor still in A10, go to Edit-Paste Special and put a bullet in Values and click OK. The number will not change now.
c. In cell A11 use the VLOOKUP command to generate the number of days using the random number in A10 and the table in cells A2:C6. Note that days of rain is the third column of this table. The result is a simulated number of days of rain in San Antonio in November.

PROBLEMS 41-50 ARE ON THE CD

## CASE STUDY

## CASE 1: Gunther's Appliance Corporation

Gunther's Appliance Corporation is a small manufacturer that produces toasters, microwave ovens, mixers, blenders, food processors, and steamers. A mathematical model was developed to determine the optimal production quantities for the month of July in order to maximize the company's total daily profit. Twenty constraints were included in the model, as outlined below:

## Constraints

1
2-6 Limits must be placed on five materials used
7-8 Between $5 \%$ and $25 \%$ of production must be toasters.
9-10
Between $5 \%$ and $25 \%$ of production must be microwaves.
Constraints
$11-12$
$13-14$
$15-16$
$17-18$
19
20
Relation
Between $5 \%$ and $25 \%$ of production must be mixers.
Between 5\% and 25\% of production must be blenders.
Between $5 \%$ and $25 \%$ of production must be food processors.
Between 5\% and $25 \%$ of production must be steamers.
At least $50 \%$ of production must be toasters, mixers, and blenders.
At most 150 total items are to be produced daily.

The following figures show the output generated by the Solver option of Microsoft Excel.

FIGURE CASE 1.1
Answer Report for Gunther's Appliance Corporation


FIGURE CASE 1.2
Sensitivity Report for Gunther's Appliance Corporation


Although a complete discussion of this output is presented in Chapter 2, the following is a brief explanation.

1. The optimal daily profit is the Final Value of the target cell on the Answer Report (cell H5).
2. The optimal solution is given as the Final Values of the adjustable cells on both the Answer Report and the Sensitivity Report.
3. The Cell Value in the Constraints Section of the Answer Report gives the total value of the left side of the constraints. The difference between the left side and the right side of the constraints is the Slack. If the Slack is 0 , it is called a Binding constraint.
4. If a change is made to a single objective function coefficient, the optimal solution will not change as long as the increase or decrease is within the limits specified by the Allowable Increase and Allowable

Decrease of the Adjustable cells on the Sensitivity Report. (Note 1E +30 means "Infinity.")
5. A shadow price is the amount the objective function value changes per unit change in the right hand side value of the constraint as long as the change is within the Allowable Increase and Allowable Decrease specified in the Constraints Section of the Sensitivity Report.

Based on the output, write a brief memorandum to communicate relevant information that would be of interest to a potential decision maker at Gunther's. In your report, use appropriate charts, graphs, or tables to convey:

1. Your recommendation for daily production during July
2. How the constraints would be satisfied

# Linear and Integer Programming Models 



With assets totaling over $\$ 4.4$ billion, San Miguel Corporation (http://www.sanmiguel. com.ph), the most diversified company in the Philippines, generates over $4 \%$ of that country's gross national product. Beverage production and distribution is a major component of the company's operations. San Miguel produces six brands of beer and bottles three wine and spirit brands at three different sites. It also bottles five brands of soft drinks for Coca-Cola Bottlers Philippines at 18 bottling plants.
Among its other endeavors are the manufacturing of packaging materials, such as glass containers, plastic crates, polybags, and cardboard boxes, and the development and manufacturing of animal feeds for its chicken, hog, and cattle interests. Other sources of profit are the manufacture and distribution of ice cream, butter, cheese, and other dairy and nondairy products, the raising of prawns for export, and the pro-
cessing and trading of coconut oil.
Since 1971, management science, in general, and linear models, in particular, have had a significant impact on the company's bottom line. Projects in which linear models have played a major role include blending problems for determining animal feed mixes and ice cream base composition, distribution problems for determining allocations among its 68 production facilities and 230 sales offices, and marketing problems, such as minimizing the cost of television advertising.

Over the course of several years, use of these models has saved the company millions of dollars, allowing it to expand at a vigorous rate. By 1995, San Miguel had become the first non-Japanese and non-Australian firm to rank in the top 20 Asian food and beverage companies. As it looks to the future, San Miguel will continue to refine and develop integrative linear models in order to enhance its growth and financial strength.

### 2.1 Introduction to Linear Programming

Mathematical programming is the branch of management science that deals with solving optimization problems, in which we want to maximize a function (such as profit, expected return, or efficiency) or minimize a function (such as cost, time, or distance), usually in a constrained environment. The recommended course of action is known as a program; hence, the term mathematical programming is used to describe such problems.

As discussed in Chapter 1, a constrained mathematical programming model consists of three components: (1) a set of decision varialles that can be controlled or determined by the decision maker; (2) an objective function that is to be maximized or minimized; and (3) a set of constraints that describe the restrictive set of conditions that must be satisfied by any solution to the model. The most widely used mathematical programming models are linear programming (LP) models:

## Linear Programming Models

A linear programming model is a model that seeks to maximize or minimize a linear objective function subject to a set of linear constraints.

That's a mouthful! But all that means is that the objective function and constraints contain only mathematical terms involving variables ( $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}$, etc.) that are raised to the first power (e.g., $5 \mathrm{X}_{1},-2 \mathrm{X}_{2}$, or $0 \mathrm{X}_{3}$ ). Models with terms such as $\mathrm{X}_{1}{ }^{2}$, $\mathrm{X}_{1} \mathrm{X}_{2}, \mathrm{X}_{1} / \mathrm{X}_{2}, \mathrm{e}^{\mathrm{X}_{2}}$ and $\sqrt{\mathrm{X}_{1}}$ are classified as nonlinear programming (NLP) models. Linear models in which at least one of the variables is required to be integervalued are called integer linear programming (ILP) models.

Large companies such as the San Miguel Corporation, Texaco, American Airlines, and General Motors have used linear models to affect efficiency and improve the bottom line. But linear models can also be applied in smaller venues. In fact a wide variety of cases lend themselves to linear modeling, including problems from such diverse areas as manufacturing, marketing, investing, advertising, trucking, shipping, agriculture, nutrition, e-commerce, restaurant operations, and the travel industry.

## WHY LINEAR PROGRAMMING MODELS ARE IMPORTANT

Linear programming models are important for three basic reasons.

## Why Linear Programming Models are Important

1. Many problems naturally lend themselves to a linear programming formulation, and many other problems can be closely approximated by models with this structure.
2. Efficient solution techniques exist for solving models of this type.
3. The output generated from linear programming packages provides useful "whatif" information concerning the sensitivity of the optimal solution to changes in the model's coefficients.

## ASSUMPTIONS OF LINEAR MODELS

Because linear models are solved so efficiently, linear programming formulations have proven quite valuable for solving numerous problems in business and govern-
ment. As with all mathematical models, however, certain inherent assumptions must be made in order to use the linear programming approach. The modeler must be keenly aware of the impact of these assumptions on the real-life situation being modeled; if the assumptions are deemed unacceptable, the model must be modified or another model developed.

All linear models satisfy three assumptions.

> Assumptions for Linear Programming and Integer Linear Programming Models

1. The parameter values are known with certainty.
2. The above function and constraints exhibit constant returns to scale.
3. There are no interactions between the decision variables.

The certainty assumption asserts that all parameters of the problem are known, fixed constants. Although this assumption is crucial for solving a linear model, as we show in Section 2.4, the "optimal solution" to a linear model may be valid within a range of the parameter values. Hence, in some cases, when a model includes a parameter whose value is not known precisely, the model may still successfully be solved by approximating this parameter value and assuming it to be constant.

The constant returns to scale (proportionality) assumption implies that, if for instance, one unit of an item adds $\$ 4$ to profit and requires three hours to produce, then 500 units will contribute $\$ 4(500)=\$ 2000$ to profit and require $3(500)=1500$ hours to produce. This assumption is frequently violated in practice. For example, a good deal of time and expense might go into setting up a production run for a given set of products. Thus, if only one item were produced, the unit production cost would be quite high. As more and more of the products are made, however, production costs per unit tend to stabilize, yielding a relatively fixed unit profit. Then, as even more are produced, from a supply and demand perspective, selling prices may have to be reduced, resulting in a decrease in the unit profits. When using a linear model, we must assume the constant returns to scale assumption is reasonable within the range of possible values of the decision variables.

The additivity assumption implies that the total value of some function can be found by simply adding the linear terms. Suppose in the model above that $\mathrm{X}_{1}$, $X_{2}$, and $X_{3}$ were the amounts of three different but similar items produced during a production run. In this case, it might be argued that since the expertise and materials required to produce all three items are similar, a cost saving would result from producing all three types of items. However, in linear models, the additivity assumption implies no such cost saving would result.

In addition to these three assumptions, linear programming models also require the assumption that the variables are continuous. This continuity assumption implies that the decision variables can take on any value within the limits of the functional constraints. In integer linear programming models, for those variables restricted only to integer values, this assumption is replaced by an integer assumption.

Although these assumptions might appear to be overly restrictive, they frequently provide "close enough" approximations for many practical problems. As a result, linear programming techniques have been applied successfully in many diverse areas including those in Table 2.1. Several of these applications are illustrated in examples and end-of-chapter exercises in this and ensuing chapters.

Table 2.1 Applications of Linear Programming

| Application Area | Objective | Constraints |
| :---: | :---: | :---: |
| Manufacturing | Determine production quantities that maximize profit | - Labor availability <br> - Resource availability |
| Finance | Allocate funds to maximize expected return | - Diversification <br> - Acceptable risk levels |
| Advertising | Select a media mix that maximizes exposure to a target population | - Budget <br> - Length of advertising campaign |
| Worker Training | Assign workers to production and training activities to maximize profit while building a workforce | - Production quotas <br> - Number of qualified instructors and trainees available |
| Construction | Plan tasks and assign labor to meet a production schedule | - Ordering of tasks <br> - Project deadline |
| Oil Refining | Blend raw crude oils into different grades of gasolines | - Supply of raw crude oil and demand for different grades of gasolines <br> - Required characteristics of the different grades of gasolines |
| Transportation | Assign delivery of resources to minimize transportation costs | - Supply/demand of product <br> - Shipping capacities |
| Agriculture | Determine a plant rotation plan to maximize long-term profit | - Anticipated demand for crops <br> - Rotation restrictions |
| Military Operations | Assign troops and material to accomplish a military mission | - Troop availability/ training <br> - Transportation of resources |

### 2.2 A Linear Programming ModelA Prototype Example

In this section we illustrate the procedure used to construct linear programming models by considering the situation faced by Galaxy Industries. Although this prototype model requires only two decision variables, it will be used to develop the concepts that hold true for linear programming models with any number of decision variables.

## GALAXY INDUSTRIES

Galaxy Industries is an emerging toy manufacturing company that produces two "space age" water guns that are marketed nationwide, primarily to discount toy stores. Although many parents object to the potentially violent implications of these products, the products have proven very popular and are in such demand that Galaxy has had no problem selling all the items it manufactures.

The two models, the Space Ray and the Zapper, are produced in lots of onedozen each and are made exclusively from a special plastic compound. Two of the
limiting resources are the 1000 pounds of the special plastic compound and the 40 hours of production time that are available each week.

Galaxy's marketing department is more concerned with building a strong customer demand base for the fledgling company's products than with meeting high production quotas. Two of its recommendations, which Galaxy's management has already accepted, are to limit total weekly production to at most 700 dozen units and to prevent weekly production of Space Rays from exceeding that of Zappers by more then 350 ) dozen. Table 2.2 summarizes the per dozen resource requirements and profit values (calculated by subtracting variable production costs from their wholesale selling prices).

Table 2.2 Galaxy's Resource Requirements and Profit Values

| Product | Profit per <br> Dozen | Plastic (lb.) <br> per Dozen | Production Time <br> (min.) per Dozen |
| :--- | :---: | :---: | :---: |
| Space Ray | $\$ 8$ | 2 | 3 |
| Zapper | $\$ 5$ | 1 | 4 |

Figure 2.1 shows a simple Excel spreadsheet which Hal Barnes, Galaxy's production manager, built to calculate the total profit and keep track of the usage of plastic and production time for assigned production quantities. Hal reasoned that since the $\$ 8$ profit per dozen Space Rays exceeds the $\$ 5$ profit per dozen Zappers by $60 \%$, the company would maximize its profits by producing as many Space Rays as possible, while still remaining within the marketing guidelines. That is, if the resources were sufficient, Space Ray production should exceed Zapper production by 350 dozen, with the combined total production not exceeding 700 dozen.

Hal entered formulas into cells B5, B6, and B7 as shown to keep track of the total products produced, the total amount of plastic, and the total production minutes, respectively, given the number of dozen Space Rays and Zappers produced (cells B2 and C2). To ensure that Space Ray production (cell B2) exceeded Zapper production (cell C2) by 350 dozen, Hal entered the formula $=\mathrm{C} 2+350$ into cell B2.

He then used a trial-and-error approach of entering increasingly larger values into cell C 2 . With each change he observed the values in cells $\mathrm{B} 5, \mathrm{~B} 6$, and B 7 to ensure that these values did not exceed the weekly limits 700, 1000, and 2400 (in cells C5, C6, and C7), respectively.

In Figure 2.1 we see the result of Hal entering 100 for the weekly production of Zappers (in dozens) in cell C2. At this value, all available plastic would be used. Thus, Hal ordered a production schedule of 450 dozen Space Rays and 100 dozen Zappers weekly, giving Galaxy a profit of $\$ 4100$ per week or $52(\$ 4100)=$ \$213,200 per year.

Although this was considered a good profit, upper management began to question whether a different production schedule might increase company profits.

## SOLUTION

We begin our analysis by building a mathematical model of the situation.


FIGURE 2.1 Hal Barnes's Spread Solution for Galaxy Industries

## FORMULATION OF THE GALAXY INDUSTRIES MODEL

Recall that a mathematical model consists of three parts:

1. A well-defined set of decision variables
2. An overall objective to be maximized or minimized
3. A set of constraints

A helpful starting point for determining each of these components is to briefly summarize the details of the problem statement.

From the problem statement for Galaxy Industries we can make a number of observations:

- Production is to be in terms of dozens and scheduled on a weekly basis.
- The overall objective is to maximize weekly profit.
- Production must be scheduled so that the weekly supply of plastic and the availability of production time are not exceeded.
- The two marketing department guidelines concerning maximum total production and the product mix must be met.

Using this brief overview, we can now construct a mathematical model which management at Galaxy Industries can use to determine the most profitable product mix.

## DECISION VARIABLES

The decision maker can control the production levels of Space Rays and Zappers. Noting that the production units are in terms of dozens and production is done on a weekly basis, we observe that the appropriate decision variables are:
$\mathrm{X}_{1}=$ number of dozen Space Rays produced weekly
$\mathrm{X}_{2}=$ number of dozen Zappers produced weekly

## OBJECTIVE FUNCTION

The objective of maximizing total weekly profit is obtained by summing the weekly profits of each of the two types of items produced. For each product the weekly profit is:
(Profit per Dozen Units Produced) $\times$
(Number of Dozen Units Produced Weekly)
Thus, the objective is to:

$$
\text { MAXIMIZE } 8 \mathrm{X}_{1}+5 \mathrm{X}_{2}
$$

## CONSTRAINTS

In addition to the nonnegativity constraints for the decision variables, there are four functional constraints:

1. The availability of plastic
2. The weekly limit for production time
3. The maximum production limit of total units
4. The mix of Space Rays and Zappers

Our approach to formulating these constraints is first to express, in words, a restriction of the form:

> (Some quantity) 〈has some relation to) (Another quantity)

We can then substitute mathematical functions or constants for the appropriate "quantities." Finally, if necessary, we can rewrite the expression so that all terms involving the decision variables are on the left side of the constraint and the constant term is on the right side.

## Plastic

(The total amount of plastic used weekly) cannot exceed (The amount of plastic available weekly)

Since each dozen Space Rays requires two pounds of plastic and each dozen Zappers requires one pound, the total amount of plastic used in a week is $2 \mathrm{X}_{1}+1 \mathrm{X}_{2}$. Because this amount cannot exceed the limit of 1000 pounds weekly, the constraint is:

$$
2 \mathrm{X}_{1}+1 \mathrm{X}_{2} \leq 1000
$$

## Production Time

(The amount of production minutes used weekly) cannot exceed
(The total number of production minutes available weekly)
Because each dozen Space Rays requires three minutes of labor and each dozen Zappers requires four minutes of labor, the total number of labor minutes used weekly is $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}$. This number cannot exceed the number of labor minutes
available weekly. Since 40 hours are available, the number of available minutes is $(40)(60)=2400$. Thus, the production time constraint is:

$$
3 X_{1}+4 X_{2} \leq 2400
$$

## Total Production Limit

(The total number of dozen units produced weekly) cannot exceed
(The marketing limit)
The total number of dozens of units produced is simply the sum of the number of dozen Space Rays produced and the number of dozen Zappers produced. Since this is not to exceed 700 dozen, the constraint is:

$$
X_{1}+X_{2} \leq 700
$$

## Balanced Product Mix

(The number of dozen Space Rays produced weekly) cannot exceed (The number of dozen Zappers) plus 350

The number of dozen Space Rays produced weekly is $X_{1}$, and the number of dozen Zappers produced weekly is $\mathrm{X}_{2}$. So the appropriate constraint is:

$$
\mathrm{X}_{1} \leq \mathrm{X}_{2}+350
$$

Rewriting the equation so that $X_{2}$ is on the left side yields:

$$
X_{1}-X_{2} \leq 350
$$

Nonnegativity of Decision Variables Negative production of Space Rays and Zappers is impossible. Thus,

$$
\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0
$$

## THE MATHEMATICAL MODEL

The complete mathematical model for Galaxy Industries is:

$$
\begin{array}{lll}
\text { MAX } & 8 \mathrm{X}_{1}+5 \mathrm{X}_{2} & \text { (Total weekly profit) } \\
\text { ST } & 2 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 1000 & \text { (Plastic) } \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2400 & \text { (Production time) } \\
& \mathrm{X}_{1}+\mathrm{X}_{2} \leq 700 & \text { (Total production) } \\
& \mathrm{X}_{1}-\mathrm{X}_{2} \leq 350 & \text { (Mix) } \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \geq 0 & \text { (Nonnegativity) }
\end{array}
$$

This model is expressed using the standard mathematical programming conventions of grouping all the nonnegativity constraints together and putting them at the end of the model and using the abbreviations "MAX" for "Maximize" and "ST" for "subject to" or "such that." Note that the objective function and the expressions on the left side of the constraints are all linear functions. Hence this mathematical model is a linear program.

In Section 2.5 we discuss how we can use the Solver function in Excel to obtain an optimal solution to this model. First, however, we shall use a graphical approach to illustrate many of the important properties of linear programming models.

### 2.3 A Graphical Analysis of Linear Programming

Exactly what production combinations of Space Rays and Zappers are possible for Galaxy Industries? And, of these possible production values, which maximizes the objective function? A graphical representation of the model will help answer both questions.

To determine the set of possible production combinations, we graph one constraint and determine all the points that satisfy that constraint. Then we add a second constraint. Some points that satisfy this second constraint also satisfy the first; others do not, and we eliminate them from consideration. We repeat this process until all the constraints, including the nonnegativity constraints, have been considered. The reader may wish to refer to the PowerPoint slides for an animated presentation of this process.

Here, we begin with the nonnegativity constraints. Because both variables must be nonnegative, we consider points in the first quadrant. This is illustrated in Figure $2.2 a$. Next, we graph the plastic constraint: $2 \mathrm{X}_{1}+1 \mathrm{X}_{2} \leq 1000 .{ }^{\prime}$ The shaded region in Figure 2.2 b shows all the points satisfying the nonnegativity constraints and the plastic constraint.

Repeating this process for the production time constraint, $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2400$, yields Figure 2.2c. The shaded region now contains all the points satisfying the nonnegativity constraints, the plastic constraint, and the production time constraint. Note that some of the points that satisfied only the plastic constraint and the nonnegativity constraints have been eliminated.

Figure $2.2 d$ illustrates what happens when we add the constraint on total production, $\mathrm{X}_{1}+\mathrm{X}_{2} \leq 700$. As you can see, adding this constraint does not eliminate any additional points from consideration. Constraints with this characteristic are called redundant constraints.

## Redundant Constraints

A redundant constraint is one that, if removed, will not affect the feasible region.

Figure 2.3 shows the completed graph for this problem, which is formed by adding the mix constraint, $X_{1}-X_{2} \leq 350$, to the previously graphed constraints. ${ }^{2}$ The shaded region of Figure 2.3, which consists of all the "possible" or "feasible" points satisfying all of the model's functional and variable constraints, is known as the feasible region.

## Feasible Region

The set of all points that satisfy all the constraints of the model is called the feasible region.

[^3]

FIGURE 2.2a Nonnegativity Constraints


FIGURE 2.2b Plastic Constraint Added


FIGURE 2.2c Production Time Constraint Added


FIGURE 2.2d Total Production Constraint Added


FIGURE 2.3
Mix Constraint Added-The Result Is the Feasible Region

## INFEASIBLE AND FEASIBLE POINTS

Infeasible points-those lying outside the feasible region-violate one or more of the function or variable constraints. In Figure 2.4, you can see that the infeasible point $(300,500)$ violates both the plastic constraint and the mix constraint. Figure 2.4 also illustrates three types of feasible points that satisfy all the constraints of the model, as defined in Table 2.3.

The characterization of these points is quite important. As we will show in the next section, an optimal solution to a linear programming model must occur at an extreme point, may occur at a boundary point, but can never occur at an interior point.


FIGURE 2.4
Feasible Region-Interior Points, Boundary Points, Extreme Points, and Infeasible Points

Table 2.3 Types of Feasible/Infeasible Points

| Point | Characteristic | Example(s) |
| :--- | :--- | :--- |
| Feasible Points |  |  |
| Interior point | Satisfies all constraints, but none with equality | $(200,200)$ |
| Boundary point | Satisfies all constraints, at least one with equality | $(100,525),(200,0)$ |
| Extreme point | Satisfies all constraints, two with equality | $(0,0),(350,0),(450,100),(320,360)(0,600)$ |
| Infeasible Point | Violates at least one constraint | $(300,500)$ |

## EXTREME POINTS

Because extreme points play a crucial role in determining the optimal solution to linear programming models, we should discuss them in a little more detail. Extreme points are the "corner points" of the feasible region, occurring at the intersection of two of the boundary constraints. The $X_{1}$ and $X_{2}$ values for extreme points can be found by solving the two equations in two unknowns that determine the point.

For example, to find the point at the intersection of boundaries of the plastic and the mix constraint, in Figure 2.4 we solve the following two equations in two unknowns:

$$
\begin{aligned}
2 \mathrm{X}_{1}+\mathrm{X}_{2} & =1000 \\
\mathrm{X}_{1}-\mathrm{X}_{2} & =350
\end{aligned}
$$

Adding these two equations gives us $3 \mathrm{X}_{1}=1350$, or $\mathrm{X}_{1}=450$. Substituting $\mathrm{X}_{1}=$ 450 into the second equation gives $450-X_{2}=350$, or $X_{2}=100$. Thus, this extreme point is $X_{1}=450, X_{2}=100$. Similarly, the extreme point at the intersection of the production time constraint and the $\mathrm{X}_{2}$ axis is $(0,600)$, which is found by solving the equations $3 X_{1}+4 X_{2}=2400$ and $X_{1}=0$ (the equation of the $X_{2}$ axis).

For models requiring three dimensions, an extreme point is a feasible point that lies at the intersection of three boundary constraints. Thus, we would have to solve three equations in three unknowns to determine these extreme points. This notion extends naturally to problems with any number of dimensions.

## SOLVING GRAPHICALLY FOR AN OPTIMAL SOLUTION

All but the simplest linear programming models (those with only a few variables and constraints) make use of computer software such as Microsoft Excel to perform the voluminous (though straightforward) mathematical operations required in the solution process. Here, however, we present a graphical solution approach that can be used to solve problems with two variables, such as the Galaxy Industries model.

In Figure 2.4, we see that there are an infinite number of points in the feasible region. The question is, "Which one gives the maximum profit?" That is, "Which one maximizes the objective function $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ ?" If there were only five or ten feasible points; we could substitute simply the $X_{1}$ and $X_{2}$ values for each of these points into the objective function, and the point with the largest value would be the optimal solution. However, since the feasible region consists of an infinite number of points, we must take a different approach.

Suppose we ask, "Are there any solutions that would yield a $\$ 5000$ weekly profit?" This is equivalent to saying, "Are there any feasible points that satisfy the following equation $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}=5000$ ?" When this line is graphed, as illustrated in Figure 2.5a, we see that it lies entirely above the feasible region. Thus, to our dismay, we find that no point in the feasible region gives a value of the objective function as large as $\$ 5000$.

So let's set our sights lower. Let's see whether any solutions yield a $\$ 2000$ weekly profit. Figure $2.5 b$ shows us that when we draw the line, $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}=$ 2000 , many solutions (the points on the line, $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}=2000$, that are in the feasible region) give us a $\$ 2000$ weekly profit. Thus, Galaxy can do no worse than a $\$ 2000$ weekly profit.


FIGURE 2.5a No Feasible Points with Objective Function Value of 5000


FIGURE 2.5b There Are Feasible Points with Objective Function Value of 2000

If a $\$ 2000$ profit can be made, perhaps even larger profits are possible. Are there any combinations of the decision variables that could yield, say, a $\$ 3000$ profit or ceven a $\$ 4000$ profit? To determine whether Galaxy could attain such profits, we add the lines $8 X_{1}+5 X_{2}=3000$ and $8 X_{1}+5 X_{2}=4000$ to the graph. As shown in Figure 2.6, both lines intersect the feasible region.


FIGURE 2.6
Determining the Optimal Point
Because the profit lines have the same slope, they are parallel; the lines yielding higher profits lic above those with lower profits. Therefore, if the objective function line is moved parallel to itself upward through the feasible region, the optimal feasible point is found when the objective function line touches the last point of the feasible region.

The last point of the feasible region that is touched by the objective function is the extreme point at the intersection of the limit for the availability of plastic $\left(2 \mathrm{X}_{1}+1 \mathrm{X}_{2}=1000\right)$ and the limit on production time $\left(3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2400\right)$. These constraints, known as the binding constraints of the model because they are satisfied with equality. The two other functional constraints and the nonnegativity constraints are the nonbinding constraints, which are not satisfied with equality at the optimal point.

To determine the values for $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ at the optimal point, the two equations of the binding constraints that must be solved are:

$$
\begin{aligned}
& 2 \mathrm{X}_{1}+1 \mathrm{X}_{2}=1000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2400
\end{aligned}
$$

Multiplying the first equation by 4 gives us:

$$
\begin{aligned}
& 8 \mathrm{X}_{1}+4 \mathrm{X}_{2}=4000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2400
\end{aligned}
$$

Subtracting the bottom equation from the top equation gives us $5 \mathrm{X}_{1}=1600$, or $\mathrm{X}_{1}=320$. Substituting $\mathrm{X}_{1}=320$ into the original first equation gives us 2(320) + $1 \mathrm{X}_{2}=1000$, or $\mathrm{X}_{2}=360$. Thus, the optimal solution is:

$$
\begin{aligned}
& X_{1}=320 \\
& X_{2}=360
\end{aligned}
$$

To determine the optimal profit, we substitute these values into the objective function:

$$
8 X_{1}+5 X_{2}=8(320)+5(360)=\$ 4360
$$

Thus, Hal Barnes should recommend to management at Galaxy Industries a weekly production of 320 dozen Space Rays and 360 dozen Zappers. This would give the company an increase of $\$ 260(=\$ 4360-\$ 4100)$, or over a $6.3 \%$ increase in weekly profit over Hal's "intuitive" weekly policy of producing 450 dozen Space Rays and 100 dozen Zappers. On a yearly basis, this will net the company $52(260)=\$ 13,520$ in increased profits.

## SLACK

This solution utilizes all the plastic and production time (there is no slack for these constraints). There is, however, slack on both of the other functional constraints. Since $X_{1}+X_{2}=320+360=680$, there is a slack of $700-680=20$ for the total production limit constraint. And since $X_{1}-X_{2}=320-360=-40$, there is a slack of $350-(-40)=390$ for the product mix constraint.

## SUMMARY OF THE GRAPHICAL SOLUTION APPROACH

To summarize, the following steps are used to find the optimal solution to a twovariable linear programming model graphically.

## Graphical Solution Procedure for Two-Variable Linear Programs

1. Graph the constraints to find the feasible region.
2. Set the objective function equal to an arbitrary value so that the line passes through the feasible region.
3. Move the objective function line parallel to itself in the direction of improvement until it touches the last point of the feasible region.
4. Solve for $X_{1}$ and $X_{2}$ by solving the two equations that intersect to determine this point.
5. Substitute these values into the objective function to determine its optimal value.

## EXTREME POINTS AND OPTIMAL SOLUTIONS

It is useful to recognize where the optimal solution for a linear program can occur. Consider problems that have the same feasible region as Galaxy Industries but different objective functions, as shown in Figures 2.7a-d. Table 2.4 presents the optimal solution for various objective functions, ${ }^{3}$ including the original objective function for Galaxy Industries (MAXIMIZE $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ ).

Table 2.4 Optimal Solutions

| Figure | Objective Function | Optimal Extreme Point |
| :--- | :--- | ---: |
| 2.6 | MAXIMIZE $8 X_{1}+5 X_{2}$ | $(320,360)$ |
| 2.7 (a) | MINIMIZE $8 X_{1}+5 X_{2}$ | $(0,0)$ |
| 2.7 (b) | MAXIMIZE $8 X_{1}+1 X_{2}$ | $(450,100)$ |
| 2.7 (c) | MAXIMIZE $8 X_{1}+20 X_{2}$ | $(0,600)$ |
| $2.7(d)$ | MINIMIZE $8 X_{1}-20 X_{2}$ | $(350,0)$ |

[^4]

FIGURE 2.7a Objective Function: MIN $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ OPTIMAL: $(0,0)$


FIGURE 2.7c Objective Function: MAX $8 \mathrm{X}_{1}+20 \mathrm{X}_{2}$ OPTIMAL: $(0,600)$


FIGURE 2.7b Objective Function: MAX $8 \mathrm{X}_{1}+1 \mathrm{X}_{2}$ OPTIMAL: $(450,100)$


FIGURE 2.7d Objective Function: MAX $8 \mathrm{X}_{1}-20 \mathrm{X}_{2}$ OPTIMAL: $(350,0)$

It is not coincidental that, in each case, the optimal solution occurs at an extreme point; rather, it is a fundamental property of linear programming.

## Extreme Point Property of Optimality

If a linear programming problem has an optimal solution, an extreme point is optimal.

## ALTERNATE OPTIMAL SOLUTIONS

In some cases, a linear programming model may have more than one optimal solution, as when the objective function line is parallel to one of the constraints; that is, the slope of the objective function line is the same as the slope of one of the constraints. Recall that the slope of a line $=-\left(\mathrm{X}_{1}\right.$ coefficient $) /\left(\mathrm{X}_{2}\right.$ coefficient $)$.

For example, suppose, as shown in Figure 2.8, that the objective function is:

$$
\text { MAXIMIZE } 8 \mathrm{X}_{1}+4 \mathrm{X}_{2}
$$



FIGURE 2.8
Multiple Optimal Solutions:
Objective Function: MAX $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$ Is Parallel to Plastic Constraint: $2 X_{1}+1 X_{2}=1000$

In this case, when we move the objective function line parallel through the feasible region, the slope of the objective function line $(-8 / 4=-2)$ is the same as the slope of the boundary of the plastic constraint $(-2 / 1=-2)$, and the last "point" that is touched is actually a set of points, namely, all those on the line $2 \mathrm{X}_{1}+\mathrm{X}_{2}=$ 1000 between the extreme points $(320,360)$ and $(450,100)$. Since at least one optimal solution is an extreme point, the fact that some optimal points are not extreme points does not violate the extreme point property of optimality.

Note, however, that if the objective function would have been MINIMIZE $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$, even though the slope is still parallel to the boundary of the plastic constraint, there is now a unique optimal solution, $\mathrm{X}_{1}=0, \mathrm{X}_{2}=0$. Thus, the slope of the objective function line being parallel to a boundary constraint is a necessary but not a sufficient condition for a model to have multiple optimal solutions.

As Figure 2.8 illustrates, there will never be just two optimal solutions. Any point on the line segment connecting two optimal points is also optimal. The coordinates of points on this line segment can be found by taking any weighted average of the two optimal points.

For example, $\mathrm{X}_{1}=320, \mathrm{X}_{2}=360$ is one optimal solution in Figure 2.8, and $X_{1}=450, X_{2}=100$ is another. Each gives an optimal objective function value of $8(320)+4(360)=8(450)+4(100)=3800$. Then another optimal solution on the line segment $2 \mathrm{X}_{1}+1 \mathrm{X}_{2}=1000$ that puts a weight of .8 on the first point and .2 on the second is:

$$
\begin{aligned}
& \mathrm{X}_{1}=.8(320)+.2(450)=346 \\
& \mathrm{X}_{2}=.8(360)+.2(100)=308
\end{aligned}
$$

Note that the objective function value is still $3800(=8(346)+4(308))$.
Similarly, we can show that using weights of .9 and .1 gives $X_{1}=333, \mathrm{X}_{2}=$ 334 and using weights of .5 and .5 gives $X_{1}=385, X_{2}=230$. You can verify that each of these also gives an objective function value equal to $\$ 3800$. In fact, any combination of weights of the form $w,(1-w)$ with $0 \leq w \leq 1$, will also give an optimal solution.

## Alternate Optimal Solutions

1. For alternate optimal solutions to exist, the objective function must be parallel to a part of the boundary of the feasible region.
2. Any weighted average of optimal solutions is also an optimal solution.

Having more than one optimal solution allows the decision maker to consider secondary criteria in selecting an optimal strategy. For example, one optimal solution may have more of the decision variables equal to 0 . In some cases, management might consider this a plus-fewer product types may mean more attention and better quality for the products that are produced, In other cases, this may be a minus-the greater the variety of products produced, perhaps the greater the likelihood of attracting more customers. Another optimal solution may have a more equal product mix than another, which, under some conditions, might be more appealing. In any event, having multiple optimal solutions affords management the luxury of being able to select that solution most to its liking from the set of optimal solutions.

## WHY "< CONSTRAINTS" AND "> CONSTRAINTS" ARE NOT PART OF A LINEAR PROGRAMMING MODEL

The constraints of a linear programming model must consist of " $\leq$ " constraints, " $\geq$ " constraints, and " $=$ " constraints. The " $<$ " and " $>$ " constraints are not allowed because, using them, there would be no "last" point touched by moving the objective function line parallel to itself through the feasible region.

For example, if both the plastic and production time constraints were the strict inequalities $2 \mathrm{X}_{1}+\mathrm{X}_{2}<1000$ and $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}<2400$, respectively, the point $(320,360)$ would not be feasible. The point $(319.99,359.99)$ would be feasible, but the feasible point $(319.999,359.999)$ gives a higher objective function value and the point $(319.9999,359.9999)$ an even higher value. Thus, there would be no "best value" because, no matter what solution was proposed, adding a " 9 " in the next decimal place would yield another feasible solution with an even better objective function value.

If a strict inequality is part of a formulation, the constraint should be approximated using a nonstrict inequality. For example, if Galaxy Industries required that less than 1000 pounds of plastic be used weekly ( $2 \mathrm{X}_{1}+\mathrm{X}_{2}<1000$ ), in order to use linear programming solution methods, the mathematical modeler might approximate the constraint by $2 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 999.99999$.

### 2.4 The Role of Sensitivity Analysis of the Optimal Solution

Inevitably, once an optimal solution has been determined, questions arise about how sensitive the optimal solution is to changes in one or more of the input parameters or to other changes, such as the addition or elimination of constraints or variables. The effect of these changes is known as sensitivity or post-optimality analysis. Decision makers at Galaxy Industries might be interested in sensitivity analyses for the following reasons.

## 1. Some of the input parameters may not have been known with certainty but are approximations or best estimates.

- The profit coefficients might have been based solely on estimates of the production costs for Space Rays and Zappers.
- The 40 production hours might have assumed no vacations, illnesses, power failures, and so on.
- The production times to produce Space Rays and Zappers may have been approximations or averages.

2. The model may have been formulated in a dynamic environment in which some of the parameters are subject to change.

- The availability of specially treated plastic might be disrupted by, among other factors, weather or manufacturer stockouts.
- The price of labor and materials could change.
- Higher or lower interest rates could change the profitability of each product.

3. The manager may simply wish to perform a "what-if" analysis resulting from changes to some of the input parameters.

- "What-if" overtime is scheduled?
- "What-if" the marketing department modifies its recommendations?
- "What-if" another item is added to the product line?

Of course, if a change is made to a linear programming model, the problem can simply be re-solved. This can be a time-consuming process, however, that in many cases may not even be necessary. Rather, sensitivity reports generated by linear programming software packages can tell us at a glance the ramifications of certain changes to the objective function and the right-hand side coefficients of the model.

## SENSITIVITY ANALYSIS OF OBJECTIVE FUNCTION COEFFICIENTS

Once the optimal solution to a linear programming model has been found, the decision maker may be concerned about how changes to any one of the objective function coefficients affect the optimal solution. As shown in Section 2.3, the optimal solution may change depending on the values of the objective function coefficients.

## RANGE OF OPTIMALITY

Sensitivity analysis of an objective function coefficient focuses on answering the following question: "Keeping all other factors the same, how much can an objective function coefficient change without changing the optimal solution?"

Let us see what happens when the objective function coefficient per dozen Space Rays (which we designate as $\mathrm{C}_{1}$ ) changes from the current value of $\$ 8$. Figure 2.9 illustrates the effect of increasing and decreasing this coefficient. As $C_{1}$ is decreased from $\$ 8$, the objective function line, $\mathrm{C}_{1} \mathrm{X}_{1}+5 \mathrm{X}_{2}$, becomes more horizontal. The optimal point, however, remains $(320,360)$ until the line becomes parallel to (has the same slope as) the production time constraint, $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2400$. Recall that the slope of a straight line is expressed by ( - Coefficient of $\mathrm{X}_{1} /$ Coefficient of $\mathrm{X}_{2}$ ). Thus, the slope of the production time constraint is $-3 / 4$, and the slope of the objective function line is $-\mathrm{C}_{1} / 5$. These slopes are equal when $\mathrm{C}_{1} / 5=$ $-3 / 4$ or $C_{1}=3.75$.

As $\mathrm{C}_{1}$ is increased from $\$ 8$, the objective function line, $\mathrm{C}_{1} \mathrm{X}_{1}+5 \mathrm{X}_{2}$ becomes more vertical, but the optimal point remains $(320,360)$ until the line becomes parallel to (has the same slope as) the plastic constraint, $2 \mathrm{X}_{1}+1 \mathrm{X}_{2}=1000$. Since the slope of the plastic constraint is $-2 / 1$ and the slope of the objective function line is $-C_{1} / 5$, the slopes are equal when $C_{1} / 5=-2 / 1$ or $C_{1}=10$.

This range of values for $C_{1}$ from $\$ 3.75$ to $\$ 10.00$ is called the range of optimality for $\mathrm{C}_{1}$, the objective function coefficient of Space Rays. This is an Allowable Increase of $\$ 10-\$ 8=\$ 2$ and an Allowable Decrease of $\$ 8-\$ 3.75=\$ 4.25$


FIGURE 2.9
Range of OptimalityObtained by Rotating the Objective Function Line Through the Optimal Point Until It Becomes Parallel to a Binding Constraint
from the original objective function coefficient value of $\mathrm{C}_{1}=\$ 8$. (We shall see in the next section that Excel expresses the range of optimality in terms of an Allowable Increase and an Allowable Decrease.) We further observe in Figure 2.9 that if $\mathrm{C}_{1}$ falls below $\$ 3.75$, the point $(0,600)$ becomes the new optimal solution, whereas if $C_{1}$ is increased above $\$ 10.00$, the point $(450,100)$ becomes optimal.

Note that in this range of optimality, although the optimal solution remains $\mathrm{X}_{1}=320, \mathrm{X}_{2}=360$, the value of the objective function will change with changes to $\mathrm{C}_{1}$. For example, if the profit per dozen Space Rays were decreased from $\$ 8$ to $\$ 6$, the optimal profit would now be $\$ 6(320)+\$ 5(360)=\$ 3720$. It is important to note that this analysis is predicated on the assumption that no other changes occur, other than that to $\mathrm{C}_{1}$.

## Range of Optimality

Assuming that there are no other changes to the input parameters:

1. The range of optimality is the range of values for an objective function coefficient in which the optimal solution remains unchanged.
2. The value of the objective function will change if this coefficient multiplies a variable whose value is positive.

The range of optimality for $\mathrm{C}_{2}$, the objective function coefficient of Zappers, is similarly calculated. This time the equation of the objective function line is $8 \mathrm{X}_{1}+$ $\mathrm{C}_{2} \mathrm{X}_{2}$, whose slope is $-8 / \mathrm{C}_{2}$. The range of optimality for $\mathrm{C}_{2}$ is again bounded by the slopes of the binding constraints of $-3 /+$ for the production time constraint and -2 for the plastic constraint. Thus, we get the limits for its range of optimality by: $-8 / \mathrm{C}_{2}=-3 / 4$ or $\mathrm{C}_{2}=10.67$ and $-8 / \mathrm{C}_{2}=-2 / 1$ or $\mathrm{C}_{2}=4$.

Thus the range of optimality for $\mathrm{C}_{2}$, the objective function coefficient of Zappers, is then between $\$ 4.00$ and $\$ 10.67$ (an Allowable Increase of $\$ 5.67$ and an Al lowable Decrease of $\$ 1.00$ ).

## REDUCED COSTS

The optimal solution to the Galaxy Industries model has positive values for both of the decision variables. But as we just argued from Figure 2.9, if the profit coefficient
for Space Rays is below $\$ 3.75$, the optimal solution is $\mathrm{X}_{1}=0, \mathrm{X}_{2}=600$. So let us suppose that the objective function had been MAX $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}$. Since the optimal solution will be $X_{1}=0, X_{2}=600$, the optimal objective function value is $\$ 2(0)+\$ 5(600)=\$ 3000$.

In this case, $X_{1}=0$ (no Space Rays are produced) because the $\$ 2$ profit for the coefficient of $\mathrm{X}_{1}$ is not large enough to justify the production of Space Rays. It is then reasonable to ask, "How much will the profit coefficient for $X_{1}$ have to increase before $\mathrm{X}_{1}$ can be positive (i.e., to justify the production of some Space Rays) in the optimal solution?" The answer is expressed by the reduced cost for this profit coefficient.

We see from Figure 2.9, that the point $(0,600)$ is the optimal solution until the profit per dozen Space Rays increases to more than $C_{1}=\$ 3.75$. Beyond this value, the optimal solution changes to $(320,360)$. Thus, $C_{1}$ must increase by $\$ 1.75$ from $\$ 2$ to $\$ 3.75$ before it becomes economically feasible to produce Space Rays. Increasing the profit by $\$ 1.75$ is equivalent to reducing the cost component of the coefficient by $\$ 1.75$; hence, we say that the reduced cost of this coefficient is -1.75 .

Another question that might arise is, "Although it is not economically feasible to produce Space Rays at this value of $\$ 2$ per dozen ( $\mathrm{X}_{1}=0$ ), how much would the optimal profit decrease if we were forced to produce at least one dozen Space Rays $\left(\mathrm{X}_{1} \geq 1\right)$ ?" Again the answer is expressed by the reduced cost. As shown in Figure 2.10, with the addition of the constraint $X_{1} \geq 1$, the optimal solution is now $X_{1}=$ $1, \mathrm{X}_{2}=599.25$, giving an objective function value of $\$ 2998.25$. This represents a $\$ 1.75$ reduction in profit from $\$ 3000$.

## Reduced Cost

Assuming that there are no other changes to the input parameters:

1. The reduced cost for a variable that has a solution value of 0 is the negative of the objective function coefficient increase necessary for the variable to be positive in the optimal solution.
2. The reduced cost is also the amount the objective function will change per unit increase in this variable.

Note that if a variable is already positive, its reduced cost is 0 . Thus, either the value of a variable is 0 or its reduced cost is 0 . This property is known as the complementary slackness property for objective function coefficients.


FIGURE 2.10
Reduced Cost for $X_{1}$ When Objective Function is $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}$. Add $X_{1} \geq 1$ and compare optimal objective function values. Reduced Cost $=$ Value after Constraint Is Added-Original Value

FIGURE 2.11
Shadow Price: Calculated by the Difference in Objective Function Values When the Right-Hand Side of a Constraint Is Increased by 1


## SENSITIVITY ANALYSIS OF RIGHT-HAND SIDE COEFFICIENTS

Any change to a right-hand side value of a binding constraint will change the optimal solution. For example, as shown in Figure 2.11, if the amount of available plastic is increased from 1000 to 1001 pounds, the new optimal solution is found by solving:

$$
\begin{aligned}
& 2 X_{1}+1 X_{2}=1001 \\
& 3 X_{1}+4 X_{2}=2400
\end{aligned}
$$

You can verify that the solution to this pair of equations is $X_{1}=320.8, \mathrm{X}_{2}=359.4$.

## Shadow Prices

When the optimal solution changes to $\mathrm{X}_{1}=320.8, \mathrm{X}_{2}=359.4$, the optimal objective function value also changes to $\$ 8(320.8)+\$ 5(359.4)=\$ 4363.40$. This is a difference of $\$ 4363.40-\$ 4360.00=\$ 3.40$.

If 1002 pounds (two additional pounds) of plastic are available, the optimal solution is found by solving:

$$
\begin{aligned}
& 2 X_{1}+1 X_{2}=1002 \\
& 3 X_{1}+4 X_{2}=2400
\end{aligned}
$$

The solution to this pair of equations, $\mathrm{X}_{1}=321.6, \mathrm{X}_{2}=358.8$, gives an optimal objective function value of $\$ 8(321.6)+\$ 5(358.8)=\$ 4366.80$. This is a $\$ 6.80$ increase, or a $\$ 6.80 / 2=\$ 3.40$ per pound increase, over the original objective function value. Similarly, it can be shown that if there are only 999 pounds of plastic available (one less pound), the resulting optimal solution of $\mathrm{X}_{1}=319.2, \mathrm{X}_{2}=360.6$, gives an optimal objective function value of $\$ 8(319.2)+\$ 5(360.6)=\$ 4356.60$, a decrease of $\$ 3.40$ per pound! It is this $\$ 3.40$ change to the optimal value per unit change in the amount of plastic that is called the shadow price for a pound of plastic.

## Shadow Price

Assuming that there are no other changes to the input parameters, the shadow price for a constraint is the change to the objective function value per unit increase to its right-hand side coefficient.

## Range of Feasibility

This $\$ 3.40$ shadow price is valid only over a certain range of values for the availability of plastic, however. If we continued to change the right-hand side value for plastic, we would still get changes of $\$ 3.40$ per unit in the objective function value as long as the plastic constraint and the production time constraint determine the optimal extreme point. But if the change to the amount of plastic is too great, whether it is too large an increase or too large a decrease, there can come a point when different constraints determine the optimal point.

The range of feasibility for plastic gives the limits on the right-hand side values for plastic between which these two constraints, the plastic constraint and the production time constraint, continue to determine the optimal point. It is given this name because, over its range of values, the solution to the current set of binding constraint equations is a feasible solution.

Figures $2.12 a$ and $2.12 b$ illustrate how the range of feasibility for plastic can be determined. Notice that increasing the right-hand side value for plastic from 1000 expands the feasible region, while the feasible region contracts when its value is decreased. In each case, the slope of the plastic constraint remains the same; however, its $\mathrm{X}_{2}$-intercept changes. Thus, changing its right-hand side value creates a new constraint line that is parallel to the original constraint line for plastic.

Figure $2.12 a$ shows what happens as the availability of plastic increases. The plastic and the production constraints continue to determine the optimal point until the plastic constraint line passes through the intersection of the production time and the total production constraints at $(400,300)$. This point is determined by solving $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2400$ and $\mathrm{X}_{1}+\mathrm{X}_{2}=700$. At $(400,300)$, the right-hand side of the plastic constraint is $2(400)+1(300)=1100$. For values above 1100 the production time constraint and the total mix constraint will now determine the optimal point, while the intersection of the plastic and production time lines yields an infeasible point outside the new feasible region. Thus, the upper limit of the range of feasibility for plastic is 1100 . This is an Allowable Increase of $1100-1000=$ 100 pounds.


FIGURE 2.12a Upper Limit of the Range of Feasibility for Plastic. The plastic constraint and the production time constraint continue to determine the optimal solution until the RHS exceeds 1100.


FIGURE $2.12 b$ Lower Limit of the Range of Feasibility for Plastic. The plastic constraint and the production time constraint continue to determine the optimal solution until the RHS is less than 600.

Similarly, Figure $2.12 b$, shows that as the availability of plastic decreases, the plastic and the production time constraints continue to determine the optimal point until the plastic constraint passes through the intersection of the production time boundary and the $\mathrm{X}_{2}^{\prime}$ axis at $(0,600)$. At $(0,600)$ the right-hand side of the plastic constraint is $2(0)+1(600)=600$. For values of plastic below 600 , the optimal solution is determined by the plastic constraint and $\mathrm{X}_{2}$ axis, while the intersection of the plastic and production time lines yields an infeasible point outside the new feasible region. Thus, the lower limit of the range of feasibility for plastic is 600 , an Allowable Decrease of $1000-600=400$ pounds.

The range of feasibility of plastic, that is, the range of values for which the $\$ 3.40$ shadow price for plastic is valid, is between 600 and 1100 pounds. In this range, the value of the objective function will change by $\$ 3.40$ for each unit change to the availability of plastic.

## Range of Feasibility

Assuming that there are no other changes to the input parameters:

1. The range of feasibility is the range of values for a right-hand side value in which the shadow prices for the constraints remain unchanged.
2. In the range of feasibility, the value of the objective function will change by the amount of the shadow price times the change to the right-hand side value.

## Shadow Prices and Ranges of Feasibility for the Other Constraints

The shadow price for production minutes can be found in a similar fashion by solving:

$$
\begin{aligned}
& 2 \mathrm{X}_{1}+\mathrm{X}_{2}=1000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}=2401
\end{aligned}
$$

The solution to this set of equations is: $\mathrm{X}_{1}=319.8, \mathrm{X}_{2}=360.4$. This solution gives a profit of $\$ 4360.40$, a $\$ 0.40$ increase over the original optimal value of the objective function. Thus, the shadow price for production minutes is $\$ 0.40$ or $60(\$ 0.40)=\$ 24$ per hour.

You can verify that, as the availability of the production minutes increases, the plastic and production time constraints continue to determine the optimal point until the production time constraint passes through the intersection of the plastic constraint and the total production constraint at $X_{1}=300, X_{2}=400$. At that point, the value of the right-hand side of the production time constraint is $3(300)+4(400)=2500$, an allowable increase of $2500-2400=100$.

As the availability of the production minutes decreases, the plastic and production time constraints continue to determine the optimal point until the production time constraint passes through the intersection of the plastic constraint and the product mix constraint at $X_{1}=450, X_{2}=100$. At that point, the value of the right-hand side of the production time constraint is $3(450)+4(100)=1750$, an Allowable Decrease of $2400-1750=650$.

Since the constraints $X_{1}+X_{2} \leq 700$ and $X_{1}-X_{2} \leq 350$ do not determine the optimal point (i.e., there is slack on each of these constraints), these are said to be nonbinding constraints. Their shadow prices will both be 0 , since for at least small changes in these coefficients, all that changes in the optimal solution is the amount of slack on these constraints; the optimal point remains the same at $\mathrm{X}_{1}=$ $320, \mathrm{X}_{2}=360$. Increasing the right-hand side values of either of these two constraints will not change the optimal solution.

The optimal point will not change until the right-hand side coefficient of a nonbinding constraint is decreased sufficiently so that it passes through the optimal point! Thus, the lower bound of the range of feasibility for the total production constraint is $1(320)+1(360)=680($ an Allowable Decrease of $700-680=$ $20)$, and the lower bound for the product mix constraint is $1(320)-1(360)=-40$ (an Allowable Decrease of $350-(-40)=390$.) This leads to the complementary slackness property for right-hand side values: The shadow price for a resource is 0 if there is slack on the constraint; if the shadow price is not 0 , there is no slack.

## The Correct Interpretation of Shadow Prices

Since the shadow price for plastic is $\$ 3.40$ per pound, it would seem, then, that management should be willing to pay up to, but no more than, $\$ 3.40$ for each additional pound of plastic. However, as we show below, this would be true only if the cost of plastic were not included in the calculation of the profit coefficients of the decision variables. Let us now consider two cases.

Case 1: Sunk Costs Suppose the 1000 pounds of plastic were automatically delivered to Galaxy each week at a cost of $\$ 3$ per pound or $\$ 3000$ per week, and that production time is scheduled for 40 hours per week at $\$ 20$ per hour ( $\$ 0.3333$ per minute), for a total cost of $\$ 800$. Because the $\$ 3000$ for plastic and the $\$ 800$ for production time must be paid regardless of the amount of plastic and production time actually used during the week, they are sunk costs. Thus, we would not include the cost of plastic or production time in determining the objective function coefficients for Space Rays and Zappers.

The net profit for the problem can be obtained by subtracting the total sunk costs of $\$ 3000+\$ 800=\$ 3800$ from the optimal objective function value of the model. Because additional pounds of plastic add $\$ 3.40$, and additional minutes of production time add $\$ 0.40$ to the optimal objective function value, these shadow prices do, in fact, represent an upper limit that management would be willing to pay for additional pounds of plastic and additional minutes of production time, respectively.

Case 2: Included Costs Suppose, instead, that management could order any amount of plastic it wanted to, up to 1000 pounds per week at $\$ 3$ per pound, and it could schedule any amount of production time, up to 2400 minutes. Management would then order only enough plastic and schedule only enough production time needed for the optimal solution.

In this case, the costs of the required plastic and production time (and perhaps other resources) should be included in the derivation of the profit coefficients of Space Rays and Zappers. For instance, suppose that the selling price was $\$ 17$ per dozen Space Rays and $\$ 11$ per dozen Zappers and that other production costs amounted to $\$ 2$ per dozen Space Rays and $\$ 1.67$ per dozen Zappers. Table 2.5

Table 2.5 Objective Function Coefficients

|  | Space Rays (per dozen) | Zappers (per dozen) |
| :--- | :--- | :--- |
| Revenue <br> $\quad$ Selling price <br> Costs | $\$ 17.00$ | $\$ 11.00$ |
| $\quad$ Plastic (@ \$3/lb.) | $\$ 6.00(2 \mathrm{lbs}$.) | $\$ 3.00(1 \mathrm{lb})$. |
| $\quad$ Production time (@ \$20/hr.) | $\$ 1.00(3 \mathrm{~min})$. | $\$ 1.33(4 \mathrm{~min})$. |
| $\quad$ Other | $\$ 2.00$ | $\$ 1.67$ |
| Total Costs | $\underline{\$ 9.00}$ | $\underline{\$ 6.00}$ |
| Unit Profit | $\$ 8.00$ | $\$ 5.00$ |

shows the calculations required to determine the respective $\$ 8$ and $\$ 5$ objective function coefficients per dozen Space Rays and Zappers.

The optimal solution of 320 dozen Space Rays and 360 dozen Zappers uses all 1000 pounds of plastic and all 2400 minutes of production time. The objective function value of $\$ 4360$ is the net profit, which includes $\$ 3000(=\$ 3 / \mathrm{lb} . \times(1000$ lbs.)) spent for plastic and $\$ 800(=\$ 20 / \mathrm{hr}$. $\times$ ( 40 hours $)$, or $\$ 0.3333 / \mathrm{min} . \times(2400$ min.)) spent for production time.

If 1001 pounds of plastic are available, the optimal objective function value will increase by $\$ 3.40$ to $\$ 4363.40$; this includes $\$ 3003$ ( $=\$ 3 / \mathrm{lb} . \times(1001 \mathrm{lbs}$.$) )$ spent for plastic. Thus, the shadow price of $\$ 3.40$ represents a premium above $\$ 3.00$ which management should be willing to pay for extra pounds of plastic; that is, Galaxy should be willing to pay up to $\$ 6.40(=\$ 3.40+\$ 3.00)$ for an extra pound of plastic. Similarly, Galaxy would be willing to pay up to $\$ 0.7333$ $(=\$ 0.40+\$ 0.3333)$ for an extra minute of production.

## Sunk and Included Costs

Sunk costs-the cost of the resource is not included in the calculation of objective function coefficients-the shadow price is the value of an extra unit of the resource. Included costs-the cost of the resource is included in the calculation of objective function coefficients-the shadow price is the premium value above the existing unit value for the resource.

## OTHER POST-OPTIMALITY CHANGES

The addition or deletion of constraints, the addition or deletion of variables, and changes to the left-hand side coefficients of a linear programming model are additional post-optimality analyses that may be of interest to the decision maker. Typically, such changes are made directly to the model formulation, and the problem is simply resolved. However, there are some observations worth considering in these cases.

## ADDITION OF A CONSTRAINT

When a constraint is added to a linear programming model, the first step is to determine whether this constraint is satisfied by the current optimal solution. If it is, it is not necessary to re-solve the problem; the current solution will remain optimal.

If the new constraint is violated, however, the problem must be re-solved. Of course, the optimal objective function value will not be better than the original optimal value (smaller for maximization problems; larger for minimization problems) because the problem is now more constrained.

## DELETION OF A CONSTRAINT

If the constraint to be deleted from the model is nonbinding, the current optimal solution will not change. If it is binding, however, the problem must be re-solved. Since the problem is less restrictive, the new optimal solution will generate optimal objective function at least as good as that to the original model.

## DELETION OF A VARIABLE

If the variable to be deleted is zero in the optimal solution, deleting it will not affect the optimal solution. If the value of the variable is not zero in the optimal
solution, the problem must be re-solved. Deleting a variable that was nonzero in the original optimal solution will result in a worse objective function value or one that is at best no better than the original objective function value.

## ADDITION OF A VARIABLE

When a variable is added, in most cases, the problem must be re-solved. There is, however, a net marginal profit procedure that can determine whether the addition of the new variable will have any effect on the optimal solution. Net marginal profit is the difference between the objective function coefficient and the total marginal cost of the resources (calculated using the current values of the shadow prices).

To illustrate, suppose that a new product, Big Squirts, requiring three pounds of plastic and five minutes of production time, can be produced, yielding a profit of $\$ 10$ per dozen. The new model is:

$$
\begin{array}{lll}
\text { MAXIMIZE } & 8 \mathrm{X}_{1}+5 \mathrm{X}_{2}+10 \mathrm{X}_{3} & \\
\text { ST } & 2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3} \leq 1000 & \text { (Plastic) } \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+5 \mathrm{X}_{3} \leq 2400 & \text { (Production time) } \\
& \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \leq 700 & \text { (Total units) } \\
& \mathrm{X}_{1}-\mathrm{X}_{2}+ & \leq 350 \\
& \text { (Space Ray/Zapper mix) }
\end{array}
$$

The shadow prices for the constraints turn out to be $\$ 3.40, \$ 0.40, \$ 0$, and $\$ 0$, respectively. Thus, the net marginal profit for the production of a dozen Big Squirts is:

$$
\$ 10-((\$ 3.40)(3)+(\$ 0.40)(5)+(\$ 0)(1)+(\$ 0)(0))=-\$ 2.20
$$

Hence, it would not be profitable to produce Big Squirts, and the current solution of producing 320 dozen Space Rays and 360 dozen Zappers remains optimal. If the profit per dozen Big Squirts had been $\$ 15$, however, the net marginal profit would have been $\$ 2.80$. This would indicate that there is a new optimal solution, which includes the production of Big Squirts, yielding a higher optimal profit.

## CHANGES IN THE LEFT-HAND SIDE COEFFICIENTS

When a left-hand side coefficient is changed, the entire feasible region is reshaped. If the change is made to a coefficient in a nonbinding constraint, the first step is to ascertain whether the current optimal solution satisfies the modified constraint. If it does, it remains the optimal solution to the revised model; if it does not, or if the change is made in a coefficient of a binding constraint, both the optimal solution and the shadow prices change in ways that are more complex to calculate than changes resulting from modifications to objective function coefficients or righthand side values. In this case, the model must be re-solved.

### 2.5 Using Excel Solver to Find an Optimal Solution and Analyze Results

In this section, we illustrate the use of Excel's Solver to determine an optimal solution for the Galaxy Industries model and discuss the information generated by its sensitivity reports. The step-by-step procedure outlined here is very valuable, for it can be used to solve any linear model with any number of decision variables.

Solver is an option found in the Tools menu. If you do not see Solver listed, you must check the Solver Add-In box of the Add-Ins option under the Tools menu. If you do not see this option listed, you may have to re-install part or all of Excel using the disks that include the Solver option.

To use Solver, designate cells to contain:

- The values of the decision variables (known as changing or adjustable cells)
- The value of the objective function (known as the target cell)
- The total value of the left-hand side of the constraints

The cells for the objective function value and the left hand side values contain formulas that can be written as the sum of several terms. While the complete formulas can be entered explicitly, using Excel's SUM and SUMPRODUCT functions usually simplifies the input.

We shall use the spreadsheet developed in Figure 2.13 to solve the Galaxy Industries model. Although color coding and boxing cells can have an impact on the effect of the presentation of the spreadsheet (we discuss this in more detail in Chapter 3), here we concentrate on the basics of Solver.

FIGURE 2.13
Excel Spreadsheet for Galaxy Industries

Begin by entering the data for the model as shown. Designate cells B4 and C4 as the adjustable cells that will contain the values of the decision variables for Space Rays and Zappers. Cell D6 will be "programmed" to contain the value of the objective function, and cells D7 to D10 (written as D7:D10) will be programmed to contain the left-hand side of the constraints.

## ENTERING FORMULAS FOR THE OBJECTIVE FUNCTION AND LEFT-HAND SIDE VALUES

The formula for the total profit in cell D6 could be written as B4*B6 + C4*C6. This is fine when there are only two variables. But when there are many variables, this is more easily done using the SUMPRODUCT function of Excel. This function has the form =SUMPRODUCT(array1, array2). Here array 1 and array 2 are rows or columns of equal length. ${ }^{+}$The arrays can he entered by highlighting

[^5]the appropriate cells (cells B4 and C4 and cells B6 and C6 in this case) using the left mouse key. Thus, as shown in Figure 2.13, for cell D6, we enter:

## $=$ SUMPRODUCT(B4:C4,B6:C6)

Cells D7, D8, D9, and D10 will contain the total on the left side for the plastic, production time, total production, and mix constraints, respectively, resulting from a given solution. Each has a formula similar to that in cell D6 with the same first array ( $\mathrm{B} 4: \mathrm{C} 4$ ) and a second array that is relative to the row. To easily enter these formulas, return to cell D6. Highlight only the first array $(\mathrm{B} 4: \mathrm{C} 4)$ of the formula in the formula bar and press the F4 function key at the top of the keyboard. This makes these cell references absolute by inserting $\$$ signs. After pressing Enter, the formula in cell D6 is now:

## $=$ SUMPRODUCT(\$B\$4:\$C\$4,B6:C6)

When we drag this formula to cells D7, D8, D9, and D10, the resulting respective formulas in those cells give the total left-hand side for each of the constraints. The formulas in these cells are shown in Table 2.6.5

Table 2.6 Cell Formulas in Figure 2.13

| Cell | Quantity | Formula | Excel Formula |
| :--- | :--- | :--- | :--- |
| D6 | Total Weekly Profit | $8 X_{1}+5 X_{2}$ | $=$ SUMPRODUCT $(\$ B \$ 4: \$ C \$ 4, \mathrm{B6:C6})$ |
| D7 | Total Plastic Used Weekly | $2 X_{1}+1 X_{2}$ | $=$ SUMPRODUCT $(\$ B \$ 4: \$ C \$ 4, \mathrm{B7:C7})$ |
| D8 | Total Production Minutes Used Weekly | $3 X_{1}+4 X_{2}$ | $=$ SUMPRODUCT $(\$ B \$ 4: \$ C \$ 4, \mathrm{B8:C8})$ |
| D9 | Total Weekly Production | $1 X_{1}+1 X_{2}$ | $=$ SUMPRODUCT $(\$ B \$ 4: \$ C \$ 4, \mathrm{B9:C9)}$ |
| D10 | Amount Space Ray Production |  |  |
|  | Exceeds Zapper Production Each Week | $1 X_{1}-1 X_{2}$ | $=$ SUMPRODUCT $(\$ B \$ 4: \$ C \$ 4, \mathrm{~B} 10: C 10)$ |

We now call Solver from the Tools menu. This gives the dialogue box shown in Figure 2.14.


[^6]
## FILLING IN THE SOLVER DIALOGUE BOX

## Step 1: Set Target Cell

The target cell is the cell containing the value of the objective function. This cell must have a formula in it. For this model, this is cell D6 since it will contain the total weekly profit.

With the cursor in the Set Target Cell box: Click on Cell D6.

## Step 2: Equal To

This tells Solver whether you want to find a solution that maximizes or minimizes the value of the objective function or find a solution that gives a particular value for the objective function. In linear programming we are always seeking to maximize or minimize the objective function value. For this model, we wish to maximize cell D6.

Leave the button for Max highlighted.

## Step 3: By Changing Cells

Changing cells are the cells that contain the decision variables. Solver will return values to these cells that optimize the objective function subject to the constraints entered below. ${ }^{6}$ For this model the decision variables are in cells B4 and C4.

> With the cursor in the By Changing Cells box: Highlight Cells B4 and C4.

## Step 4: Subject to the Constraints

To enter constraints we click the Add button. This brings up the Add Constraint dialogue box shown in Figure 2.15.


Note that the default direction for a constraint is " $\leq$," but this can be changed by clicking on the arrow of the drop down box. Options include " $\leq$," "=," " $\geq$," "int," and "bin." The last two options allow us to restrict a Cell Reference to be integer-valued or binary ( 0 or 1 ), respectively.

In the Cell Reference box, designate the cell containing the value for the left side of the constraint. In the Constraint box, input a number, a formula, or a cell containing the right side of the constraint. Several constraints can be entered at one time as long as they have the same direction. For our model, all the constraints are " $\leq$," and thus we input them all at once.

[^7]With the cursor in the Cell Reference box: Highlight cells
D7 through D10. Leave the direction as " $\leq$." With the cursor in the Constraint box: Highlight cells F7 through F10.

If more constraints were to be added, we would click Add and follow the same procedure. When we are done entering constraints in the Add Constraint dialogue box and click OK .

## Step 5: Options

Clicking Options brings up the dialogue box shown in Figure 2.16.


FIGURE 2.16 The Solver Options Dialogue Box
This dialogue box allows us to reset several parameters of a technical nature that are beyond the scope of our discussion here. However, it is important that we designate that the variables are restricted to be " $\geq 0$ " (Assume Non-Negative) and that the problem be solved specifically as a linear program rather than a general mathematical programming model (Assume Linear). Doing these two things allows relevant "what-if" sensitivity analyses to be generated. Check these boxes and click ok.

## Step 6: Solve

Figure 2.17 shows the completed Solver dialogue box for the Galaxy Industries model.


FIGURE 2.17
Completed Solver Dialogue
Box for Galaxy Industries

To solve for the optimal solution, click Solve
The values in the spreadsheet are changed to reflect the optimal solution, the optimal value of the objective function, and the total left-hand side values in their respective cells.

## Step 7: Reports

On top of the spreadsheet is the Solver Results dialogue box shown in Figure 2.18.


This indicates that an optimal solution was found, it also asks which reports we wish to have generated. The two reports that are of interest to us are the Answer Report and the Sensitivity Report. Highlight them and click ok.

We are finally done! Now let us analyze the results.

## Analyzing the Excel Spreadsheet

Figure 2.19 shows the optimal Excel spreadsheet for the Galaxy Industries model.


FIGURE 2.19 Optimal Excel Spreadsheet for Galaxy Industries

From this spreadsheet we can see that the optimal solution for this model is:

- Produce 320 dozen Space Rays (cell B4) and 360 dozen Zappers (cell C4) weekly
- Total weekly profit $=\$ 4360($ cell D6)

From column D, we see that this solution uses all 1000 pounds of plastic (cell D7) and all 2400 production minutes (cell D8). Since these two constraints hold as equalities at the optimal solution, they are said to have no slack and they are the binding constraints. The left side of the total production constraint is 680 (cell D9), and it indicates that there is a slack of 20 for the total production constraint (calculated by subtracting the left-side value ( 680 ) from right-side limit for the constraint (700)). Similarly, the slack for the mix constraint is $350-(-40)=390$.

## The Answer Report

The above information is summarized in the Answer Report. Clicking on the Answer Report tab at the bottom of the spreadsheet gives the window shown in Figure 2.20.


FIGURE 2.20 Galaxy Industries Answer Report

The Answer Report is divided into three sections: the Target Cell section, the Adjustable Cells section, and the Constraints section. What appears in the Name column of each of these sections is a combination of the last nonnumeric cell to the left and the last nonnumeric cell above the corresponding cell entry.

In the Target Cell Section, the optimal value of the objective function is given in the column labeled Final Value. Similarly, the optimal values for the decision variables are found in the Final Value column of the Adjustable Cells section.

In the Constraints section, the Cell Value column gives the total values of the left side of the constraints (i.e., the values in cells D7, D8, D9, and D10). The information entered in the Constraint Dialogue Box of Solver is given in the Formula column. The Slack column shows the amount of slack for each constraint.

Note that if the slack is 0 , the word "Binding" is printed in the Status column; "Not Binding" is printed when the slack is positive.

## The Sensitivity Report

The Sensitivity Report shown in Figure 2.21 contains the relevant information concerning the effects of changes to either an objective function coefficient or a right-hand side value as discussed in Section 2.4. The Adjustable Cells section includes the reduced costs and ranges of optimality for objective function coefficients (expressed in terms of Allowable Increases and Allowable Decreases). The Constraints section details the shadow prices and ranges of feasibility for righthand side values (again expressed in terms of Allowable Increases and Allowable Decreases). This report can be thought of as the linear programming equivalent of a marginal analysis in economics, as the results deal with the effects of making one and only one parameter value change to the model.

FIGURE 2.21
Galaxy Industries Sensitivity Report


Note that in Figure 2.21 there is a value of " $1 \mathrm{E}+30$ " for the Allowable Increase for the total production and mix constraints. " $1 \mathrm{E}+30$ " is Excel's way of saying "infinity." That is, the range of feasibility for the total production is from $700-20=680$ to infinity, and the range of feasibility for the mix constraint is from $350-390=-40$ to infinity.

### 2.6 Using Computer Output to Generate a Management Report

Given the computer solution to the problem faced by Galaxy Industries, the following report can be prepared for Hal Barnes, Galaxy's production manager. This report compares the results of the recommended policy to those of the current policy at Galaxy Industries. It not only summarizes the results but also details the distribution of the resources as well as sensitivity issues that might be of interest to management. The statements made about the shadow price for plastic and production hours outside their ranges of feasibility are based on completely re-solving the problem.

# .SCG. <br> Student Consulting Group <br> MEMORANDUM 

To: Hal Barnes, Production Manager Galaxy Industries
From: Student Consulting Group
Subj: Optimal Production Quantities for Space Rays and Zappers
Galaxy Industries wishes to determine production levels for its Space Ray and Zapper water guns, which will maximize the company's weekly profit. It is our understanding that production of these products occurs in batches of one dozen each; however, any batch not completed in a given week is considered "work in progress" and will be finished at the beginning of the following week.

Physical production limitations include the amount of plastic ( 1000 pounds) and available production time ( 40 hours) to the company on a weekly basis. In addition, the company wishes to adhere to marketing recommendations that limit total production to 700 dozen units weekly and restrict weekly production of Space Rays to a maximum of 350 dozen more than the number of Zappers produced. Current weekly production levels of 450 dozen Space Rays and 100 dozen Zappers result in a $\$ 4100$ weekly profit for Galaxy.

We have had the opportunity to determine the plastic and production time requirements for these products and to analyze Galaxy's situation. By assuming profit and production requirements are fixed and constant, we were able to solve this as a linear programming model using Excel.

## ANALYSIS AND RECOMMENDATION

Based on the results of our model, we recommend that Galaxy change its production levels to the following:

| Space Rays | 320 dozen |
| :--- | :--- |
| Zappers | 360 |
| Weekly profit | $\$ 4360$ |

The current and proposed policies are compared in Table I.
Table I. Current vs. Proposed Policies-Galaxy Industries

|  | Current Policy (Weekly basis) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Production (doz.) | Plastic <br> (lb.) | Production Time (hr.) | Profit (\$) |
| Space Rays | 450 | 900 | 22.50 | \$3,600 |
| Zappers | 100 | 100 | 6.67 | \$ 500 |
| Total | 550 | 1000 | 29.17 | \$4,100 |
| Unused |  | 0 | 10.83 |  |
|  |  | oposed P | icy (Weekly basis) |  |
|  | Production (doz.) | Plastic (lb.) | Production Time (hr.) | Profit (\$) |
| Space Rays | 320 | 640 | 16.00 | \$2,560 |
| Zappers | 360 | 360 | 24.00 | \$1,800 |
| Total | 680 | 1000 | 40.00 | \$4,360 |
| Unused | , | 0 | 0 |  |

As this table indicates, both policies produce less than the limit of 700 dozen suggested by the marketing department. The proposed policy has a more balanced production of Space Rays and Zappers than the present production policy. Under the current policy, weekly production of Space Rays exceeds that of Zappers by the maximum limit of 350 dozen. Under the proposed plan, production of Zappers actually exceeds that of Space Rays by 40 dozen per week.

The $\$ 4360$ weekly profit corresponding to the recommended production schedule represents a $6.34 \%$ (or $\$ 260$ ) increase in weekly profit, or $\$ 13,520$ annually. This amount could be used to increase marketing of the current products, fund production of the new Big Squirt model under development, or lease more efficient machines to improve product profit contributions.

Although this model is based on profit projections of $\$ 8$ per dozen Space Ray units and $\$ 5$ per dozen Zapper units, our analysis reveals that our recommendation would remain unchanged unless the Space Ray profit is higher than $\$ 10.00$ or lower than $\$ 3.75$ (a $25 \%$ underestimation or a $59 \%$ overestimation), or the Zapper profit is higher than $\$ 10.67$ or lower than $\$ 4.00$ (a $113 \%$ underestimation or a $20 \%$ overestimation). We are confident that our profit projections fall well within this margin of error.

If Galaxy has the opportunity to purchase additional plastic from its vendor, our analysis shows that it will prove profitable to purchase up to 100 additional pounds of plastic, as long as the cost does not exceed $\$ 3.40$ per pound over its normal cost. If the additional 100 pounds of plastic are purchased, giving a total of 1100 pounds of plastic, our recommendation is to produce 400 dozen Space Rays and 300 dozen Zappers.

If more than 1100 pounds of plastic were available, it would be profitable to purchase up to an additional 125 pounds of plastic (for a total of 1225 pounds) as long as the cost of these additional 125 pounds does not exceed $\$ 3.00$ per pound. If a total of 1225 pounds of plastic were available, we recommend a production schedule of 525 dozen Space Rays and 175 dozen Zappers.

There is insufficient production time to use more than 1225 pounds of plastic while still adhering to the marketing department recommendation that Space Ray production not exceed Zapper production by more than 350 dozen.

In lieu of purchasing plastic, if Galaxy considers scheduling overtime, we recommend that scheduling up to $1 \frac{2}{3}$ hours of overtime weekly will be profitable if total overtime costs do not exceed $\$ 24$ over the normal hourly wage rate. Using this overtime, the company should produce 300 dozen Space Rays and 400 Zappers weekly.

Production Recommendations with Additional Resources

| Additional Resource | Space Rays (doz.) | Zappers (doz.) | Weekly Profit |
| :--- | :---: | :---: | :---: |
| 150 pounds of plastic | 400 | 300 | $\$ 4700$ |
| 225 pounds of plastic | 525 | 175 | $\$ 5075$ |
| $1 \frac{2}{3}$ overtime hours | 300 | 400 | $\$ 4400$ |

These recommendations are based on changes in only one resource-plastic or overtime. The Student Consulting Group is available to analyze any combination of changes in plastic availability and overtime, changes in the marketing department's restrictions, or any other changes in the company's position. Please do not hesitate to call on us again for such analyses.

### 2.7 Models Without Unique Optimal Solutions-Infeasibility, Unboundedness, and Alternate Optimal Solutions

Not every linear programming model possesses a unique optimal solution. We already saw in Section 2.3 that when the objective function is parallel to a constraint, the problem can have more than one optimal solution. Under certain conditions, linear programming models may also have no feasible solutions at all, or they may have unbounded feasible regions giving the possibility of theoretically generating infinite profits. We now examine such situations.

## INFEASIBILITY

In some cases, a linear program possesses no feasible solutions whatsoever. For example, suppose that, in addition to the other constraints, management at Galaxy Industries wishes to produce at least 500 dozen Space Rays per week. This constraint is expressed as $X_{1} \geq 500$ and is illustrated in Figure 2.22. As you can see, there are no feasible points satisfying all the constraints.


FIGURE 2.22
Infeasibility-No Points Satisfy All Constraints

When infeasible models are detected by Fxcel Solver, the dialogue box shown in Figure 2.23 appears on the spreadsheet stating a feasible solution could not be found.

FIGURE 2.23
Infeasible Solution
Dialogue Box


On the one hand, infeasibility can occur because the problem has been misformulated at either the modeling or the data input stage, or, as was the case above, the problem may be modeled correctly but is overconstrained; management
has simply given the modeler a situation to which there is no solution. If infeasibility is detected, some of the constraints must be relaxed in order to obtain a feasible solution. Note that changing the objective function will never make an infeasible problem feasible.

## Infeasibility

A model that has no feasible points is an infeasible model.

## UNBOUNDEDNESS

Consider the model for Galaxy Industries depicted in Figure 2.24. The model is constrained only by the nonnegativity constraints and the marketing constraint that Space Ray production should not exceed Zapper production by more than 350 dozen per week ( $\mathrm{X}_{1}-\mathrm{X}_{2} \leq 350$ ). In this situation, the feasible region extends indefinitely, bounded only by the $X_{1}$ axis, the $X_{2}$ axis, and the functional constraint $\mathrm{X}_{1}-\mathrm{X}_{2} \leq 350$. Such a feasible region, which extends "forever" in a particular direction, is called an unbounded feasible region.

Problems with unbounded feasible regions may or may not possess optimal solutions. In Figure 2.24, we see that when the objective function line, MAXIMIZE $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$, is moved parallel outwardly through the feasible region, this gives ever-increasing objective function values. This is an example of a linear program with an unbounded solution.


FIGURE 2.24 Unbounded Feasible Region for $X_{1}-X_{2} \leq 350, X_{1} \geq 0$, $X_{2} \geq 0$. Problem is unbounded if objective function is MAX $8 X_{1}+5 X_{2}$; problem has an optimal solution $(0,0)$ if objective function is MIN $8 X_{1}+5 X_{2}$

When Excel's Solver detects that the model has an unbounded solution, the dialogue box shown in Figure 2.25 appears on the spreadsheet.

FIGURE 2.25
Unbounded Solution Dialogue Box

"The Set Cell values do not converge" is Excel's way of stating that the problem has an unbounded solution.

## Unbounded Solutions

A linear program with an unbounded solution is one in which feasible solutions exist but there is no bound for the value of the objective function.

For a linear program to have an unbounded solution, the feasible region must be unbounded. But the fact that the feasible region is unbounded does not necessarily imply that the linear program has an unbounded solution. We see in Figure 2.24 that if the objective function were MINIMIZE $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$, although the feasible region is unbounded, $(0,0)$ is the optimal point.

Linear programs with unbounded solutions are theoretically possible, but they do not occur in business situations. A business cannot make an infinite profit, or, in the case of a minimization problem, have an infinitely negative cost. If we determine that a linear programming formulation of a "real" business problem has an unbounded solution, a data entry error must have occurred or some constraint has been omitted from the formulation.

## Alternate Optimal Solutions

In Section 2.3 we pointed out that alternate optimal solutions to a linear programming model can exist when the objective function line is parallel to a constraint. When alternate optimal solutions exist, many software packages alert the user to this event and assist the user in determining some, if not all, additional optimal extreme points. Unfortunately, Solver does not explicitly indicate when alternate optimal solutions exist.

However, when the Allowable Increase (or Allowable Decrease) for an objective function coefficient is 0 , this usually indicates the existence of alternative optima. ${ }^{7}$ This condition indicates that if the objective function coefficient were increased (decreased) even slightly, Excel would generate a new optimal solution. Because of the change to the objective function coefficient, this new solution would have a slightly higher (lower) value of the objective function. The trick is to get Excel to generate this solution without increasing (decreasing) the value of an objective function coefficient. This can be done as follows.

## Generating Alternate Optimal Solutions with Excel

1. Observe that an Allowable Increase or Allowable Decrease for the objective function coefficient of some variable $X_{j}$ is 0 .
2. Add a constraint that sets the value of the objective function cell to the printed optimal value in that cell.
3. If the Allowable Increase $=0$, change the objective to MAXIMIZE $X_{j}$ by changing the target cell to the cell containing the value of $X_{j}$ and setting the Equal To bullet to Max.
If the Allowable Decrease $=0$, change the objective to MINIMIZE $X_{j}$ by changing the target cell to the cell containing the value of $X_{j}$ and setting the Equal To bullet to Min.
[^8]
## Galaxy Alt 1.xls

FIGURE 2.26
An Optimal Solution with Objective Function:
MAX $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$

FIGURE 2.27
Sensitivity Report for Model with Objective Function: MAX $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$

We illustrate the procedure for the Galaxy Industries model in which the objective function has been changed to MAXIMIZE $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$. Using this objective function, Solver generates the worksheet shown in Figure 2.26. Note that these show an optimal solution of 450 dozen Space Rays and 100 dozen Zappers, yielding an optimal profit of $\$ 4000$.


Step 1: We note in the Sensitivity Report in Figure 2.27, that there is an Allowable Decrease of 0 for the profit coefficient of Space Rays and an Allowable Increase of 0 for the profit coefficient for Zappers. Thus, we could choose MIN X or MAX X2 to generate an alternate optimal solution. We shall use the latter.


Step 2: Add the constraint that the value of the objective function (in cell D6) must equal 4000 to the Solver dialogue box. Go to Solver: Click ADD, enter the constraint as in Figure 2.28, and click OK.

FIGURE 2.28
Adding the Constraint That the Objective Function Value Must Remain 4000

FIGURE 2.29
Resetting the Target Cell to MAX $\mathrm{X}_{2}$

FIGURE 2.30
An Alternate Optimal Solution with Objective
Function MAX $8 \mathrm{X}_{1}+4 \mathrm{X}_{2}$


Step 3: Change the objective function to MAX $X_{2}$. Since $X_{2}$ is in cell C4, position the cursor in Set Target Cell and click on cell C4 as shown in Figure 2.29.


Clicking Solve gives the spreadsheet shown in Figure 2.30, reflecting a second optimal solution. This alternate optimal solution requires the production of 320 dozen Space Rays and 360 dozen Zappers. Notice that the solution has the same objective function value of $\$ 4000$.


### 2.8 A Minimization Problem

The Galaxy Industries problem is a typical example of a common linear programming model known as a product mix problem. In its simplest form, this type of problem has a maximization objective function and all " $\leq$ " functional constraints. That is, management is trying to maximize something, but limited amounts of resources are restricting it or holding it back.

The inverse of this type of problem is one in which the objective function is to be minimized and the constraints are of the " $\geq$ " variety. Problems with this structure have come to be known as diet problems. This is because finding a least cost diet that meets minimum nutritional standards was one of the earliest applications of linear programming, dating back to the World War II era. The following Navy sea ration problem is a simplified version of a diet problem.

## NAVY SEA RATIONS

The Department of the Navy has been downsizing and is looking for cost savings opportunities to meet mandated congressional budget cuts. One suggestion under consideration is to change the makeup of the content of Navy sea rations, the canned food supplies containing certain minimum daily requirement (MDR) of Vitamin A, Vitamin D, iron, and other nutrients, which combat troops carry into battle.

According to Texfoods, the current supplier of sea rations for the Navy, each two-ounce portion of its product supplies $20 \%$ of the required amount of Vitamin A, $25 \%$ of the MDR of Vitamin D, and $50 \%$ of the required amount of iron. Each portion costs the Navy $\$ 0.60$. Because all minimum standards must be met in each serving, the current sea ration container must contain 10 ounces of the Texfoods product (to meet the MDR of Vitamin A). This costs the Navy $\$ 3.00(=5 \times$ $\$ 0.60$ ) per serving.

The Navy is considering switching to another product from a different supplier, Calration. A two-ounce portion of Calration costs $\$ 0.50$ and provides $50 \%$ of the MDR of Vitamin A and $25 \%$ of the requirement of Vitamin D, but only $10 \%$ of the MDR for iron. Substituting the Calration product, the sea ration container would have to contain 20 ounces in order to meet the MDR for iron, costing the Navy $\$ 5.00$ ( $=10 \times \$ 0.50$ ) per serving.

One bright Navy lieutenant has suggested that a mixture of the two products might meet the overall standards at a lower cost than the current $\$ 3$ per serving. The Navy has never worried about the taste of sea rations; hence, mixing them, either by combining them or by packing a portion of each, is an acceptable alternative. The lieutenant has been given permission to evaluate the data.

## SOLUTION

The following is a brief synopsis of the problem posed by the lieutenant:

- Determine the amount of 2 -ounce portions of each sea ration product in the mix.
- Minimize the total cost of the sea rations.
- Meet the MDR for Vitamin A, Vitamin D, and iron.


## DECISION VARIABLES

The following decision variables must be included in the problem:

$$
\begin{aligned}
& X_{1}= \text { number of } 2 \text {-ounce portions of Texfoods product used in a serving } \\
& \text { of sea rations }
\end{aligned}
$$

$\mathrm{X}_{2}=$ number of 2 -ounce portions of Calration product used in a serving of sea rations

## OBJECTIVE FUNCTION

The objective is to minimize the total cost of a serving of sea rations. Since each 2ounce serving of Texfoods costs $\$ 0.60$ and each 2-ounce serving of Calration costs $\$ 0.50$, the objective function is:

MINIMIZE $.60 \mathrm{X}_{1}+.50 \mathrm{X}_{2}$

## CONSTRAINTS

Each 2-ounce portion of Texfoods product provides $20 \%$ of the MDR for Vitamin A; each 2 -ounce portion of the Calration product provides $50 \%$. If $\mathrm{X}_{1} 2$-ounce portions of Texfoods and $\mathrm{X}_{2} 2$-ounce portions of Calration are included in the sea rations, this would give $20 \mathrm{X}_{1}+50 \mathrm{X}_{2}$ percent of the MDR for Vitamin A. The constraint that at least $100 \%$ of the MDR of Vitamin A must be met can then be written as

$$
\begin{aligned}
& (\text { The total percent of Vitamin A) } \geq(100 \%) \\
& \qquad 20 X_{1}+50 X_{2} \geq 100
\end{aligned}
$$

Similar constraints for Vitamin D and iron, respectively, are:

$$
25 X_{1}+25 X_{2} \geq 100
$$

and

$$
50 X_{1}+10 X_{2} \geq 100
$$

Together with the nonnegativity constraints, this gives us the following linear programming model:

MINIMIZE $.60 \mathrm{X}_{1}+.50 \mathrm{X}_{2}$
ST

$$
\begin{aligned}
20 X_{1}+50 X_{2} & \geq 100 \\
25 X_{1}+25 X_{2} & \geq 100 \\
50 X_{1}+10 X_{2} & \geq 100 \\
X_{1}, X_{2} & \geq 0
\end{aligned}
$$

This problem is illustrated in Figure 2.31. Note that the feasible region is unbounded. Since the objective is to minimize the objective function, however, the objective function line is moved downward toward the origin, and the optimal point is $(1.5,2.5)$.


FIGURE 2.31
Navy Sea Rations-
Graphical Solution

## THE EXCEL SPREADSHEET

Figure 2.32 shows the Excel Spreadsheet and Solver Dialogue box for this model.

FIGURE 2.32
Spreadsheet for Navy
Sea Rations


The only cell programmed is the target cell D 7 giving the total cost. Its formula is dragged to cells D8, D9, and D10 to give the total Vitamin A, Vitamin D, and iron, respectively, in a serving.

In the Solver dialogue box we highlighted the MIN button, and in the Options box we checked, Assume Linear Model and Assume Non-Negative. Figure 2.33 gives the optimal spreadsheet for the model.

FIGURE 2.33
Optimal Spreadsheet for Navy Sea Rations

FIGURE 2.34
Sensitivity Report for Navy Sea Rations


## ANALYSIS OF EXCEL OUTPUT

## The Optimal Solution

From the spreadsheet in Figure 2.33 we see that the optimal solution is to mix 1.5 portions ( $=3$ ounces) of Texfoods product with 2.5 portions ( $=5$ ounces) of Calration product. This 8 -ounce mixture meets the MDR's for Vitamin D and iron (the binding constraints). The percentage of Vitamin A in the mixture is $20(1.5)+$ $50(2.5)=155 \%$, a surplus of $155 \%-100 \%=55 \%$ above the MDR for Vitamin A. The total cost per serving is $\$ 2.15$, an $\$ 0.85$, or $28.33 \%$ ( $=\$ 0.85 / \$ 3.00$ ), reduction in the cost of sea rations from the current $\$ 3$ level.

An additional benefit of this solution is the reduced quantity of sea rations a sailor must carry-from 10 ounces to 8 ounces per serving. This reduction in weight means a significant reduction in the fuel consumption required to transport the sea rations to the sailors. Given the large supply of sea rations purchased by the Navy, this adds up to a considerable cost savings.

Let us now analyze the output given on the Sensitivity Report shown in Figure 2.34.


## Reduced Costs

Because both decision variables are positive in the optimal solution, the reduced costs are zero. If one of the variables had been zero, then, for a minimization problem, increasing its value by one unit would increase the minimized value of the objective function; that is, the reduced cost for a minimization problem would be positive.

## Ranges of Optimality

From Figure 2.34, we can make the following observations regarding the ranges of optimality for 2 -ounce portions of the Texfoods and Calrations products. These are summarized in Table 2.7.

Table 2.7 Ranges of Optimality

| Unit Cost <br> for 2 oz. of | Current <br> Value | Allowable <br> Increase | Allowable <br> Decrease | Range of Optimality | Interpretation <br> (if no other changes are made) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Texfoods | $\$ 0.60$ | $\$ 1.90$ | $\$ 0.10$ | $\$ 0.50 \leftrightarrow \$ 2.50$ | If the cost of 2 oz. of Texfoods is between <br> $\$ 0.50$ and $\$ 2.50$, it is optimal to blend |
|  |  |  |  | 1.5 portions $(3$ oz.) of Texfoods with <br> 2.5 portions $(5$ oz.) of Calrations. |  |
| Calration | $\$ 0.50$ | $\$ 0.10$ | $\$ 0.38$ | $\$ 0.12 \leftrightarrow \$ 0.60$ | If the cost of 2 oz. of Calration is <br> between $\$ 0.12$ and $\$ 0.60$, it is optimal <br> to blend 1.5 portions $(3$ oz.) of |
|  |  |  |  | Texfoods with 2.5 portions (5 oz.) of <br> Calrations. |  |

## Shadow Prices and Ranges of Feasibility

Figure 2.34 also gives us information about the effect of the required percentages of Vitamin A, Vitamin D, and iron on the total cost of the mixture. These are summarized in Table 2.8.

Table 2.8 Shadow Prices and Ranges of Feasibility

| Nutrient | Shadow Price | Current Requirement | Allowable Increase | Allowable Decrease | Range of Feasibility | Interpretation (if no other changes are made) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Vitamin A | \$0.000 | 100\% | 55\% | Infinite | $-\infty \leftrightarrow 155 \%$ | As long as the mixture must contain less than $155 \%$ of the MDR for Vitamin A, the optimal total cost will remain $\$ 2.15$. |
| Vitamin D | \$0.019 | 100\% | 150\% | 23.91\% | 76.09\% ↔ 250\% | As long as the mixture must contain between $76.09 \%$ and $250 \%$ of the MDR for Vitamin D, the total cost of $\$ 2.15$ will increase (decrease) by $\$ 0.019$ for each $1 \%$ increase (decrease) in the required percent of MDR for Vitamin D from $100 \%$. |
| Iron | \$0.0025 | 100\% | 73.33\% | 60\% | $40 \% \leftrightarrow 173.33 \%$ | As long as the mixture must contain between $60 \%$ and $173.33 \%$ of the MDR for Iron, the total cost of $\$ 2.15$ will increase (decrease) by $\$ 0.0025$ for each $1 \%$ increase (decrease) in the required percent of MDR for Iron from $100 \%$. |

### 2.9 Integer Linear Programming (ILP) Models

Thus far we have focused on the formulation and analysis of linear programming problems that allow decision variables to take on a continuous range of values within the confines of the other constraints. For many models, however, some or all of the decision variables make sense only if they are restricted to integer values. These are known as integer linear programming (ILP) models. The number of aircraft United Airlines will purchase this year from McDonnell-Douglas; the number of machines needed for production at Galaxy Industries; the number of trips a company president will take to potential new markets in the Pacific Rim; the number of police personnel to be assigned to the night shift in Portland, Ore-gon-these are all examples of integer decision variables.

## WHEN ARE INTEGER VARIABLES REQUIRED?

It is easy to reason that decision variables expressed in pounds, inches, hours, acres, and the like, need not be restricted to integers. But even if a decision variable represents airplanes, televisions, or desks, depending on the context of the problem, it still may not be necessary to require that these variables take on integer values.

For example, an integer requirement would be essential for the number of MD-11 aircraft McDonnell-Douglas sells to United Airlines. However, the number of MD-11s McDonnell-Douglas produces in a year need not necessarily be an integer. If McDonnell-Douglas's optimal annual production of MD-11s were 24.37 , the .37 or an aircraft would be considered work in progress to be completed at a later date. Thus, when determining whether or not a variable should be inte-ger-valued, we should ask, "Does the model represent a one-time decision or an ongoing operation?"

## Designating Integer Variables in Excel

It is easy to designate variables as "Integer" when using Excel Solver by using the Add Constraint dialogue box. In the Cell Reference section we denote the cells containing the variables that must be integer. Then we use the pull down menu in the middle input area and select "int." Solver will then print "integer" in the Constraint side of the box (see Figure 2.35).


The integer constraints will appear in the Subject to the Constraints section of the Solver dialogue box. To generate the optimal integer solution we click

Solve

You may notice, particularly for larger problems, that it takes Solver longer to generate the optimal solution when there are integer variables than it would if no integer variables were present. More computation time is required when integer

FIGURE 2.36
Dialogue Box Indicating No Sensitivity Information for Integer Models
variables are present because the solution procedure Solver uses actually solves many linear programming models just to generate the one optimal integer solution. Furthermore, when we select the Sensitivity Report option, once Solver has determined the optimal solútion the box shown in Figure 2.36 appears.

Sensitivity Report and Limits Report are not meaningful for problems with integer constraints.

## Rounding

Because of the longer computation times and the lack of sensitivity analyses, it may be worthwhile to solve the model as a linear programming model and round the noninteger solution. However, the rounded solution may be infeasible. Even if the rounded solution is feasible, there is no way of telling whether it is the optimal integer solution.

## DIFFICULTIES WITH MODELS REQUIRING INTEGER VARIABLES

Why is it important to designate whether or not a variable is required to be inte-ger-valued? It might seem that restricting variables to integers would actually simplify the solution process, since a finite ${ }^{x}$ number of integer points exist, compared to an infinite number for linear programming models.

But, alas, much is lost when integer requirements are imposed. Compared to linear programming solution methods, unless the problem has some special structure (such as the network problems we will discuss in Chapter 4), algorithms for solving models with integer-valued decision variables are more complex, require much more computation time, and as we have seen, do not yield valuable sensitivity analysis information. Hence, if an integer programming formulation is not essential, it may be worthwhile to keep a linear programming structure. Thus when rounding is done, one of three situations will occur.

## Possible Outcomes from Rounding to Integer Values

1. The rounded point may be infeasible.
2. The rounded point may be feasible but not optimal.
3. The rounded point may be the optimal point.

So is rounding ever done? The answer to this question is an emphatic, "yes," particularly if the values of the positive decision variables are relatively large and the values of the objective function coefficients are relatively small. For example, suppose a producer of multiple vitamins used linear programming to determine the production quantities of 50 -tablet, 100 -tablet, and 500 -tablet bottles to be

[^9]produced during a production run. If the unit profits for these items are $\$ 1.20$, $\$ 1.75$, and $\$ 4.80$, respectively, and the linear program indicates that $12,253.43$, $34,876.90$, and $22,623.47$ bottles, respectively, should be produced, then rounding these quantities will have little effect on either the value of the objective function or the viability of the constraints.

Of course, the feasibility of any rounded solution should be checked. If the rounded solution does, in fact, violate some constraints, we need to determine whether the violations are significant. For instance, in the vitamin example, suppose one constraint is a marketing restriction requiring that no product is to account for more than $50 \%$ of production. If the above solution were rounded to 12,25350 -tablet bottles, 34,877100 -tablet bottles, and 22,623500 -tablet bottles, the proportion of 100 -tablet bottles would now be $50.001 \%$-is this so terrible?

On the other hand, if rounding yields a solution that is simply not possible (there is just not enough of a particular resource to achieve this solution), the rounded solution would have to be altered. In this case, a trial-and-error approach might be used.

Although rounding and using trial and error is not guaranteed to produce the true optimal integer solution, it frequently yields a "pretty good" solution. It is important to check the difference between the objective function values of the optimal LP solution and the result of rounding using trial and error. If the difference is small, it may not be worthwhile to use an integer programming optimization procedure that could tie up computer resources for long periods with no guarantee that the optimal result would be better or even different.

## AN ILP MODEL

To illustrate these concepts, consider the problem faced by Boxcar Burger Restaurants.

## BOXCAR BURGER RESTAURANTS

Boxcar Burger is a new chain of fast-food establishments planning to expand to locations in and around the Washington, D.C., area. Although the food is of high quality and geared to today's health concerns, the main attraction is the boxcar motif. In downtown locations, the interiors of former office buildings are decorated to resemble the inside of a boxcar, while at suburban locations, fast-food sites are remodeled into Boxcar Burger restaurants by using actual boxcars.

The company has $\$ 27$ million available for the expansion. Each suburban location requires a $\$ 2$ million investment, and each downtown location a $\$ 6$ million investment. It is projected that, after expenses, the net weekly profit generated by suburban locations open 24 hours per day will average $\$ 12,000$. The downtown locations will be open only 12 hours per day, but because of the extremely high customer volume during the workweek, projections indicate that net weekly profits will average $\$ 20,000$. The company wishes to open at least two restaurants downtown.

Boxcar Burger currently employs 19 managers to run the restaurants. Each suburban location will require three managers for its 24 -hour per day operation, whereas the company feels it can get by with just one manager for each downtown location.

Boxcar Burger would like to determine how many restaurants it should open in suburban and downtown Washington, D.C., locations in order to maximize its total net weekly profit.

## SOLUTION

The following is a brief synopsis of the problem facing Boxcar Burger:

- Boxcar Burger must decide how many suburban and downtown locations to open in the Washington, D.C., area.
- It wishes to maximize its total average net weekly profits.
- Boxcar Burger's total investment cannot exceed $\$ 27$ million.
- At least two downtown restaurants are to be opened.
- No more than the current 19 managers can be assigned.


## DECISION VARIABLES

Let,
$X_{1}=$ number of suburban Boxcar Burger restaurants to be opened
$\mathrm{X}_{2}=$ number of downtown Boxcar Burger restaurants to be opened

## OBJECTIVE FUNCTION

The objective is to maximize total average net weekly profits:

$$
\operatorname{MAX} 12,000 X_{1}+20,000 X_{2}
$$

## CONSTRAINTS

The following constraints apply:

1. The total investment cannot exceed $\$ 27$ million. In $\$ 1,000,000$ 's this can be written as

$$
2 \mathrm{X}_{1}+6 \mathrm{X}_{2} \leq 27
$$

2. The number of downtown restaurants is at least 2 :

$$
X_{2} \geq 2
$$

3. The number of managers needed cannot exceed 19:

$$
3 X_{1}+X_{2} \leq 19
$$

## THE MATHEMATICAL MODEL

Clearly, the number of restaurants opened must be an integer. Thus, the complete mathematical programming formulation for the Boxcar Burger problem is:

MAX $12,000 \mathrm{X}_{1}+20,000 \mathrm{X}_{2}$
ST

$$
\begin{array}{ll}
2 \mathrm{X}_{1}+ & 6 \mathrm{X}_{2} \leq 27 \\
& \mathrm{X}_{2} \geq 2 \\
3 \mathrm{X}_{1}+\ldots & \mathrm{X}_{2} \leq 19
\end{array}
$$

$$
X_{1}, X_{2} \geq 0 \text { and integer }
$$

To solve this model we shall use the spreadsheet shown in Figure 2.37.

FIGURE 2.37 Spreadsheet for Boxcar Burger


The target cell (D7), is programmed to give the total average net weekly profit as shown in Figure 2.37. We then drag this formula to cells D8, D9, and D10 to give the total investment (in $\$ 1,000,(000$ 's), the total number of downtown restaurants, and the total number of managers required, respectively. Note that since the constraints are not ordered by type (i.e., the two " $\leq$ " do not follow one another), we add them one at a time, each time clicking the Add button in the Solver dialogue box.

We also click in the Options box and check, Assume Linear Model and Assume Non-Negative.

Clicking Solve in the Solver dialogue box results in the spreadsheet in Figure 2.38 , showing that it is optimal to open four suburban restaurants and three downtown restaurants, netting the company a total average weekly profit of $\$ 108,000$.


FIGURE 2.38
Solution to Boxcar Burger Model

## A Graphical Analysis

Figure 2.39 shows that the feasible region for the integer model is the set of 13 integer points that fall within, the linear programming feasible region. Thus, the objective is to determine which of these 13 feasible points gives the highest value for the objective function. For a small problem like this one, we could simply enumerate all 13 points shown on the graph, substitute their values into the objective function, and select the one giving the highest value. However, for larger problems, the number of feasible points can be in the thousands, millions, or even billions, and simply identifying all feasible points is itself quite a task. Thus, a total enumeration approach is impractical.


FIGURE 2.39
Integer Points in the Linear Programming Feasible Region. The optimal ILP solution is not one of the rounded solutions.

Let us consider the rounding approach. If the model is solved as a linear programming model, ignoring the integer constraints, the optimal solution is $\mathrm{X}_{1}=57 / 16, \mathrm{X}_{2}=211 / 16$, giving an optimal weekly profit of $12,000(57 / 16)+$ $20,000(211 / 16)=\$ 119,000$. If both fractions are rounded up, the integer solution attained is $X_{1}=6, X_{2}=3$. If the solution is rounded off to the nearest whole number, the integer solution generated is $X_{1}=5, X_{2}=3$. From Figure 2.39, we see that neither of these points is in the linear programming feasible region; that is, each violates at least one of the functional constraints. If, however, both fractions are rounded down, the resulting integer solution is $\mathrm{X}_{1}=5, \mathrm{X}_{2}=2$. While this solution gives a "relatively good" objective function value of $12,000(5)+20,000(2)=$ $\$ 100,000$, this falls $\$ 8000$ short of the $\$ 108,000$ generated by the optimal integer point of $X_{1}=4, X_{2}=3$.

We note two things from this discussion. First, in this case, no form of rounding gave the optimal integer solution. Second, the profit generated by the optimal integer solution is less than that of the optimal solution to the linear model. This is because although the integer linear program (ILP) model has the same functional constraints as the LP, it is more constrained by the addition of the two integer constraints: $X_{1}=$ integer and $X_{2}=$ integer.

## Lack of Sensitivity Analysis

As we have mentioned, one of the ILP's biggest drawbacks is its lack of sensitivity analyses. For example, suppose we wished to find the range of values for the profit of suburban restaurants (currently $\$ 12,000$ ) which keeps the optimal ILP solution the same $\left(X_{1}=4\right.$, and $\left.X_{2}=3\right)$. If we connect the feasible integer points that are
"farthest out" in all possible directions," we can then attempt to apply the graphical techniques discussed in Section 2.5 to find the ranges of optimality for the objective function coefficients.

From Figure 2.40, we can reason that the point $(4,3)$ will remain the optimal point as long as the objective function coefficients yield a slope between $-1 / 3$ (the slope of the line between $(1,4)$ and $(4,3)$ ) and -1 (the slope of the line between $(4,3)$ and $(5,2))$. You can verify that this implies that the range of optimality for the average weekly profit for suburban restaurants is between $\$ 6333.33$ and $\$ 20,000$ and that for downtown restaurants it is between $\$ 12,000$ and $\$ 36,000$.


FIGURE 2.40
Boxcar Burger-Connecting the "Farthest Out" Points

The difficulty with this analysis is that we would have to know the "farthestout" integer points, which itself is a computationally complex problem. Furthermore, the slope of the lines connecting these points usually has no relationship to the slopes of the lines formed by the functional constraints. In this model, for example, the slope of one of the lines restraining the objective function is -1 . No functional constraint has this slope. The other restraining line has a slope of $-1 / 3$, which is only coincidentally the slope of the first functional constraint line.

Integer linear programming offers no parallel to shadow price analysis. In linear programming, a shadow price of $\$ 10$ for a resource implies that the marginal improvement for each extra unit of the resource is $\$ 10$, as long as the change occurs within the resource's range of feasibility. Two extra units of the resource would improve the objective function $\$ 20$, and half an extra unit would improve it by $\$ 5$. This is not the case for integer models, however. For example, in the Boxcar Burger model, consider the constraint for investment:

$$
2 \mathrm{X}_{1}+6 \mathrm{X}_{2} \leq 27(\$ 1,000,000 ’ \mathrm{~s})
$$

Figure 2.41 shows that increasing the amount of investment will have no effect on the optimal solution until the investment equals $\$ 28$ (million), an increase of $\$ 1$ (million). Thus, if an extra $\$ 999,999.99$ is invested, the optimal solution is still $X_{1}=4, X_{2}=3$, with a total average weekly profit of $\$ 108,000$. Then with the next penny, the right-hand side of the investment constraint increases to $\$ 28$ (million) and the optimal ILP solution becomes $\mathrm{X}_{1}=5, \mathrm{X}_{2}=3$. This results in a total average weekly profit of $12,000(5)+20,000(3)=\$ 120,000$. Thus, for the first

[^10]FIGURE 2.41
Boxcar Burger Investment Constraint Changed to: $2 X_{1}+6 X_{2} \leq 28$

$\$ 999,999.99$ of additional investment, no additional profit is made; then with the next penny, there is an increase in profit of $\$ 12,000$ per week!

This example points out that there is no pattern to the disjoint effects of changes to the objective function and right-hand side coefficients. When do changes occur, they occur in big "steps," rather than the smooth, marginal changes experienced in linear programming. Thus, unfortunately, when we contemplate changes in either objective function coefficients or right-hand side values, re-solving the problem is usually the only viable means for determining the resulting effect.

### 2.10 Algebraic Solution Approaches for Solving Linear Models

In this chapter we have presented examples with only two decision variables so that we could motivate the discussion of linear and integer programming concepts graphically. However, Excel, as well as all other linear programming packages, can be used to solve problems with any number of variables and constraints, limited only by the capacity of the program and your computer.

But, of course, these packages do not solve the problems by drawing graphs and moving objective function lines until the last point of the feasible region is touched. Instead, these problems are solved algebraically. The most common solution procedure for linear programming models is the simplex method, first proposed by Dr. George Dantzig, circa 1947. In this approach, an extreme point is generated and evaluated for optimality. If it is found not to be optimal, using a simple but tedious procedure of adding multiples of one constraint equation to the others, an adjacent extreme point is generated with an improved value of the objective function. This process is repeated until it is determined that the last extreme point generated is optimal. The simplex method is the one used by Excel Solver to solve linear programming models. The details of this approach are outlined in Supplement CD3 on the accompanying CD-ROM.

Another method, proposed by Narendra Karmarkar circa 1985, first generates an interior point and then makes a series of movements to other interior points closer to the boundary. Ultimately, it approaches the optimal extreme point of the feasible region. This method is far more complex than the simplex method, but for
many larger models, it has been shown to generate optimal solutions in a fraction of the time of the simplex method.

Various approaches may also be used to solve linear models with integer variables. Virtually all involve adding more and more linear constraints to the original set of functional constraints. Each time a new constraint is added, the problem is re-solved as a linear program and the optimal solution is checked for integrality. If it is not integer-valued, more constraints are added.

In one method, known as the cutting plane approach, each added constraint is guaranteed to be satisfied by all integer points in the original feasible region. A more popular solution method, however, is the branch and bound approach which is discussed in detail in Supplement CD4 on the accompanying CD-ROM. In this approach, when an optimal solution to a linear programming model has one or more noninteger variables, two new "branches" of the model are explored. In each branch a new constraint dealing with one of the noninteger variables is added, making the last optimal solution infeasible.

For example, in the Boxcar Burger model, the optimal solution to the linear model without integer constraints was $\mathrm{X}_{1}=57 / 16, \mathrm{X}_{2}=211 / 16$. We could now concentrate on $\mathrm{X}_{1}$ and generate two new linear programming models. One would add $X_{1} \geq 6$ to the current set of constraints, and the other would add $X_{1} \leq 5$ to the current set of constraints. Both of these new models would then be solved as linear programs with their optimal solutions checked for integer values. If the optimal solution to either or both still had noninteger values, the process would then be repeated.

### 2.11 Summary

In this chapter we have introduced the concepts of building simple linear models (both with and without integer restrictions for the decision variables) and have shown how to solve linear models using the Solver feature from the Tools menu of Excel. We have pointed out that the linear approach can be used to model a variety of business situations. Additional examples having greater complexity are discussed in detail in Chapter 3.

For models without integer restrictions we have discussed the value of the information generated from Solver's Sensitivity Report, including:

| Reduced Cost | The amount a variable's objective function <br> coefficient must change in order for it to become <br> positive in the optimal solution. It is also the <br> amount the objective function value will be affected <br> by increasing this variable by one unit. |
| :--- | :--- |
| Range of Optimality | The range of values for an objective function <br> coefficient such that the optimal solution does not <br> change. |
| The per unit change to the optimal objective |  |
| function value when a right-hand side value |  |
| changes within its range of feasibility. If the |  |
| resource's cost is included in the calculation of the |  |
| objective function coefficients, the shadow price |  |
| will represent a "premium" value beyond the |  |
| current price of the resource. |  |

No sensitivity information is generated from the solution to integer models.

An important theoretical concept in linear programming is that of complementary slackness. For objective function coefficients, this principle states that, at optimality, either the value of a variable is 0 or its reduced cost is 0 . For right-hand side coefficients, the complementary slackness principle states that, at optimality, either there is no slack (or surplus) on a given constraint or the value of the shadow price is 0 .

For linear models with integer variables, the optimal integer solution is not always the one generated by rounding the optimal solution to the linear programming model. In fact, the rounded solution may not even be feasible. Instead, methods for solving integer models usually involve repeatedly solving linear models. Because of the time and complexity involved to solve integer models, it is often advantageous to solve the models as linear programming models absent the integer restrictions. Rounding and using trial error usually leads to a good, if not optimal, integer solution.

## On the CD-ROM

- Excel spreadsheet for a trial-and-error approach to solving linear programming models
- Excel spreadsheets for solving basic linear programming models
- Excel spreadsheet for determining alternate optimal solutions
- Excel spreadsheet for solving integer linear programming models
- Duality
- The Simplex Method
- Branch and Bound Algorithms for Integer Linear Programming Models
- Problem Motivations
- Problems 41-50


## Barnes.xls

Galaxy.xls
Navy Sea Rations.xls
Galaxy Alt $1 . x$ ls

Boxcar.xls

Supplement CD2
Supplement CD3
Supplement CD4

Problem Motivations
Addition Problems/Cases

## LProblems

Problems 1-30 can be formulated as linear programming models.
Problems 31-40 require the use of integer variables. Most problems in these exercises require only two decision variables so that they may be solved graphically or using Excel. In Chapter 3 we focus on more complex problems requiring more than two decision variables.

1. PRODUCT PRODUCTION. Kite ' $N$ String manufactures old-fashioned diagonal and box kites from high-strength paper and wood. Each diagonal kite, which nets the company a $\$ 3$ profit, requires 8 square feet of paper and 5 linear feet of wood (including waste). Box kites net a $\$ 5$ profit and, including waste, require 6
square feet of paper and 10 linear feet of wood. Each is packaged in similar boxes. This week Kite 'N String has 1500 boxes and capacity to tailor 10,000 square feet of paper and 12,000 linear feet of wood for kite production. How many of each type of kite do you recommend Kite ' N String produce this week?
2. MANUFACTURING. Golden Electronics manufactures several products, including 45 -inch GE45 and 60-inch GE60 televisions. It makes a profit of \$50 on each GE45 and $\$ 75$ on each GE60 television produced. During each shift, Golden allocates up to 300 man-hours in its production area and 240 man-hours in its assembly area to manufacture the televisions. Each GE45 requires two man-hours in the production area
ne man-hour in the assembly area, whereas each requires two man-hours in the production area ree man-hours in the assembly area.
hat production levels of GE45 and GE60 television s optimize the expected profit per shift? What is optimal expected profit per shift? hat is the shadow price for extra assembly hours? erpret. ould the optimal solution change if the unit profit GE60 televisions were increased to (i) $\$ 135$ ? (ii) 00:
UFACTURING. Suppose that management at n Electronics (see problem 2) has decided to do ive testing on every television manufactured to e its quality standards. Fach GE45 television will e inspection time of 30 minutes and each GE60 ion 45 minutes.
formulate the linear program for television duction for Golden Electronics if management de available 80 hours for quality control pections during each production run.
ve an optimal solution that manufactures as many E60 television sets as possible.
ve an optimal solution that manufactures exactly ee times as many CE. 45 television sets as GE60 evision sets during a shift.
UFACTURING. Compaids, Inc. manufactures pes of slide-out keyboard trays for use with nal computers. Model C15 is designed for desktop can stand alone, or it can fit under a desktop CPU nitor. Model UN8 is designed to be mounted neath a desk with screws. Both units are factured from laminated particle board supplied by adustries and use two slide assemblies purchased Corrigation, Inc. The following table summarizes oolesale selling price and requirements for each ard tray.

| Selling <br> Price | Cost of <br> Screws | Particle <br> Board | Production <br> Time |
| :---: | :---: | :---: | :---: |
| $\$ 11.10$ | $\$(0.40$ | 8 sq. ft | 4 min. |
| $\$ 12.40$ | $\$(0.9()$ | 5 sq. ft. | 6 min. |

ch week, SSS can sell Compaids up to 15,000 feet of laminated particle at $\$ 0.40$ per square foot, ompaids can purchase up to 4500 slide assemblies Corrigation at $\$ 0.75$ each. Screws are in abundant and do not restrict production. Up to five paids workers, working eight hours a day, five days $k$, can be assigned to the production of the ard trays; however, their labor costs are considered costs.
ow that the net unit profit for the model C15 and N 8 , excluding the sunk labor costs, are $\$ 6$ and $\$ 8$, pectively.
Ive for the optimal weekly production quantities, en the limits on laminated particle board, slide emblies, and production time.
c. If 200 additional slide assemblies were made available each week, what is the most Compaids should consider paying for the 200 slide assemblies?
d. If one additional worker were made available, explain why the shadow prices would change.
e. What is the maximum selling price for the model C15 units for which the optimal weekly production schedule, found in part (b), remains unchanged?
5. MANUFAC'TURING. Anderson \& Blount (A\&B) Woodworks makes tables and chairs from 30 -inch wide mahogany sheets that it purchases by the linear foot. It can purchase whatever mahogany it desires for $\$ 10$ per linear foot up to 2250 linear feet per week. Each table requires 9 linear feet and each chair 3 linear feet (including waste). Each chair also utilizes a soft cushion. Up to 500 cushions can be purchased each week for $\$ 25$ each. Other required hardware (supports, braces, nuts, bolts, etc.) averages $\$ 45$ for each table and $\$ 25$ for each chair. A\&B sells the tables to retailers for $\$ 300$ each and each chair for $\$ 150$ each.

The 10 craftsmen employed by A\&B are salaried workers. Their wages of $\$ 800$ each per week as well as the $\$ 5000$ per week in rent, insurance and utility costs are all considered fixed costs. ' $o$ produce a table requires 1 hour of a craftsmen's time, whereas each chair requires only 36 minutes. Each craftsman averages 37.5 productive work-hours per week. Company policy mandates that the ratio of chairs to tables must be between 4 to 1 and 6 to 1 .
a. Develop a linear programming model for $A \& B$. The objective function should maximize its gross weekly profit (gross revenue less the variable costs of wood, cushions and other materials). Express the feasible region by the nonnegativity constraints and a set of five functional constraints (wood and cushion availability, the minimum and maximum chair to table ratios, and the maximum weekly production time).
b. Solve for A\&B's optimal weekly production schedule of tables and chairs. What is the optimal gross weekly profit? What is the optimal net weekly profit (gross weekly profit less the fixed labor, rent, insurance and utility costs)?
c. Determine and interpret the shadow prices for:
i. linear feet of mahogany
ii. cushions
iii. production hours
6. ADVERTISING. Print Media Advertising (PMA) has been given a contract to market Buzz Cola via newspaper ads in a major Southern newspaper. Full-page ads in the weekday editions (Monday through Saturday) cost $\$ 2000$, whereas on Sunday a full-page ad costs $\$ 8000$. Daily circulation of the newspaper is 30,000 on weekdays and 80,000 on Sunday.

PMA has been given a $\$ 40,000$ advertising budget for the month of August. The experienced advertising executives at PMA feel that both weekday and Sunday newspaper ads are important; hence, they wish to run
the equivalent of at least eight weekday and at least two Sunday ads during August. (Assume that a fractional ad would simply mean that a smaller ad is placed on one of the days; that is, 3.5 ads would mean three full-page ads and one one-half page ad. Also assume that smaller ads reduce exposure and costs proportionately.) This August has 26 weekdays and 5 Sundays.
a. If the objective is to maximize cumulative total exposure (as measured by circulation) for the month of August, formulate and solve a linear program to determine the optimal placement of ads by PMA in the newspaper during August. Comment on the validity of the "no interaction" assumption of linear programming for this model.
b. Explain why the constraints on the maximum number of weekday ads and the maximum number of Sunday ads are both redundant.
c. Suppose the minimum restriction for Sunday ads were eliminated. What would be the new optimal solution? What would be the reduced cost for Sunday ads?
7. PRODUCTION. Wilson Manufacturing produces both baseballs and softballs, which it wholesales to vendors around the country. Its facilities permit the manufacture of a maximum of 500 dozen baseballs and a maximum of 500 dozen softballs each day. The cowhide covers for each ball are cut from the same processed cowhide sheets. Fach dozen baseballs require 5 square feet of cowhide, including waste, whereas each dozen softballs require 6 square feet. Wilson has 3600 square feet of cowhide sheets available each day.

Production of baseballs and softballs includes making the inside core, cutting and sewing the cover, and packaging. It takes about one minute to manufacture a dozen baseballs and two minutes to manufacture a do $\%$ en softballs. A total of 960 minutes is available for production daily.
a. Formulate a set of linear constraints that characterize the production process at Wilson Manufacturing and draw a graph of the feasible region.
b. Wilson is considering manufacturing either 300 dozen baseballs and 300 dozen softballs or 350 dozen baseballs and 350 dozen softballs. Characterize each of these solutions as an interior point, extreme point, or infeasible point and explain why, regardless of Wilson Manufacturing's objective, neither could be an optimal solution.
c. If Wilson estimates that its profit is $\$ 7$ per dozen baseballs and $\$ 10$ per dozen softballs, determine a production schedule that maximizes Wilson's daily profit.
8. MATERIAL BLENDING. Missouri Mineral Products (MMP) purchases two unprocessed ores from Bolivia Mining, which it uses in the production of various compounds. Its current needs are for 800 pounds of copper, 600 pounds of zinc, and 500 pounds of iron. The amount of each mineral found in each 100 pounds of the unprocessed ores and MMP's cost per 100 pounds are given in the following table.

| Ore | Copper | Zinc | Iron | Waste | Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| La Paz ore | 20 | 20 | 20 | 40 | $\$ 100$ |
| Sucre ore | 40 | 25 | 10 | 25 | $\$ 140$ |

a. Formulate and solve a linear program to determine the amount of each ore that should be purchased in order to minimize total purchasing costs.
b. Calculate and interpret the range of optimality for the cost of 100 pounds of each unprocessed ore.
c. Suppose the cost of Sucre ore was $\$ 250$ per 100 pounds. Why would the solution in part (a) not be optimal? What is the reduced cost for Sucre ore in this case? Explain.
d. Calculate and interpret the shadow prices and the range of feasibility for the requirements for copper, zinc, and iron.
e. Suppose a constraint were added that required that waste be limited to a maximum of 1000 pounds. Characterize this revised problem.
9. BLENDING. Ocean Juice produces both a cranberry juice cocktail and a raspberry-cranberry blend. Each day Ocean Juice can receive up to 1000 gallons of a raspberry concentrate that costs $\$ 2.00$ per gallon and up to 4000 gallons of a cranberry concentrate that costs $\$ 1.20$ per gallon. Purified water, which is in unlimited supply, costs Ocean Juice $\$ 0.08$ per gallon. The cranberry juice cocktail is $25 \%$ cranberry concentrate and $75 \%$ water. The raspberry-cranberry blend is $20 \%$ raspberry concentrate, $15 \%$ cranberry concentrate, and $65 \%$ water.

The juices are bottled in glass quart containers costing $\$ 0.05$ each. Other costs including labor and packaging amount to $\$ 0.15$ per quart for the cranberry juice cocktail and $\$ 0.18$ per quart for the raspberrycranberry blend. The minimum daily required production is 10,000 quarts of cranberry juice cocktail and 8000 quarts of the raspberry-cranberry blend. The total daily production capacity is 50,000 quarts. Ocean Juice sells the cranberry juice cocktail to stores for $\$ 0.75$ per quart and the raspberry cranberry blend for $\$ 0.95$ per quart.
a. What is its optimal daily production schedule and daily profit?
b. How much should Ocean Juice be willing to pay for:
i. An extra quart of production capacity?
ii. Extra gallons of raspberry concentrate?
iii. Extra gallons of cranberry concentrate?
10. DIET PROBLEM. Charley Judd is a salesman for Futura Farm Foods, which is currently marketing a feed for dairy cattle called Moo Town Buffet. On a recent visit to Norfolk, Nebraska, Charley called on Dan Preston, a successful dairy farmer with a herd of 100 dairy cattle.

Dan's success is due in part to a rigid diet he feeds his cattle. In particular, each cow receives a daily minimum of 100 units of calcium, 20,000 calories, and 1500 units of protein. To accomplish this regimen, Dan has been giving his cattle Cow Chow Feed. Each ounce costs
\$0.015 and supplies 1 unit of calcium, 400 calories, and 20 units of protein. In contrast, each ounce of the Moo Town Buffet Feed would cost Dan $\$ 0.020$ and supply 2 units of calcium, 250 calorics, and 20 units of protein.
a. How much is Dan Preston currently spending to feed a dairy cow each day using Cow Chow?
b. Why would Charley Judd not be successful in persuading Dan Preston to abandon his use of Cow Chow and switch exclusively to Moo Town Buffet?
c. Charley is a resourceful salesman, and he has offered Dan a plan to mix Cow Chow and Moo Town Buffet. The result would be a lower overall cost to Dan for a feed mixture that meets the minimum calcium, calorie, and protein requirements, and a sale for Charley. What overall mix should Charley recommend to minimize Dan's overall feeding cost per cow? How much would Dan Preston save daily by feeding his 100 cattle the mixture recommended by Charley Judd?
11. TOY PRODUCTION. J\&J Toy Company produces two dolls that are popular with young girls, the male Jack doll and the female Jill doll. Both dolls are made from plastic and come with a variety of outfits in standard packages. The Jack doll is slightly larger requiring 4 ounces of plastic as compared to 3.5 ounces for the Jill doll. Because the Jill doll is packaged with more clothes, it uses 2 linear feet of cloth as compared to only 1 linear foot of cloth for the clothes packaged with the Jack doll. Due to the popularity of the Jill doll, it is priced to net a unit profit of $\$ 7$ on each doll while each Jack doll only nets a profit of $\$ 5$. In a typical week $\mathrm{J} \& \mathrm{~J}$ will have the following resources:

- 4200 square feet of cloth for clothes
- 600 pounds of plastic
- production time to make at most 3000 dolls

What production quantities do you recommend for weekly production of Jack and Jill dolls? What is the expected weekly profit?
12. AGRICULTURE. Frank Hurley is a farmer with 250 acres on which he wishes to plant wheat and corn to maximize his expected return for the season. For crop rotation purposes he must plant at least 50 acres of each crop. He can participate in a federal program that will require him to produce at least as much wheat as corn. Under this program, he is guaranteed to earn $\$ 150$ per acre of wheat planted and $\$ 200$ per acre of corn planted. Alternatively, he can opt not to participate in the program, in which case he projects he would make only $\$ 125$ per acre of wheat planted and $\$ 184$ per acre of corn planted. What would you recommend to Frank?
13. RECYCLING. Alpine Attic is the charity sponsored by local Episcopal churches in Denver, Colorado. Literally thousands of items, including televisions and stereos, are donated each year, most in need of repair. When Alpine Attic receives either a television or a stereo, it determines whether it can be sold "as is" or should be scrapped for parts. Those not sold "as is" are sent directly to JKL Electronics, whose owner, John K.

Lucas, is a deacon at St. Paul's Episcopal Church. In addition to his primary business, each month John donates 45 hours of an electrician's time and 30 hours of a technician's time to rebuild and test televisions and stereos for Alpine Attic. In addition to a tax write-off, he feels rewarded by helping out his church.

The recycled televisions and stereos typically sell for $\$ 50$ and $\$ 30$ each at the Alpine Attic Thrift Store. Each recycled television averages 90 minutes of an electrician's time to rebuild and 30 minutes of a technician's time to test, whereas each stereo averages 30 minutes of an electrician's time to rebuild and 60 minutes of a technician's time to test. What is the best use of the electrician's and technician's time to help Alpine Attic realize its optimal profit each month?
14. POLITICAL CAMPAIGNING. Bob Gray is running for a seat in the House of Representatives from a very competitive district in Atlanta, Georgia. With six days to go in the campaign, he has 250 volunteers who can be assigned to either phone banks or door-to-door canvassing. The average time he expects a volunteer to spend on the campaign is 25 hours.

The campaign manager can staff 20 telephones from 8:00 A.M. to 10:00 P.M. each day. On the average, 30 voters can be reached by phone contact each hour, whereas only 18 voters can be reached each hour by door-to-door canvassing. However, Bob wants at least one-third of the remaining volunteer hours to be used for personal door-to-door contacts and at least 15 phones to be used on a continuous basis during the remaining days of the campaign.
a. How many volunteer hours should be allocated to phone contacts and how many to door-to-door canvassing if Bob wishes the maximum number of voters to be contacted during the final six days of the campaign?
b. Suppose Bob's campaign manager feels that door-todoor contacts are twice as valuable in terms of swaying voter opinion as phone contacts. How many volunteer hours should be allocated to phone contacts and how many to door-to-door canvassing if Bob wishes to maximize the "value" of the contacts during the final six days of the campaign?
15. ADVERTISING. Intronix uses copy editors, computer graphics specialists, and Java programmers to produce ads for magazines and the Internet. The average new ad for magazines typically requires 180 hours of a copy editor's time and 135 hours of a computer graphics specialist's time, whereas ads produced for the Internet require 35 hours of copy editor time, 195 hours of computer graphics time, and 60 hours of a Java programmer's time.

Lassie Foods, a dog food manufacturer, has hired Intronix to produce ads in the next four weeks. Although currently it considers magazine ads 3 times more valuable than Internct ads, it still wishes to have at least 2 of each produced within the next four weeks. Intronix has assigned up to 3 copy editors, 4 computer graphics specialists, and 1 Java programmer, each committed to
work up to 70 hours per week on the project. How many of each type of ad should be produced to maximize the overall value to Lassie Foods?
16. MERCHANDISE DISPLAYS. The upscale toy store August Kids has a picture window with 100 linear feet of display space. The theme this month is bicycles and tricycles. At least ten tricycles and eight bicycles are to be displayed. Each tricycle needs threc linear feet of space in the window display, and each bicycle requires five linear feet. August Kids makes a profit of $\$ 40$ on each tricycle and $\$ 80$ on each bicycle it sells. The probability that, on a given day, a displayed tricycle will be sold is .10 and that a displayed bicycle will be sold is .12. Solve for the optimal number of tricycles and bicycles August Kids should display in its picture window daily under each of the following objectives:
a. Maximize total expected daily profit.
b. Maximize the total expected number of daily sales of tricycles and bicycles.
c. Minimize the total number of tricycles and bicycles displayed.
17. PERSONAL INVESTMENTS. George Rifkin is considering investing some or all of a $\$ 60,000$ inheritance in a one-year certificate of deposit paying a fixed $6 \%$ or a venture capital group project with a guaranteed $3 \%$ return but the potential of earning $10 \%$. George would like to invest the minimum amount of month necessary to achieve a potential return of at least $\$ 4000$ and a guaranteed return of at least $\$ 2000$.

Formulate a mathematical model and recommend an investment strategy for George. How much of his $\$ 60,000$ can he keep for his personal use during the year and still meet his investment criteria?
18. PERSONAL INVESTMENTS. Consider the situation faced by George Rifkin in problem 17. He has decided to invest the entire $\$ 60,000$ inheritance. Besides the certificate of deposit paying $6 \%$ and the venture capital group paying a minimum of $3 \%$ (but with a potential maximum return of $10 \%$ ), he is considering investing in an oil exploration company. Although this investment could yield a $100 \%$ one-year return, George could also lose his entire investment in the company. (Note: This is not a $0 \%$ return but a loss of $100 \%$.)
a. Formulate and solve a three-variable mathematical model for George that will maximize the potential value of his inheritance after one year, given the following investment criteria:

- At most $\$ 30,000$ is to be invested in the oil exploration company.
- At least $\$ 20,000$ is to be invested in the certificate of deposit.
- The value of the portfolio must be at least $\$ 40,000$ at the start of next year.
- All $\$ 60,000$ is to be invested.
b. What is the maximum potential return? Thus what is the maximum potential value of the portfolio at the beginning of next year? What is the minimum value of the portfolio at the beginning of next year?

19. AGRICULTURE. Gilroy Farms of California owns 200 acres of land on which it plants garlic (for which the region is famous) and onions. It estimates that it makes $\$ 550$ per acre of garlic and $\$ 400$ per acre of onions planted. During the growing season each acre of garlic requires the use of 4 tons of fertilizer and 2 acre feet of water, whereas each acre of onions requires 3 tons of fertilizer and 1.5 acre-feet of water. Gilroy has contracted for at most 750 tons of fertilizer and 400 acre-feet of water.
a. How many acres of land should be devoted to each crop to maximize its profit for the season? Is there any land left unfarmed?
b. What is the minimum profit per acre for onions that would make it economically feasible for Gilroy Farms to grow onions.
c. If the profit per acre of onion were $\$ 450$, how many acres of land should Gilroy plant of each crop to maximize its profit for the season?
d. Gilroy Farms is considering leasing another 200-acre parcel adjoining its current property on which it would expand its planting of garlic and onions. If Gilroy can lease this site for $\$ 1000$, how much additional profit would it make during the growing season if it could not increase its fertilizer and water allocation?
20. BLENDING. Corless Chemical Company can purchase up to 1000 gallons of each of three pesticide compounds, which it blends to make two different commercial products: Bugoff, a plant pesticide, and Weedaway, a lawn pesticide. Bugoff sells for $\$ 5$ per quart and Weedaway for \$4 per quant. 'The number of gallons of each of the pesticides required to make a gallon of each commercial product and the cost per gallon are summarized in the following table.

|  | Requirements per Caallon |  |  |
| :--- | :---: | :---: | ---: |
| Pesticide | Xylothon | Diazon | Sulferious |
| Bugoff | .25 | .50 | .25 |
| Weedaway | .60 | .10 | .30 |
| Cost per gallon | $\$ 12.00$ | $\$ 8.00$ | $\$ 9.00$ |

Corless wants to produce at least 1000 quarts of each product. The cost of the quart bottle container for Bugoff is $\$ 0.20$; for Weedaway it is $\$ 0.30$.
a. How many gallons of each commercial product should be blended to yield the maximum net profit to Corless?
b. How much of the 1000 gallons of each of the pesticides will be used? How much of each will Corless not purchase?
21. LEASE/BUY. Schick Industries needs to replace some of its aging equipment that produces molded frames for its best-selling Schick racing cycle. Schick can lease machines with a rated capacity of 2000 frames per month for $\$ 3000$ monthly. Alternatively, it can purchase smaller machines with a rated capacity of 800 frames per month for $\$ 10,000$ down and $\$ 1000$ monthly.

Schick only has $\$ 50,000$ available to purchase machines now, which limits the number of machines that it could purchase to five. Schick must produce at least 10,000 frames per month to keep up with customer demand.
a. Formulate and solve a linear program for Schick to minimize its total monthly payments for machines.
b. Suppose that instead of minimizing total monthly payments, Schick wished to maximize total production capacity. Solve the problem with this objective and comment.
c. Comment on the validity of the linear programming assumptions for this model.
22. INTERNATIONAL SHIPPING. The Takahashi Transport Company (TTC) leases excess space on commercial vessels to the United States at a reduced rate of $\$ 10$ per square foot. The only condition is that goods must be packaged in standard 30 -inch-high crates.

TTC ships items in two standard 30-inch-high crates, one 8 -square-foot crate ( 2 feet by 4 feet) and one 4 -square-foot ( 2 feet by 2 feet) specially insulated crate. It charges customers $\$ 160$ to ship an 8 -square-foot crate and $\$ 100$ to ship the insulated 4 -square-foot crate. Thus, allowing for the $\$ 10$ per square foot cost, TTC makes a profit of $\$ 80$ per standard 8 -foot crate and $\$ 60$ on the 4-foot crate.

TTC stores the crates until space becomes available on a cargo ship, at which time TTC receives payment from its customers.

TTC has been able to lease 1200 square feet of cargo space on the Formosa Frigate cargo ship, which leaves for the United States in two days. As of this date, TTC has 1408 -square-foot crates and 100 insulated 4 -square-foot crates awaiting shipment to the United States. It has 48 hours to finish loading the crates, and it estimates the average loading time to be 12 minutes ( 0.2 hour) per 8 -square-foot crate and 24 minutes ( 0.4 hour) per 4 -square-foot crate (owing to the special handling of the insulated crates).
a. Formulate and solve a linear program for TTC to optimize its profit on the upcoming sailing of the Formosa Frigate. What are the optimal values of the slack on each constraint in the optimal solution? Express this result in words.
b. Determine the shadow price and the range of feasibility for the number of square feet available. What problem would you have interpreting the shadow prices and the range of feasibility? (Hint: Consider what would happen if there were one more square foot of space available. What would be the new optimal solution? Would this make sense?)
c. Suppose that, at the last second, the Formosa Frigate decided to raise its charge per square foot from $\$ 10$ to $\$ 12$. Note how this change would affect the objective function coefficients. Show that the optimal solution would not change. How does this $\$ 2$ per square foot increase in leasing charges to TTC affect , the shadow price for a square foot of space? Does this make sense?
23. STOCK INVESTMENTS. Idaho investments is a small, newly formed investment group that will invest exclusively in local stocks. The group is planning its initial investment of $\$ 100,000$, which it will allocate between two stocks-Tater, Inc. and Lakeside Resorts. If the group is successful with these investments, it plans to expand its portfolio further into other Idaho-based stocks. For each of the stocks, the group has estimated three numbers:

- The projected annual return per share with reinvested dividends
- A "potential" index-a number between 0 and 1 that measures the likelihood of high returns in a one-year period
- A "risk" index-a number between 0 and 1 that measures the likelihood of a substantial loss in a oneyear period.
The portfolio potential factor is obtained by summing the products of the potential factor for an investment times the fraction of the total investment dollars in that investment. For example, if $\mathrm{X}_{1}$ is the amount invested in Tater and $\mathrm{X}_{2}$ is the amount invested in Lakeside Resorts, the portfolio potential would be:
$\left(\mathrm{X}_{1} / 100000\right)($ potential index for Tater $)+$
$\left(\mathrm{X}_{2} / 100000\right)($ potential index for Lakeside $)$

The portfolio risk factor is obtained in a similar manner. The current share price and the group estimates for these factors are summarized in the following table.

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Share |  |  |  |  |
| Stock | Estimated <br> Annual <br> Return | Potential <br> Index | Risk <br> Index |  |
| Tater, Inc. | $\$ 40$ | $10 \%$ | .20 | .30 |
| Lakeside Resorts | $\$ 50$ | $12 \%$ | .40 | .80 |

Formulate and solve for the optimal investment strategy in order to maximize overall expected annual return for Idaho investments if it wishes to:

- Invest all \$100,000.
- Keep the portfolio potential at .25 or higher.
- Restrict the portfolio risk to .5 or lower.

24. MANUFACTURING. Lawn Master produces 19-inch and 21 -inch lawn mowers, which it sells to membership warehouses and discount stores nationwide. Each lawn mower is powered by a Briggs and Stratton 3.5horsepower engine. The 19 -inch model is a "sidebagger" and requires 40 minutes ( $2 / 3$ hour) to assemble, test, and package. The 21 -inch model is a "rear-bagger" with a variable speed assembly and requires one hour to perform the same operations.

Each week Lawn Master can receive up to 200 Briggs and Stratton engines and has production facilities to manufacture up to 100 variable-speed assemblies. There are four production lines, each working eight hours a day, five days a week, for assembly, testing, and packaging. Each 19-inch model nets Lawn Master a $\$ 50$ profit, whereas each 21 -inch model nets a $\$ 60$ profit.
a. Formulate and solve a linear programming problem for Lawn Master to determine an optimal weekly production schedule of 19 -inch and 21 -inch lawn mowers. What is the optimal weekly profit?
b. Determine and interpret the range of feasibility for (i) engines; (ii) variable speed assemblies; (iii) production hours.
c. If an emergency developed so that the amount of production time fell just below the lower limit determined in part (b), what would be the new optimal production schedule?
25. TRUCKING. Bay City Movers is a local company that specializes in intercity moves. In the business plan submitted to its backers, Bay City has committed itself to a total trucking capacity of at least 42 tons.

The company is in the process of replacing its entire fleet of trucks with 1 -ton pickup trucks and $2 \frac{1}{2}$-ton moving van-type trucks. The 1 -ton pickup trucks will be manned by one worker, whereas the large vans will utilize a total of four workers for larger moves.

Bay City Movers currently employs 63 workers and has facilities for at most 50 trucks. Pickup trucks cost the company $\$ 24,000$ each; the moving vans cost $\$ 60,000$ each. The company wishes to make a minimum investment of capital that will provide a trucking capacity of at least 42 tons while not requiring any additional workers or trucking facilities.
a. Use a linear programming model to determine the optimal number of pickup trucks and moving vans Bay City Movers should purchase.
b. There are alternate optimal solutions to this model. Determine the one that:
i. Purchases only one type of truck
ii. Purchases the same number of pickup trucks as moving vans
iii. Purchases the minimum number of trucks
26. BAKERY. Mary Custard's is a pie shop that specializes in custard and fruit pies. It makes delicious pies and sells them at reasonable prices so that it can sell all the pies it makes in a day. Every dozen custard pies nets Mary Custard's $\$ 15$ and requires 12 pounds of flour, 50 eggs, 5 pounds of sugar and no fruit mixture. Every dozen fruit pies nets a $\$ 25$ profit and uses 10 pounds of flour, 40 eggs, 10 pounds of sugar, and 15 pounds of fruit mixture.

On a given day, the bakers at Mary Custard's found that they had 150 pounds of flour, 500 eggs, 90 pounds of sugar, and 120 pounds of fruit mixture with which to make pies.
a. Formulate and solve a linear program that will give the optimal production schedule of pies for the day.
b. If Mary Custard's could double its profit on custard pies, should more custard pies be produced? Explain.
c. If Mary Custard's raised the price (and hence the profit) on all pies by $\$ 0.25$ ( $\$ 3.00$ per dozen), would the optimal production schedule for the day change? Would the profit change?
d. Suppose Mary Custard's found that $10 \%$ of its fruit mixture had been stored in containers that were not
air-tight. For quality and health reasons, it decided that it would be unwise to use any of this portion of the fruit mixture. How would this affect the optimal production schedule? Explain.
e. Mary Custard's currently pays $\$ 2.50$ for a five-pound bag of sugar from its bakery supply vendor. (The $\$ 0.50$ per pound price of sugar is included in the unit profits given earlier.) Its vendor has already made its deliveries for the day. If Mary Custard's wishes to purchase additional sugar, it must buy it from Donatelli's Market, a small, local independent grocery store that sells sugar in one-pound boxes for $\$ 2.25$ a box. Should Mary Custard's purchase any boxes of sugar from Donatelli's Market? Explain.
27. BAKERY. For the problem faced by Mary Custard's in problem 26:
a. Each pie is baked and sold in an aluminum pie tin. Suppose at the start of the day Mary Custard's had 200 pie tins available. Would the production schedule change from that determined in part (a) of problem 29?
b. Answer part (a) assuming that there were only 100 pie tins.
c. Mary Custard's has, in the past, made a third type of pie-a chocolate pie. Given the current prices of ingredients, Mary Custard's estimates that it would net a profit of $\$ 27$ per dozen chocolate pies. Each dozen chocolate pies requires 15 pounds of flour, 30 eggs, 12 pounds of sugar and no fruit mixture. Show that it would not be profitable to bake any chocolate pies this day even if Mary Custard's had an abundant supply of chocolate. What is the minimum profit for a dozen chocolate pies which would justify their production?
28. MANUFACTURING. Klone Computers manufactures two models of its current line of personal computers: the KCU and the KCP. The KCU, which is purchased primarily by universities and other businesses that network their computers, is equipped with two floppy drives and no hard disk drive. The KCP is designed for home and personal use and is equipped with one floppy drive and one hard disk drive. Each model is housed in a tower case. During the current production run, Klone must manufacture at least 300 KCU computers to satisfy a contract to Texas State University. The following table summarizes the resource requirements and unit profits for each computer model and the resources available for the current production run.

| Model | Floppy <br> Drives | Hard <br> Drives | Tower <br> Cases | Production <br> Hours | Unit <br> Profit |
| :--- | :---: | :---: | :---: | :---: | :---: |
| KCU | 2 | 0 | 1 | 0.4 | $\$ 100$ |
| KCP | 1 | 1 | 1 | 0.6 | $\$ 250$ |
| Available | $180(0)$ | 700 | 1000 | +80 |  |

Formulate and solve a linear program for Klone to determine its optimal production schedule for this production cycle. How many of the current inventory of floppy drives, hard disk drives, and tower cases will be
used in the production cycle? How many are unused? Is all the available production time utilized?
29. MANUFACTURING. For the Klone Computer problem (problem 28):
a. Suppose the unit profit for the KCU model were increased to $\$ 150$ per unit. Does the optimal solution change? Does the total profit change? Suppose the profit for the KCU model could be increased to $\$ 200$ per unit. Does the optimal solution change? Does the total profit change?
b. The unit profit coefficients took into account the $\$ 50$ per unit cost to Klone of the floppy disk drives. Klone has negotiated a deal with another company to purchase floppy disk drives at $\$ 35$ each. Will the optimal solution change? If so, what will be the new optimal profit?
c. Suppose the constraint requiring the production of at least 300 KCU models were eliminated. Determine the new optimal solution.
30. PRODUCTION. Klone Computer (see problems 28 , 29) is making one last production run of its KCU and KCP computers before introducing its new line of models, which includes CD-ROM drives, utilizes faster CPUs and floppy disk drives, and has larger hard disk drives. Because this is the last run of "old technology" machines, Klone's net profit per computer has been reduced from $\$ 100$ and $\$ 250$ to $\$ 75$ and $\$ 105$ for KCU and KCP models, respectively. The following table summarizes the resource requirements and unit profits for each computer model and the resources available for this final production run of these models.

| Model | Floppy <br> Drives | Hard <br> Drives | Tower <br> Cases | Production <br> Hours | Unit <br> Profit |
| :--- | :---: | :---: | :---: | :---: | :---: |
| KCU | 2 | 0 | 1 | .4 | $\$ 75$ |
| KCP | 1 | 1 | 1 | .6 | $\$ 105$ |
| Available | 2800 | 1400 | 2000 | 960 |  |

Formulate this problem and solve it as a linear program. Note that the optimal solution to the linear program gives integer values. Why is this also the optimal solution to the ILP model?
31. ROUNDING PRODUCTION. Suppose in problem 30 there were 970 production hours available.
a. Solve the model as a linear programming model, ignoring the integer restrictions, and show that the optimal solution is attained with fractional values for the decision variables.
b. Round your solution in part (a) by (i) rounding off, (ii) rounding up, and (iii) rounding down. In each instance state whether or not the solution is feasible. Determine the profit for any feasible results.
c. Solve for the optimal integer solution. Did you get any of the rounded answers in part (b)? What is the difference in the optimal profit between the true optimal integer solution and the best feasible rounded linear programming solution? Note: This illustrates , that when large quantities are involved, rounding the
optimal linear programming solution usually gives a "good enough answer."
32. PHYSICAL FITNESS. Sarah Stone measures her performance in the gym as follows: 10 points for every Nautilus machine used, and 1 point for every minute on the treadmill. Including preparation time and transition time between machines, Sarah spends an average of 6.5 minutes on each Nautilus machine. Formulate a model with both an integer and a continuous variable to determine the optimal number of Nautilus machines she should use and the number of minutes she should spend on the treadmill if:

- The total time of the workout is not to exceed 1 hour.
- At least 20 minutes must be spent on the treadmill.
- At least 5 different Nautilus machines should be used.

33. MANUFAC IURING. Plant Equipment Corporation (PEC) manufactures two large industrial machines-a metal compactor and a drill press. Next month PEC will convert its production facilities to produce new machine designs and will cease producing the current models. PEC must determine its production schedule for this month, however.

PEC could sell up to three compactors and two drill presses to customers who are not anxious to pay the increased price PEC will charge for the new models. Current models net PEC a $\$ 24,000$ profit for metal compactors and $\$ 3(0,000$ for drill presses. Each metal compactor requires 50 hours to produce, whereas each drill press requires 60 hours to produce; 160 production hours are available during the current month.
a. Formulate and solve this problem as an integer linear programming problem.
b. Solve the problem as a linear program and note that when the optimal solution is rounded (up, down, or off), the result is not the optimal integer solution.
c. Why would a linear programming model be a correct model if the production process were to continue indefinitely?
34. RESTAURANI OPERATION. Jackson's Sports Bar and Grill would like to minimize the cost of installing television scts throughout the restaurant so that it can accommodate a potential viewership of at least 750 patrons. It is considering purchasing two models of Sony televisions. The large-screen 60 -inch model costs $\$ 3500$ and, with proper placement, could be viewed by 150 customers. The 27 -inch models cost $\$ 800$ each and can be seen by 35 customers. Jackson's wishes to have at least one 60 -inch television and no more than 2027 -inch models.
a. Formulate the model for the problem faced by Jackson's.
b. Solve for the optimal linear programming solution. Round the solution to integer values. What is the total cost of the rounded solution?
c. Solve for the optimal solution for the integer programming model. Did you get the rounded solution of part (b)? What is the total cost of the optimal integer solution?
35. AIRCRAFT LEASING. Des Moines Airlines (DMA) is a small new commuter airline that will locate its hub in Des Moines, Iowa. DMA plans to have 11 mechanics, 15 pilots, and 21 flight attendants available daily.

DMA will be leasing two types of aircraft-the DM4 and the B77. The Federal Aviation Association's (FAA's) mandatory requirements for these aircraft are summarized in the following table. DMA's objective is to maximize its total passenger capacity.

|  | Mechanics <br> Required | Pilots <br> Required | Flight <br> Attendants Required |
| :--- | :---: | :---: | :---: |
| DM4 | 1 | 1 | 1 |
| B77 | 1 | 2 | 3 |

a. Formulate and graph a feasible region for this problem. Without knowing the seat capacity on each aircraft, why can we say for certain that the optimal solution to the linear programming model would also be the optimal solution to the integer linear programming model? (Hint: What are the possible optimal points for a linear programming model?)
b. The seat capacity is 25 for the DM4 and 70 for the B77. What is the optimal leasing plan for DMA?
c. If DMA must make do with one less worker to operate its fleet, should it be a mechanic, a pilot, or a flight attendant?
d. Excluding certain fixed costs (including pilot costs), each seat of fleet capacity gives DMA a net yearly profit of $\$ 25,000$. If DMA plans to pay its pilots $\$ 110,000$ per year, including benefits, should it hire an additional pilot?
e. DMA is considering redesigning the interior of the B77 to increase its seat capacity beyond 70. What is the maximum seating capacity for which the leasing plan found in part (a) remains optimal?
f. Suppose DMA could squeeze one more row of three seats into each of the two types of aircraft, increasing the seating capacity of the DM4 to 28 and the B77 to 73. Given no other changes in the assumptions of the problem, would the optimal leasing decision change? What practical considerations might you consider before implementing such a change?
36. AIRCRAFT LEASING. Consider the problem faced by Des Moines Airlines (DMA) in problem 35. Now suppose that the B77 aircraft actually requires 4 flight attendants rather than three.
a. Solve for the optimal solution to the (i) linear programming model and (ii) integer programming model.
b. Explain why the optimal solution in (ii) gives a smaller total seat capacity than that in (i).
37. AIRCRAFT LEASING (continued). Consider the Des Moines Airlines (DMA) problem referred to in problem 35. Now suppose DMA is considering leasing a third aircraft, the L-200. The L-200, as currently configured, has a seating capacity of 110 and requires two mechanics, three pilots, and five flight attendants.
a. Solve the DMA problem as a linear program and show that the solution found in 35 (b) remains optimal; that is, no L-200 aircraft should be leased.
b. According to the sensitivity analysis for the linear program in part (a), what is the minimum seating capacity for the L-200 that would justify DMA leasing them?
c. Suppose the seating arrangement of the L-200 could be reconfigured so that the capacity is increased to 120. Solve for the optimal leasing plan for DMA.
38. HELICOPTER SERVICE. Wolfe Helicopters is to begin flying passengers from a helicopter pad in Berkeley, California, to the two large airports in the area, Oakland and San Francisco. Wolfe will operate two models-the HG30 and the WH10. The characteristics for each aircraft are given in the following table.

|  | Estimated <br> Monthly <br> Profit | Purchase <br> Cost | Required <br> Monthly <br> Maintenance <br> (Hours) | Capacity |
| :--- | :---: | :---: | :---: | :---: |
| HG30 | $\$ 3000$ | $\$ 600,000$ | 20 | 20 |
| WH10 | $\$ 2000$ | $\$ 200,000$ | 60 | 8 |

Wolfe has $\$ 1,800,000$ available to purchase helicopters, and it wishes to have a total fleet capacity of at least 25. It also has a service contract with HMC, a helicopter maintenance company, for up to 140 hours of maintenance per month. (Additional hours would require a complete renegotiation of the service contract at a much higher cost; thus, Wolfe wishes not to exceed the 140 hours of the contract.)
a. Formulate and solve for the mix of helicopters that would bring Wolfe its maximum monthly profit.
b. Show graphically that there are only five feasible integer solutions. Evaluate the profit of each and verify that the answer to part (a) is correct.
c. What would be Wolfe's optimal mix of helicopters if it had only $\$ 1,799,999$ available to purchase helicopters? If Wolfe had only $\$ 1,799,999$ for the purchase of helicopters, would you "invest" a dollar with Wolfe for a small percentage of the increased profits?
39. INVESTMENTS. Carol Klein has $\$ 10,000$ she wishes to invest in a particular stock and a bond. The stock has the potential to earn a $15 \%$ annual return whereas the bond will yield only a $6 \%$ annual return. However, due to the volatility in the stock market, she wishes to invest no more than $\$ 5000$ in the stock.
a. Determine Carol's optimal allocation of the $\$ 10,000$ between the stock and the bond and her maximum potential return if:
i. There are no other restrictions on her investment decisions
ii. Carol must purchase whole shares of the stock at $\$ 165$ per share. Note: Solver may incorrectly state that this problem is infeasible; but the solution it generates is feasible and optimal.
iii. Carol must purchase whole shares of the stock at $\$ 165$ per share and the bond must be purchased in multiples of \$100 each.
b. Discuss why each of the above scenarios yielded a different optimal solution and why the maximum potential return was lower in case (ii) than in case (i) and lower still in case (iii).
40. e-COMMERCE. Designdotcom.com is a company that designs websites for clients. Much of the work is done in-house, but it finds that it must subcontract some work to graduate students at a local university when the demand is great. It charges clients $\$ 2500$ to build a typical website. Designdotcom pays the graduate students $\$ 1500$ for their services in building a website, thus reducing its profit to $\$ 1000$. In March, it would like to design at least 200 websites, with no more than 100 subcontracted to graduate students.
PROBLEMS 41-50 ARE ON THE CD

Designdotcom would like to determine how many websites it should design in-house and how many should be subcontracted in the month of March.
a. Formulate this problem as a linear problem and solve. Explain the result.
b. Designdotcom failed to mention that it takes approximately 40 man-hours to design a website inhouse and approximately 20 man-hours to supervise and monitor a website design by the graduate students. Workers at Designdotcom average 12 -hour workdays. During March there are 26 workdays.
Formulate, solve, and explain the revised model if Designdotcom has:
i. 15 employees
ii. 20 employees

## CASE STUDIES

## CASE 1: Franklin Furniture

This case can be solved by splitting it into three small cases, two of which can be analyzed using only two decision variables.

Franklin Furniture produces tables and chairs at its Eastside plant for use in university classrooms. The unit profit for tables is $\$ 70$, while that for chairs is $\$ 30$.

Tables and chairs are manufactured using finished pressed wood and polished aluminum fittings. Including scrap, each table uses 20 square feet of pressed wood, whereas each chair uses 12.5 square feet of the pressed wood. Franklin has 6000 square feet of the pressed wood available for the Eastside plant weekly. The aluminum fittings that reinforce the legs of both the tables and chairs are purchased from an outside supplier. Franklin can purchase up to 400 boxes of fittings weekly; one box is required for each table or chair manufactured.

Production time is 72 minutes ( 1.2 hours) per table and 18 minutes ( .3 hour) per chair. Franklin has eight employees, each of whom works an average of 7.5 hours per day. Thus, in an average five-day work week, the company has available $8(7.5)(5)=300$ production hours.

Franklin Furniture also produces desks and computer workstations at its Westside plant. Each desk nets the company a profit of $\$ 100$, while each computer workstation nets $\$ 125$. These products are also produced from finished pressed wood and aluminum. The amount of
each, as well as the labor time needed to produce a desk or computer workstation, is given in the following table.

|  | Pressed <br> Wood | Aluminum <br> Fittings | Labor |
| :--- | :---: | :---: | :---: |
| Desks | $20)$ sq. ft. | 1 box | 1.5 hours |
| Workstations | 3() $\mathrm{sq} . \mathrm{ft}$ | 1 box | 2.0 hours |
| Available | $6(0) 0 \mathrm{sq} . \mathrm{ft}$ | $4(0)$ boxes | 300 hours |

Franklin is considering combining operations of both plants into a single plant. This consolidation will combine the weekly available resources so that 12,000 square feet of pressed wood, 800 boxes of aluminum fittings, and 600 production hours will be available weekly. However, the accounting department estimates the cost of renovating the plant will be $\$ 5000$ per week, on an amortized basis.

Prepare a business report for Franklin Furniture giving optimal weekly production schedules for each of its plants operating separately. Then include an analysis and a recommendation to Franklin for combining operations at both plants into a single plant.

## CASE 2: Rinaldo's Hatch 'N Ax

Rinaldo's Hatch ' N Ax is the manufacturer of the store brand of hatchets and axes sold by Home Supply Hardware (HSH) Stores. Each item consists of a hickory handle produced in Rinaldo's processing facility and a steel bade forged and polished in its machine shop. These items are then transported to an assembly area where the bade is attached to the handle and the item is packaged for shipment. Because of its exclusive contract with HSH, Rinaldo's can sell all the hatchets and axes it produces. The accompanying spreadsheet is an Excel spreadsheet giving the following details for each item. (This information is also available in file RINALD().xls in the Excel files folder on the accompanying CD-ROM.)

- The contract selling price to HSH
- The amount of hickory required for its handle
- The amount of steel required for its blade
- The number of minutes required to produce the handle in its processing facility
- The number of minutes required to produce the blade in the machine shop
- The number of minutes required for assembly and packaging

The file also gives the current hourly cost and availability for the skilled and unskilled labor of Rinaldo's workforce. Skilled laborers produce the handles and blades, whereas unskilled laborers assemble and package the items. Also given is the information on contracts negotiated with HSH for minimum shipments for the next three months of each item as well as details of contracts Ri -
naldo's has made for the purchase price and availability of the hickory and steel for the same time period.

Given this data, program the following cells and use Excel Solver three times (once for each month) to determine the production schedule for the quarter:

| Cells | Quantities |
| :--- | :--- |
| E9-G10 | Hickory/Steel Used Each Month |
| E13-G14 | Handle/Blade Production Time Used <br> Each Month |
| C15-D15 | Total Skilled Labor per Unit |
| E15-C15 | Total Skilled Labor Used Each Month |
| E18-G19 | Assembly/Packaging Time Used Each |
|  | Month |
| C20-D20 | Total Unskilled Labor per Unit |
| E20-G20 | Total Unskilled Labor Used Each Month |
| Column H | Quarter Totals |
| K16-M17 | Unit Profits for Hatchets/Axes Each |
| Month |  |
| E24-E26 | Total Profit Each Month |
| C27-E27 | Total Production/Profit for the Quarter |

Prepare a report detailing your production recommendations for the quarter. Include quarter totals of relevant quantities of interest to management at Rinaldo's. Discuss the following in the report:

- An interpretation of the shadow prices and the range of feasibility for the binding constraints of this model for each month
- How the accuracy in the estimates of the profit coefficients affects your analyses



## LCASE 3: Kootenay Straw Broom Company

The Kootenay Straw Broom Company, located in British Columbia, Canada, is a small, family-run business that handmakes two models of straw brooms, the Pioneer and the Heritage models, which are sold in "country stores" throughout Canada and the northwestern United States. Given its current production capacity and selling price, Kootenay is able to sell all the brooms it produces.

The Pioneer model is the company's basic model. It consists of a plain wooden handle, utilizes one pound of straw, and takes an average of 15 minutes ( .25 hour) to make. Kootenay sells them for $\$ 12.75$ each. The Heritage model is the company's deluxe model. Although the same wooden handles are used, they are run through a decorative lathe and attached to a larger base consisting of 1.5 pounds of straw. These two factors increase the production time of the Heritage broom to 24 minutes (. 40 hour), and Kootenay sells them for $\$ 18$ each.

Kootenay receives daily deliveries of straw that is specially treated for their brooms from Tyler Farms. Tyler can supply Kootenay with up to 350 pounds daily of the specially treated straw. This straw costs Kootenay \$1.50 per pound.

Kootenay purchases its handles from Adhor Mills, which manufactures the handles according to Kootenay's specifications. Adhor Mills is a two-hour drive from Kootenay. It currently makes only one daily delivery to Kootenay in a truck capable of hauling 30 boxes of 10 handles each (or 30) handles). Adhor charges Kootenay $\$ 7.50$ per box of 10 for manufacture and delivery of the handles.

Adhor also makes a major delivery of products to a town 45 miles from Kootenay and has offered to swing by Kootenay with one additional box of 10 handles. However, the added expense for making this detour means that

Kootenay would have to pay Adhor $\$ 25$ for this extra box of 10 handles.

Kootenay averages 80 production hours per day. Since Kootenay is a family-run business, it considers the daily cost of $\$ 2800$ ) for its overhead and "family labor" of its 10 members as sunk costs required for the business. Kootenay is ready to consider several options that could increase the daily profit:

1. Seeking additional sources for treated straw
2. Taking Adhor Mills up on its offer to deliver an extra box of handles (for \$25)
3. Adding a half-time worker (four hours per day) for $\$ 50$ per day

Prepare a report for the Kootenay Straw Broom Company that evaluates the option or set of options it should implement. The report should:

1. Recommend an optimal production under current conditions.
2. Include a summary of the determination of unit profits of $\$ 10.50$ and $\$ 15.0)$, respectively, for the Pioneer and Heritage broom models, showing that the costs of both treated straw and broom handles are included in these calculations.
3. Show that after subtracting fixed costs, the business nets $\$ 500$ per day.
4. Give a brief analysis of the sensitivity of the objective function coefficients.
5. Analyze the options using the correct interpretation of the shadow prices considering which costs are included and which costs are sunk. (Remember: Do not call them shadow prices in the report.)

## Applications of Linear and Integer Programming Models



WITH APPROXIMATELY $\$ 20$ BILLION in revenues, FedEx Corporation (http://www.fedex.com) has become a world leader in providing integrated transportation, information, and logistics solutions. As the company has expanded, it has created a high-level management science group to provide senior management with recommendations on a wide variety of issues. This group uses state-of-the-art computer-based mathematical models to analyze a broad range of complex corporate problems with an overall goal of maintaining and increasing company profits while continuing to provide a consistently high level of service to its customers.

One of the models developed by this group is its Global Supply Chain Model, built to redesign its supply chain for revenue packaging. The model has helped management answer the following questions:

Should FedEx pursue offshore production of packaging? If so, which items and where?
Should FedEx consolidate nearby warehouses and pick centers into a new form of distribution center? Should FedEx pursue expansion of distribution center locations?
What transportation modes on each link would most reliably get packaging from suppliers to stations while reducing costs?
What should the service area boundaries be for each distribution center?

The Global Supply Chain Model uses, among other techniques, a large-scale mixed integer programming approach. This model has already resulted in a cost savings to FedEx of over $\$ 10$ million.

# 3.1 The Evolution of Linear Programming Models in Business and Government 

Following World War II, the U.S. Air Force sponsored research for solving military planning and distribution models. In 1947, the simplex algorithm was developed for solving these types of linear models. Not long after, the first commercial uses of linear programming were reported in "large" businesses that had access to digital computers. Seemingly unrelated industries, such as agriculture, petroleum, steel, transportation, and communications, saved millions of dollars by successfully developing and solving linear models for complex problems.

As computing power has become more accessible, the realm of businesses and government entities using linear models has expanded exponentially. In this chapter we present numerous "small" examples selected from a wide variety of applications areas, designed to accomplish four goals:

1. To examine potential applications areas where linear models may be useful
2. To develop good modeling skills
3. To demonstrate how to develop use of the power of spreadsheets to effectively represent the model in unambiguous terms and generate results
4. To gain confidence in interpreting and analyzing results from spreadsheet reports

Although the examples illustrated in this chapter represent "scaled-down" versions of potential real-life situations, today linear and integer programming models proliferate in a wide variety of actual business and government applications. Banking models, large economic/financial models, marketing strategy models, production scheduling and labor force planning models, computer design and networking models, and health care and medical models are but a few notable examples of successful linear programming applications. Below is just a sampling of the thousands of actual documented uses of linear programming models.

- Aircraft fleet assignments
- Telecommunications network expansion
- Air pollution control
- Health care
- Bank portfolio selection
- Agriculture
- Fire protection
- Defense/aerospace contracting
- Land use planning
- Dairy production
- Military deployment

An example of each of the above is detailed in Appendix 3.1 on the accompanying CD-ROM. The reader is encouraged to reference this subfolder for details.

These are but a few of the numerous applications areas of linear optimization models. Additional applications include traffic analysis, fast-food operations, transportation, assignment of medical personnel, coal, steel, gas, chemical, and paper production, recycling, educational assignments, worker evaluations, awarding of
contracts, manufacturing, railroads, forestry, school desegregation, government planning, tourism, and sports scheduling. Each year hundreds of new applications appear in the professional literature. Add to that the numerous unreported models that are regularly utilized in business and government, and you can sec that linear programming continues to play a significant role in today's world.

### 3.2 Building Good Linear and Integer Programming Models

Given the widespread use of linear models today, it has become increasingly important for practitioners to be able to develop good, efficient models to aid the manager in the decision-making process. Three factors--familiarity, simplification, and clarity-are important considerations when developing such models.
'The greater the modeler's familiarity with the relationships between competing activities, the limitations of the resources, and the overall objective, the greater the likelihood of generating a usable model. Viewing the problem from as many perspectives as possible (e.g., those of various management levels, front-line workers, and accounting) helps in this regard.

Linear models are always simplifications of real-life situations. Usually, some or all of the required linear programming assumptions discussed in Chapter 2 are violated by an actual situation. Because of the efficiency with which they are solved and the associated sensitivity analysis reports generated, however, linear models are generally preferable to more complicated forms of mathematical models.

When developing a model, it is important to address the following question: "Is a very sophisticated model needed, or will a less sophisticated model that gives fairly good results suffice?" The answer, of course, will guide the level of detail required in the model.

Although a model should reflect the real-life situation, one should not try to model every aspect or contingency of the situation. This could get us bogged down in minutiae, adding little, if any, real value to the model while unnecessarily complicating the solution procedure, delaying solution time, and compromising the usefulness of the model. As George Dantzig, the developer of the simplex algorithm for solving linear programming models, points out, however, "What constitutes the proper simplification, is subject to individual judgment and experience. People often disagree on the adequacy of a certain model to describe the situation."1 In other words, although experience is the best teacher, you should be aware that even experienced management scientists may disagree as to what level of simplification is realistic or warranted in a model.

Finally, a linear programming model should be clear; that is, it should be easy to follow and as transparent as possible to the layperson. From a practitioner's point of view, the model should also be easy to input and yield accurate results in a timely manner.

## SUMMATION VARIABLES AND CONSTRAINTS

In an effort to make the model easier to understand and debug, we can introduce summation variables and corresponding summation constraints into the formulation. A summation variable is the sum of two or more of the decision variables. It is particularly useful when there are constraints involving maximum or minimum percentages for the value of one or more of the decision variables.

To illustrate the use of a summation variable, consider the situation in which $\mathrm{X}_{1}, \mathrm{X}_{2}$, and $\mathrm{X}_{3}$ represent the production quantities of three television models to be produced during a production run in which 7000 pounds of plastic are available.

[^11]The unit profits are $\$ 23, \$ 34$, and $\$ 45$, and the amount of plastic required to produce each is 2 pounds, 3 pounds, and 4 pounds, respectively. In addition, management does not want any model to exceed $40 \%$ of total production ( $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}$ ).

First, we note that although the proportion of model 1 televisions produced during the production run is $\mathrm{X}_{1} /\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right)$. However a constraint of the form: $\mathrm{X}_{1} /\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right) \leq .4$ is not a linear constraint. But, because we know that the total production, $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}$ is positive, we could multiply both sides of this constraint by the denominator to obtain the equivalent linear constraint: $\mathrm{X}_{1} \leq .4\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right)$. The constraints $\mathrm{X}_{2} \leq .4\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right)$ and $\mathrm{X}_{3} \leq .4\left(\mathrm{X}_{1}+\right.$ $X_{2}+X_{3}$ ) require that models 2 and 3 represent no more than $40 \%$ of the total production. Thus, the model could be written as:

$$
\begin{aligned}
& \text { MAX } \quad 23 \mathrm{X}_{1}+34 \mathrm{X}_{2}+45 \mathrm{X}_{3} \\
& \text { ST } \\
& 2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+4 \mathrm{X}_{3} \leq 7000 \\
& \mathrm{X}_{2} \quad \leq .4\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right) \\
& \mathrm{X}_{3} \leq .4\left(\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}\right) \\
& \mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3} \geq 0 \\
& \text { or, } \\
& \text { MAX } \\
& 23 X_{1}+34 X_{2}+45 X_{3} \\
& 2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+4 \mathrm{X}_{3} \leq 7000 \\
& .6 \mathrm{X}_{1}-.4 \mathrm{X}_{2}-.4 \mathrm{X}_{3} \leq 0 \\
& -.4 \mathrm{X}_{1}+.6 \mathrm{X}_{2}-.4 \mathrm{X}_{3} \leq 0 \\
& -.4 \mathrm{X}_{1}-.4 \mathrm{X}_{2}+.6 \mathrm{X}_{3} \leq 0 \\
& \mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3} \geq 0
\end{aligned}
$$

Written in this form, not only are the coefficients cumbersome to input into a spreadsheet, but the last three constraints do not immediately convey the fact that each television model is not to excced $40 \%$ of the total production.

To clarify the above formulation, a summation variable representing the total production and a summation constraint expressing this relationship may be introduced into the model as follows:

- Define the summation variable:
$\mathrm{X}_{+}=$the total production of televisions during a production run.
- Add the following summation constraint:
$\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}=\mathrm{X}_{+}$or equivalently $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{X}_{+}=0$ to the model formulation.
- The $40 \%$ production limit constraints can now be written as:

$$
\mathrm{X}_{1} \leq .4 \mathrm{X}_{+}, \mathrm{X}_{2} \leq .4 \mathrm{X}_{+} \text {, and } \mathrm{X}_{3} \leq .4 \mathrm{X}_{+} \text {respectively. }
$$

By subtracting . $4 \mathrm{X}_{+}$from both sides of each of the above production limit constraints, the complete set of constraints can now be written as:

$$
\begin{aligned}
& \text { MAX } \quad 23 \mathrm{X}_{1}+34 \mathrm{X}_{2}+45 \mathrm{X}_{3} \\
& \text { ST } \quad 2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+4 \mathrm{X}^{2} \\
& \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{X}_{+}=0 \text { (Summation Constraint) } \\
& \mathrm{X}_{1} \quad-.4 \mathrm{X}_{+} \leq 0 \\
& \begin{array}{lll}
\mathrm{X}_{2} & -.4 \mathrm{X}_{4} \leq & \leq \\
\mathrm{X}_{3}-.4 \mathrm{X}_{4} \leq & 0
\end{array} \\
& \text { All } \mathrm{X} \text { 's } \geq 0
\end{aligned}
$$

Although by adding the summation variable and the summation constraint we have increased the number of constraints and number of variables each by one, the
new set of constraints is easier to input and easier to read and interpret when checking the model. ${ }^{\text {? }}$

When using spreadsheets, a convenient way of modeling this situation without listing all the percentage constraints explicitly is shown in Figure 3.1. In this figure, cells $\mathrm{B} 2, \mathrm{C} 2$, and D 2 are used for the decision variables, while another cell (H2) is set aside to represent total production. The formula in cell H2 is $=\operatorname{SUM}(B 2: D 2)$. Note that summation variable cell H2 is not considered a "Changing Cell." As shown in the accompanying Solver dialogue box, the percentage constraints can be included by $\$ \mathrm{~B} \$ 2: \$ \mathrm{D} \$ 2<=.4 * \$ \mathrm{H} \$ 2$.


FIGURE 3.1 Solver Spreadsheet for Television Production Model

## BINARY VARIABLES

In Chapter 2 we saw that sometimes one or more of the decision variables in a linear model are required to be integer-valued. Some models may also contain binary variables, variables that can only assume values of 0 or 1 . Any situation that can be modeled by "yes/no," "good/bad," "right/wrong," and so on, can be considered a binary variable. Such situations include whether or not a plant is built, whether or not a particular highway is used when traveling between two cities, and whether or not a worker is assigned to perform a job. (The latter two examples are discussed in Chapter 4.)

## A MODELING CHECKLIST

Mathematical modeling is an art that improves with experience. To this point we have suggested several modeling tips that can aid your development of mathematical models. For your convenience we offer a summary of many of these tips in the form of a checklist.

[^12]
## A Checklist for Building Linear Models

1. Begin by listing the details of the problem in short expressions. (We have done this in Chapter 2 using "bullets.")
2. Determine the objective in general terms and then determine what is within the control of the decision maker to accomplish this goal. These controllable inputs are decision variables.
3. If, during the course of the formulation, you find that another decision variable is needed, add it to the list at that time and include it in the formulation.
4. Define the decision variables precisely using an appropriate time frame (i.e., cars per month, tons of steel per production run, etc.).
5. When writing a constraint or a function, first formulate it in words in the form: (some expression) 〈has some relation to〉 (another expression or constant); then convert the words to the appropriate mathematical symbols.
6. Keep the units in the expressions on both sides of the relation consistent (e.g., one side should not be in hours, the other in minutes).
7. If the right-hand side is an expression rather than a constant, do the appropriate algebra so that the end result is of the form:
(mathematical function) (has a relation to> (a constant)
8. Use summation variables when appropriate, particularly when many constraints involve percentages.
9. Indicate which variables are restricted to be nonnegative, which are restricted to be integer valued, and which are binary.

### 3.3 Building Good Spreadsheet Models

When we employed spreadsheets to solve linear programming models in Chapter 2 , the models were written in a rectangular fashion with columns used for the variables and rows used for constraints. This approach, which is used in many nonspreadsheet software packages, presents a structured approach for inputting the coefficients of the model. Any linear or integer programming model can be represented and solved in this manner.

But with spreadsheets, you are not burdened with such a restrictive format. You can present the data and results in such a way that they do not even look like a linear programming model. This can be very valuable, particularly when information is shared with nonquantitative end-users. With spreadsheets you can:

- Embed formulas that represent required values or subsets of values into individual cells
- Express coefficients as mathematical expressions rather than specific numbers
- Designate various cells scattered throughout the spreadsheet to contain lefthand side and right-hand side values of the constraints without confining them to be in a single column or row

Solver even allows the right-hand side of constraints to be mathematical expressions instead of constants or cell references. Add to this the use of color, various border designs, and other formatting techniques, and this flexibility allows the user to present a spreadsheet in a way that conveys the requisite information in a visually pleasing manner. For instance, the modeler can:

- Group certain typés of constraints together
- Designate certain cells for the left sides and right sides of these constraints at positions on the spreadsheet disjoint from the left-hand coefficients
- Highlight the information by using a thick or colored border
- Use a different color background for cells containing the left-hand side values as opposed to the cells that contain the right-hand side restrictions
- Create entries on the spreadsheet that give other relevant information such as subtotals or proportions
- Use various formulas in cells representing the total left-hand side values. This can simply be a cell representing the value of a decision variable, a formula, or the result of a function such as SUMPRODUCT, SUM, and SUMIF

Another option that one might take advantage of is Excel's ability to name cells or sets of cells. Cells can be named by following these steps:

- Highlight the cell(s) to be named.
- Click on the Name box (the far left box immediately above column A) and type in what you wish to call the cells. (The name must start with a letter, and no spaces are allowed.)
- Press Enter.

Then when these cells are referenced in a Solver dialogue box, for instance, the name appears rather than the cell references. This can make it easier to follow the logic of the model. For instance, in the television production model in Section 3.2 which was illustrated in Figure 3.1, we could have assigned the following names:

| Cells | NAME |
| :--- | :--- |
| B2:D2 | SetsProduced |
| H2 | TotalSets |
| E4 | TotalProfit |
| E5 | PlasticUsed |
| G5 | AvailablePlastic |

Then by highlighting the same cells as before, the dialogue box would appear as in Figure 3.2. Note that when we input a formula (such as $.4^{*} \$ \mathrm{H} \$ 2$ ) for the right side of a constraint, the name does not appear.

FIGURE 3.2
Dialogue Box Using Named Cells


Although we could do this throughout our illustrations of linear models, we leave cell references as they are so that they can be easily referenced on the spread-
sheet itself. But for large models, naming cells certainly has its advantages. In
short, a spreadsheet offers a variety of ways other than a matrix format to convey the input coefficients. Solver is still used, but the results will be placed on spreadsheets that make them ripe for discussion or inclusion into business reports or PowerPoint presentations.

In Sections 3.4 and 3.5, the mathematical and spreadsheet modeling tips discussed in the last two sections are illustrated in various formulations of linear and integer models from the private and public sectors. In these models we shall:

- Show how linear models can be applied to different situations arising from the functional areas of business and government
- Illustrate the modeling approach, including some of the problems that might arise in the modeling process
- Employ effective spreadsheet modeling techniques
- Interpret, analyze, and extend the output generated from Excel Solver

In the process we shall illustrate a number of concepts, including how to:

- Choose an appropriate objective function
- Define an inclusive set of decision variables
- Write accurate expressions to model the constraints
- Interpret sensitivity outputs for both maximization and minimization models
- Recognize and address unboundedness
- Recognize and address infeasibility
- Recognize and address alternate optimal solutions

To simplify matters, we identify the applications area and the concepts illustrated for each model introduced in this chapter.

### 3.4 Applications of Linear Programming Models

In Chapter 2, we introduced the basic concepts of linear programming through the use of two-variable models. These concepts included modeling, using Excel's Solver to generate an optimal solution (or determine that the model is unbounded or infeasible), and interpretation of the output on the Answer and Sensitivity Reports. In this section we illustrate how to model more realistic problems requiring more than two decision variables. However, the concepts developed for twovariable models apply equally as well to these more complex ones.

The models in this section represent small versions of problems one might find in such diverse areas as production, purchasing, finance, and cash flow accounting. Besides spanning a range of applications areas, each model was constructed to illustrate at least one new linear programming concept. Thus, for each model take note of its application area, the model development, the spreadsheet design, and the analysis and interpretation of the output.

### 3.4.1 PRODUCTION SCHEDULING MODELS

Assisting manufacturing managers in making production decisions that efficiently utilize scarce resources is an area in which a variety of linear programming models have been applied. Determining production levels, scheduling shift workers and
overtime, and determining the cost effectiveness of purchasing additional resources for the manufacturing process are just some of the key decisions that these managers must make. The Galaxy Industries model introduced in Chapter 2 is a simplified version of a production scheduling situation. Here, in a slightly larger version of that model, we illustrate how linear programming can help make some of these management decisions.

## GALAXY INDUSTRIES-AN EXPANSION PLAN

Concepts: Maximization
Sensitivity Analysis (All constraint types)
Both Signs in Objective Function
Unit Conversion
Summation Variables, Percentage Constraints
Galaxy Industries has been very successful during its first six months of operation and is already looking toward product expansion and possible relocation within the year to a facility in Juarez, Mexico, where both labor and material costs are considerably lower. The availability of the cheaper labor and a contract with a local distributor to supply up to 3000 pounds of plastic at a substantially reduced cost will effectively double the profit for Space Rays to $\$ 16$ per dozen and triple the profit for Zappers to $\$ 15$ per dozen.

The new facility will be equipped with machinery and staffed with workers to facilitate a 40 -hour regular time work schedule. In addition, up to 32 hours of overtime can be scheduled. Accounting for wages, benefits, and additional plant operating expenses, each scheduled overtime hour will cost the company $\$ 180$ more than regular time hours.

Galaxy has been test marketing two additional products, tentatively named the Big Squirt and the Soaker, which appear to be as popular as the Space Ray and Zapper. 'Table 3.1 summarizes the profit and requirements for each product line.

Galaxy has a signed contract with Jaycee Toys, Inc. to supply it with 200 dozen Zappers weekly once the relocation has taken place. The marketing department has revised its strategy for the post-relocation period. It has concluded that, to keep total demand at its peak, Galaxy's most popular model, the Space Ray, should account for exactly $50 \%$ of total production, while no other product line should account for more than $40 \%$. But now, instead of limiting production to at most 700 dozen weekly, the department wishes to ensure that production will total at least 1000 dozen units weekly.

Management would like to determine the weekly production schedule (including any overtime hours, if necessary) that will maximize its net weekly profit.

Table 3.1 Profit and Requirements Per Dozen

| Product | Profit | Plastic (lb.) | Production Time (min.) |
| :--- | :---: | :---: | :---: |
| Space Rays | $\$ 16$ | 2 | 3 |
| Zappers | $\$ 15$ | 1 | 4 |
| Big Squirts | $\$ 20$ | 3 | 5 |
| Soakers | $\$ 22$ | 4 | 6 |
|  | Available | 3000 | 40 hrs. (Reg.) |
|  |  |  | $32 \mathrm{hrs} .(\mathrm{O} / \mathrm{T})$ |

## SOLUTION

The following is a brief synopsis of the problem.

- Galaxy wants to maximize its Net Weekly Profit = (Weekly Profit from Sales) - (Extra Cost of Overtime).
- A weekly production schedule, including the amount of overtime to schedule, must be determined.
- The following restrictions exist:

1. Plastic availability ( 3000 pounds)
2. Regular time labor ( 2400 minutes)
3. Overtime availability ( 32 hours)
4. Minimum production of Zappers ( 200 dozen)
5. Appropriate product mix
(Space Rays $=50 \%$ of total production)
(Zappers, Big Squirts, Soakers $\leq 40 \%$ of total production)
6. Minimum total production (1000 dozen)

## DECISION VARIABLES

Galaxy must not only decide on the weekly production rates but also determine the number of overtime hours to utilize each week. Thus, we define five decision variables:
$\mathrm{X}_{1}=$ number of dozen Space Rays to be produced each week $\mathrm{X}_{2}=$ number of dozen Zappers to be produced each week
$\mathrm{X}_{3}=$ number of dozen Big Squirts to be produced each week $\mathrm{X}_{4}=$ number of dozen Soakers to be produced each week
$\mathrm{X}_{5}=$ number of bours of overtime to be scheduled each week

## OBJECTIVE FUNCTION

The total net weekly profit will be the profit from the sale of each product less the cost of overtime. Since each overtime hour costs the company an extra $\$ 180$, the objective function is:

$$
\text { MAXIMIZE } 16 \mathrm{X}_{1}+15 \mathrm{X}_{2}+20 \mathrm{X}_{3}+22 \mathrm{X}_{4}-180 \mathrm{X}_{5}
$$

## CONSTRAINTS

The following constraints exist in the Galaxy problem:

- Plastic: (Amount of plastic used weekly) $\leq 3000 \mathrm{lbs}$.

$$
2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3}+4 \mathrm{X}_{+} \quad \leq 3000
$$

- Production Time: (Number of production mimutes used weekly) $\leq$ (Number of regular mimutes available) + (Overtime minutes used)

Here,
Number of regular time minutes available $=60(40)=2400$
Number of overtime minutes used is $60(\mathrm{O} / \mathrm{T}$ hours used $)=60 \mathrm{X}_{5}$
Thus, the production time constraint is:

$$
\begin{aligned}
& 3 X_{1}+4 X_{2}+5 X_{3}+6 X_{4} \leq 2400+60 X_{5}, \text { or } \\
& 3 X_{1}+4 X_{2}+5 X_{3}+6 X_{+}-60 X_{5} \leq 2400
\end{aligned}
$$

- Overtime Hours: (Number of overtime bours used) $\leq 32$

$$
X_{5} \leq 32
$$

- Zapper Contract: (Number of zappers produced weekly) $\geq 200 \mathrm{doz}$.

$$
X_{2} \geq 200
$$

- Product Mix: Since each of the product mix restrictions is expressed as a percentage of the total production, to clarify the model we introduce the following summation variable:

$$
\mathrm{X}_{6}=\text { Total weekly production (in dozens of units) }
$$

- Summation Constraint: Before expressing the product mix constraints, we introduce the summation constraint showing that the total weekly production, $\mathrm{X}_{6}$, is the sum of the weekly production of Space Rays, Zappers, Big Squirts, and Soakers: $\mathrm{X}_{6}=\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}+\mathrm{X}_{4}$, or

$$
X_{1}+X_{2}+X_{3}+X_{4}-X_{6}=0
$$

Now the product mix constraints can be written as

$$
\begin{aligned}
\text { (Weekly production of Space Rays) } & =(50 \% \text { of total production) } \\
& =.5 \mathrm{X}_{6} \\
\mathrm{X}_{1} & \\
\text { (Weekly production of Zappers) } & \leq(40 \% \text { of total production) } \\
X_{2} & \leq .4 \mathrm{X}_{6}
\end{aligned}
$$

(Weekly production of Big Squirts) $\leq(40 \%$ of total production)

$$
\mathrm{X}_{3} \leq .4 \mathrm{X}_{6}
$$

(Weekly production of Soakers) $\leq(40 \%$ of total production)

$$
\mathrm{X}_{4} \quad \leq .4 \mathrm{X}_{6}
$$

or

$$
\begin{aligned}
& \mathrm{X}_{1} \quad-.5 \mathrm{X}_{6}=0 \\
& \mathrm{X}_{2} \quad-.4 \mathrm{X}_{6} \leq 0 \\
& \mathrm{X}_{3}-.4 \mathrm{X}_{6} \leq 0 \\
& \mathrm{X}_{+}-.4 \mathrm{X}_{6} \leq 0
\end{aligned}
$$

- Total Production: (Total weekly production) $\geq 1000$ dozen.

$$
X_{6} \quad \geq 1000
$$

- Nonnegativity: All decision variables $\geq 0$

$$
\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \mathrm{X}_{4}, \mathrm{X}_{5}, \mathrm{X}_{6} \geq 0
$$

## THE MATHEMATICAL MODEL

Thus, the complete mathematical model for the Galaxy Industries expansion problem is:

MAXIMIZE ST

$$
\begin{aligned}
& 16 \mathrm{X}_{1}+15 \mathrm{X}_{2}+20 \mathrm{X}_{3}+22 \mathrm{X}_{4}-180 \mathrm{X}_{5} \quad \text { (Weekly profit) } \\
& 2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3}+4 \mathrm{X}_{1} \quad \leq 3000 \text { (Plastic) } \\
& 3 X_{1}+4 X_{2}+5 X_{3}+6 X_{+}-60 X_{5} \leq 2400 \text { (Production } \\
& \mathrm{X}_{5} \quad \leq 32 \text { (Overtime) } \\
& \mathrm{X}_{1}+\begin{array}{l}
\mathrm{X}_{2} \\
\mathrm{X}_{2}+\mathrm{X}_{3}+\mathrm{X}_{+}-\mathrm{X}_{6} \\
\geq \\
=000 \text { (Contract) } \\
0 \text { (Definition) }
\end{array} \\
& \mathrm{X}_{1}-.5 \mathrm{X}_{6}=0 \text { (Space Rays) } \\
& \mathrm{X}_{2} \\
& \mathrm{X}_{3} \quad \mathrm{X}_{4} \\
& \text { All X's } \geq 0 \\
& -.4 \mathrm{X}_{6} \leq 0 \text { (Zappers) } \\
& -.4 \mathrm{X}_{0} \leq 0 \text { (Big Squirts) } \\
& -.4 \mathrm{X}_{6} \leq 0 \text { (Soakers) }
\end{aligned}
$$

## EXCEL SOLVER INPUT/OUTPUT

There are many ways we could set up a spreadsheet to represent the model. Although we use more sophisticated spreadsheets that generate a great deal of additional information in later models in this chapter, at this point, the one we show in Figure $3.3 a$ is only a slight extension of that in Chapter 2. Note that the numbers in row 4 giving the production quantities and scheduled overtime and the numbers in column G giving the total production, the total profit, and the resources used, are the results of executing Solver. The model is constructed as follows:

- Row 4 is set aside for the values of the decision variables.
- Input data for the profit and the first four functional constraints are entered into rows 6 through 10 . The SUMPRODUCT function is used to get the total left-hand side values.
- Cell G4 is programmed to be the sum of the other variables. This represents the summation constraint, and since it will be determined by the other variables, it is NOT a changing cell.
- The percentage constraints of exactly $50 \%$ for Space Rays and at most $40 \%$ for the other models and the restriction of a minimum production of 1000 dozen units are reflected in the Solver dialogue box. Note that the right-hand side of these constraints is not a cell. For the percentage constraints, it is an expression, and for the minimum production constraint, it is a constant.

Clicking Solve gives the result shown in Figure 3.3a. Figure 3.36 is the corresponding Sensitivity Report.

FIGURE 3.3a Spreadsheet for the Expansion of Galaxy Industries


FIGURE 3.36 Sensitivity Report for the Expansion of Galaxy Industries

## Analysis

From Figure 3.3 a we can determine the gross profit for each model by multiplying the unit profit per dozen times the number of dozens produced. The cost of overtime is $32(\$ 180)=\$ 5760$. This gives the following results. ${ }^{3}$

| Model | Dozens Produced | Total Gross Profit | Percent of Total |
| :--- | :---: | :---: | :---: |
| Space Rays | 565 | $\$ 9,040$ | $50.0 \%$ |
| Zappers | 200 | $\$ 3,000$ | $17.7 \%$ |
| Big Squirts | 365 | $\$ 7,300$ | $32.3 \%$ |
| Soakers | 0 | $\$$ | 0 |
| Total | 1130 | $\$ 19,340$ | $0 \%$ |
|  | Cost of Overtime | $\$ 5,760$ |  |
|  | NET PROFIT | $\$ 13,580$ |  |

Furthermore, we note that:

- The total production of 1130 dozen exceeds the minimum requirement by 130 dozen.
- All 2400 minutes of regular time and all 32 hours of overtime will be used.
- Only 2425 of the 3000 pounds of available plastic will be used.

From the Sensitivity Report information shown in Figure 3.3b, we subtract the Allowable Decrease from and add the Allowable Increase to the profit coefficients to determine the following ranges of optimality for which the above solution will remain

[^13]optimal. Recall that the range of optimality is the range of values for an objective function coefficient within which the optimal solution remains valid, as long as no other changes are made.

| Model | Profit Per <br> Dozen | Minimum Profit <br> Per Dozen | Maximum Profit <br> Per Dozen |
| :--- | :---: | :---: | :---: |
| Space Rays | $\$ 16.00$ | $\$ 4.00$ | $\$ 20.00$ |
| Zappers | $\$ 15.00$ | No Minimum | $\$ 15.50$ |
| Big Squirts | $\$ 20.00$ | $\$ 19.43$ | No Maximum |
| Soakers | $\$ 22.00$ | No Minimum | $\$ 24.50$ |

We further note from Figure $3.3 b$ that:

- The above solution will remain optimal as long as the cost of overtime hours is less than $\$ 270$ (Allowable Decrease from - 180 is 90 (cell H11)).
- The profit per dozen Soakers must increase by $\$ 2.50$ (cell E10) to $\$ 24.50$ before they will be profitable to produce.
- Additional regular time minutes will add $\$ 4.50$ per minute or $\$ 270$ per hour to the total profit (cell E21). This holds true for up to an additional 920 minutes or $15 \frac{1}{3}$ hours (cell G21).
- Additional (or fewer) overtime hours above or below the 32 scheduled overtime hours will add (or subtract) $\$ 90$ to the total profit (cell E22). This holds true as long as the total number of overtime hours is between $23 \frac{1}{3}$ hours and $47 \frac{1}{3}$ hours (obtained from $32-8 \frac{2}{3}$ (cell H22) and $32+15 \frac{1}{3}$ (cell (i22)).
- Each additional dozen Zappers added to the contract with Jaycee Toys will subtract $\$ 0.50$ (cell E23) from the total profit (up to an additional 280 dozen (cell G23)). A reduction in the contract amount will save $\$ 0.50$ per dozen for a reduction not to exceed 89.23 dozen (cell H 23 ). If the contract requirement was outside this range, we would have to re-solve the problem to determine a new shadow price.
- Each dozen Space Rays that are allowed to be produced above $50 \%$ of the total will add $\$ 5.00$ (cell E19) to the total profit (up to $486_{3}^{\frac{2}{3}}$ dozen more than $50 \%$ (cell G19)). Again the problem must be re-solved if the change is outside this range.

Based on this information, the manager might ask for permission to schedule additional overtime hours, increase the percentage of Space Rays produced, reduce the contract with Jaycee Toys, or find ways to increase the profit for Soakers. However, if any changes are made, before proceeding management should first determine if the changes would affect any of the other parameters or basic assumptions underlying the model.

### 3.4.2 PORTFOLIO MODELS

Numerous mathematical models have been developed for a variety of financial/portfolio models. These models take into account return projections, measures of risk and volatility, liquidity, and long- and short-term investment goals. Some of these models are nonlinear in nature. However, here we present a situation that could be modeled as a linear program.

JONES INVESTMENT SERVICE
Concepts: Minimization
Sensitivity Analysis (All constraint types)
Charles Jones is a financial advisor who specializes in making recommendations to investors who have recently come into unexpected sums of money from inheritances, lottery winnings, and the like. He discusses investment goals with his clients, taking into account each client's attitude toward risk and liquidity.

After an initial consultation with a client, Charles selects a group of stocks, bonds, mutual funds, savings plans, and other investments that he feels may be appropriate for consideration in the portfolio. He then secures information on each investment and determines his own rating. With this information he develops a chart giving the risk factors (numbers between 0 and 100 , based on his evaluation), expected returns based on current and projected company operations, and liquidity information. At the second meeting Charles defines the client's goals more specifically. The responses are entered into a linear programming model, and a recommendation is made to the client based on the results of the model.

Frank Baklarz has just inherited $\$ 100,000$. Based on their initial meeting, Charles has found Frank to be quite risk-averse. Charles, therefore, suggests the following potential investments that can offer good returns with small risk.

| Potential | Expected <br> Return | 耳ones's <br> Rating | Liquidity <br> Analysis | Risk <br> Factor |
| :--- | :---: | :---: | :---: | :---: |
| Savings account | $4.0 \%$ | A | Immediate | 0 |
| Certificate of deposit | $5.2 \%$ | A | 5-year | 0 |
| Atlantic Lighting | $7.1 \%$ | B + | Immediate | 25 |
| Arkansis REIT | $10.0 \%$ | B | Immediate | 30 |
| Bedrock Insurance annuity | $8.2 \%$ | A | 1-year | 20 |
| Nocal Mining bond | $6.5 \%$ | B + | 1-year | 15 |
| Minicomp Systems | $20.0 \%$ | A | Immediate | 65 |
| Antony Hotels | $12.5 \%$ | C | Immediate | 40 |

Based on their second meeting, Charles has been able to help Frank develop the following portfolio goals.

1. An expected annual return of at least $7.5 \%$
2. At least $50 \%$ of the inheritance in A-rated investments
3. At least $40 \%$ of the inheritance in immediately liquid investments
4. No more than $\$ 30,000$ in savings accounts and certificates of deposit

Given that Frank is risk-averse, Charles would like to make a final recommendation that will minimize total risk while meeting these goals. As part of his service, Charles would also like to inform Frank of potential what-if scenarios associated with this recommendation.

## SOLUTION

The following is a brief summary of the problem.

- Determine the amount to be placed in each investment.
- Minimize total overall risk.
- Invest all \$100,000.
- Meet the goals developed with Frank Baklarz.


## THE MATHEMATICAL MODEL

Defining the X's as the amount Frank should allot to each investment, the following linear model represents the situation:

MINIMIZE
ST

$$
\text { All X's } \geq 0
$$

Since Jones Investment Service shares its findings directly with its clients, Charles wants to have a spreadsheet designed with his client in mind. Thus, the spreadsheet should convey all the requisite information without looking like a linear programming model. Accordingly, Charles used the "user-friendly" spreadsheet shown in Figure 3.4a. Here the right-hand sides of the constraints are in cells C2, F16, F17, F18, and F19, respectively, and cells C14, B13, D16, D17, D18, and D19 have been programmed as shown to give the quantity designated in the cells to their left. Note that SUMIF formulas in cells D17 and D18 sum only the values that meet the criteria of "A" rating and "Immediate" liquidity, respectively. Cells B5:B12 are reserved for the values of the decision variables.

FIGURE 3.4a Excel Spreadsheet and Dialogue Box for Frank Baklarz


FIGURE 3.46 Optimal Portfolio for Frank Baklarz


After verifying all requirements with Frank Baklarz, Charles clicked on Excel Solver giving the results and Sensitivity Report in Figures $3.4 b$ and $3.4 c$, respectively.


## Analysis

The spreadsheet is designed for easy reading and interpretation. In addition to the optimal solution, it is easy to see that the binding constraints are those requiring an expected annual return of at least $\$ 75(0)$, a minimum amount of $\$ 40,000$ in
immediately liquid investments, and a maximum amount of $\$ 30,000$ in the savings account and the certificate of deposit. This portfolio exceeds Frank's minimum requirement of at least $\$ 50,000$ in A-rated investments by $\$ 27,333$.

## RECOMMENDATION

According to the spreadsheet in Figure 3.4b, Charles should recommend to Frank that he invest $\$ 17,333$ in a savings account, $\$ 12,667$ in a certificate of deposit, $\$ 22,667$ in Arkansas REIT, and $\$ 47,333$ in the Bedrock Insurance Annuity. This gives an overall risk value of $1,626,667$ (an average risk factor of 16.27 per dollar invested). Any other combination of investments will give a higher risk value.

## REDUCED COSTS

According to the Sensitivity Report in Figure 3.tc, for Atlantic Lighting to be included in the portfolio, its risk factor would have to he lowered by 4.67 to 20.33 . Similarly, to include Nocal Mining, Minicomp Systems, or Antony Hotels requires a reduction in their risk factors of $0.67,1.67$, and 1.67 , respectively.

## RANGE OF OPTIMALITY

For each investment, the "Allowable Increase" and "Allowable Decrease" columns in the Sensitivity Report give the minimum and maximum amounts that the risk factors can change without altering Charles's recommendation. For example, the range of optimality of the risk factor for the Bedrock Insurance annuity is between $19.5(=20-0.5)$ and $20.43(=20+0.43)$. Recall that the range of optimality applies to changing one investment at a time. Since negative risk factors do not make sense, the minimum risk factors for the savings account and certificate of deposit would be 0 .

## SHADOW PRICES

The shadow prices in the Sensitivity Report give us the following information:

- If an extra dollar were invested above the $\$ 100,000$, the risk value would improve (decrease) by 7.33.
- For every extra dollar increase to the minimum expected annual return, the overall risk value would increase by 333.33 .
- For every extra dollar that must be made immediately liquid, the overall risk value would increase by 4 .
- For every extra dollar that is allowed to be invested in a savings account or a certificate of deposit, the risk value would decrease by 10.
- No change in total risk value would result from requiring that additional dollars be invested in A-rated investments.


## RANGE OF FEASIBILITY

The Allowable Increase and Allowable Decrease to the original right-hand side coefficients give the range of feasibility of individual changes to the right-hand side within which the shadow prices remain constant. For example, the range of feasibility corresponding to the $\$ 7500$ minimum return is ( $\$ 7500-\$ 380$ ) to $(\$ 7500+\$ 520)$ or from $\$ 7120$ to $\$ 8020$. An Allowable Decrease of $1 \mathrm{E}+30$ ) is effectively infinity; thus, $-\infty$ is the minimum right-hand side value in the range of feasibility for the amount invested in A-rated investments.

### 3.4.3 PUBLIC SECTOR MODELS

National, state, and local governments and agencies are charged with distributing resources for the public good. Frequently, political pressures and conflicts cause these entities to try to do more than the available resources will allow. When that happens, several remedies are possible. One is to try to meet a subset, but not all, of a perceived set of constraints, as is the case of one of the homework exercises in this chapter. A second approach is to treat several of the constraints as "goals" and to prioritize and weight these goals. This is called a "goal programming" approach, which is discussed in Chapter 13 on the accompanying CD-ROM. A third approach, and the one illustrated here, is simply to scale back and try to "live within one's means."

Saint Joseph.xls Saint Joseph (Revised).xls

## ST. JOSEPH PUBLIC UTILITY COMMISSION

| Concepts: | Ignoring Integer Restrictions |
| :--- | :--- |
|  | Summation Variable |
|  | Infeasibility |
|  | Multiple Optimal Solutions |

The St. Joseph Public Utilities Commission has been charged with inspecting and reporting utility problems that have resulted from recent floods in the area. Concerns have been raised about the damage done to electrical wiring, gas lines, and insulation. The Commission has one week to carry out its inspections. It has been assigned three electrical inspectors and two gas inspectors, each available for 40 hours, to analyze structures in their respective areas of expertise. In addition, the Commission has allocated $\$ 10,000$ for up to 100 hours (at $\$ 100$ per hour) of consulting time from Weathertight Insulation, a local expert in home and industrial insulation.
'These experts are assigned to inspect private homes, businesses (office complexes), and industrial plants in the area. The goal is to thoroughly inspect as many structures as possible during the allotted time in order to gather the requisite information. However, the minimum requirements are to inspect at least eight office buildings and eight industrial plants, and to make sure that at least $60 \%$ of the inspections are of private homes.

Once the total number of each type of structure to be inspected has been determined, the actual inspections will be done by choosing a random sample from those that are served by the St. Joseph Public Utility Commission. The Commission has mandated the following approximate inspection hours for each type of inspection:

|  | Electrical | Gas | Insulation |
| :--- | :---: | :---: | :---: |
| Homes | 2 | 1 | 3 |
| ()ffices | 4 | 3 | 2 |
| Plants | 6 | 3 | 1 |

A team of management science consultants has been hired to suggest how many homes, office buildings, and plants should be inspected.

## SOLU'TION

The following is a brief summary of the problem faced by the St. Joseph Public Utilities Commission.

- St. Joseph must determine the number of homes, office complexes, and plants to be inspected.
- It wishes to maximize the total number of structures inspected.
- At least eight offices and eight plants are to be inspected.
- At least $60 \%$ of the inspections should involve private homes.
- At most, 120 hours $(3 \times 40)$ can be allocated for electrical inspections, 80 hours $(2 \times 40)$ for gas inspections, and 100 consulting hours for insulation inspection

The management science team has decided to formulate the problem as a linear program, although the results should be integer-valued. If the linear program does not generate an integer solution, another method such as integer programming or dynamic programming (which is discussed in Chapter 13 on the accompanying CD-ROM) must he used, or St. Joseph could accept a feasible rounded solution.

## DECISION VARIABLES

The team defined the following variables:
$\mathrm{X}_{1}=$ number of homes to be inspected
$\mathrm{X}_{2}=$ number of office complexes to be inspected
$\mathrm{X}_{3}=$ number of industrial plants to be inspected
and they used the following summation variable

$$
\mathrm{X}_{4}=\text { total number of structures to be inspected }
$$

## OBJECTIVE FUNCTION

The problem is to determine the maximum number of structures that can be inspected, subject to the constraints. Thus, the objective function of the model is simply:

## MAXIMIZE $\mathrm{X}_{+}$

## CONSTRAINTS

The summation constraint for $X_{+}$is:

$$
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{X}_{4}=0
$$

The minimum number of office complexes and plants to be inspected are simply modeled as

$$
\begin{aligned}
& \mathrm{X}_{2} \geq 8 \\
& \mathrm{X}_{3} \geq 8
\end{aligned}
$$

The fact that at least $60 \%$ of the inspections must be of homes is modeled as

$$
\mathrm{X}_{1} \geq 0.6 \mathrm{X}_{4}
$$

or

$$
\mathrm{X}_{1}-0.6 \mathrm{X}_{+} \geq 0
$$

Finally, the constraints on the time limits for electrical, gas, and insulation inspections are:

$$
\begin{aligned}
& 2 \mathrm{X}_{1}+4 \mathrm{X}_{2}+6 \mathrm{X}_{3} \leq 120 \text { (Electrical) } \\
& 1 \mathrm{X}_{1}+3 \mathrm{X}_{2}+3 \mathrm{X}_{3} \leq 80 \text { (Gas) } \\
& 3 \mathrm{X}_{1}+2 \mathrm{X}_{2}+1 \mathrm{X}_{3} \leq 100 \text { (Insulation) }
\end{aligned}
$$

## THE LINEAR PROGRAMMING MODEL

The complete linear programming model for the St. Joseph Public Utility Commission is:

MAXIMIZE $\quad \mathrm{X}_{4} \quad$ (Total structures)
ST

$$
\begin{aligned}
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{X}_{4} & =0 \text { (Summation) } \\
\mathrm{X}_{2} & \geq 8 \text { (Minimum offices) } \\
& \mathrm{X}_{3}-0.6 \mathrm{X}_{4} \\
& \geq 0(\geq 60 \% \text { (Minimum plants) } \\
\mathrm{X}_{1} & \leq 120 \text { (Electrical) } \\
2 \mathrm{X}_{1}+4 \mathrm{X}_{2}+6 \mathrm{X}_{3} & \leq 80 \text { (Gas) } \\
\mathrm{X}_{1}+3 \mathrm{X}_{2}+3 \mathrm{X}_{3} & \leq 100 \text { (Insulation) } \\
3 \mathrm{X}_{1}+2 \mathrm{X}_{2}+1 \mathrm{X}_{3}+ &
\end{aligned}
$$

## EXCEL SOLVER INPUT/OUTPUT AND ANALYSIS

Figure 3.5 a shows the Excel spreadsheet and Solver dialogue box used by management science consultants. Note that the summation constraint is included in cell B9. The constraint requiring a minimum limit of $60 \%$ of the inspections to be houses can be expressed as $\mathrm{X}_{1} \geq .6 \mathrm{X}_{4}$. By entering the formula $=.6 * \mathrm{~B} 9$ into cell C 5 , this constraint requires (cell B5) $\geq$ (cell C5), which is part of the first set of constraints in the dialogue box.


FIGURE 3.5a Input for the St. Joseph Public Utility Commission

But when Solve was clicked, instead of an optimal solution, Solver returned the dialogue box shown in Figure 3.5b.

FIGURE 3.56
Solver Found the St. Joseph Utility Model to Be Infeasible

Needless to say, the Commission was not too pleased with this analysis. In fact, it was beginning to conclude that the management science consultants (and perhaps management science itself) could not be trusted to give the desired results.

When the consultants were asked to explain this result, they pointed out the reason for infeasibility. Even if only the minimum eight offices and eight plants were inspected, 80 of the 120 electrical hours $[4(8)+6(8)]$ would be used, leaving only 40 hours to inspect homes. At two hours per home, a maximum of 20 homes could be inspected. Thus, a total of 36 structures would be inspected, only 20 of which would be homes. This represents only $55.56 \%$ of the total homes ( $=20 / 36$ ), not the minimum $60 \%$ the Commission desired.

In other words, the problem had been formulated correctly by the management science team, but the Commission had simply given them a set of constraints that were impossible to meet. Given this situation, after much debate the Commission decided that it could get by with inspecting a minimum of six office buildings and six plants. This would use up 60 electrical hours, leaving 60 electrical hours to inspect 30 homes, which far exceeds the $60 \%$ minimum limit on homes.

The Commission was about to initiate this action when it was pointed out that inspecting 30 homes, six office buildings, and six plants would use up 108 hours for insulation inspection $[3(30)+2(6)+1(6)]$, exceeding the 100 available inspection hours. What to do?

The Commission asked the management science consultants to reconsider their problem in light of these relaxed constraints and offer a recommendation. The consultants changed the values in cells C6 and C7 of their spreadsheet from 8 to 6 and again called Solver to determine an optimal solution. The resulting spreadsheet and the Sensitivity Report are shown in Figures $3.6 a$ and 3.6 b , respectively.

The optimal solution turned out to have integer values, and thus the consultants could now report that a maximum of 40 structures ( 27 houses, 6 office buildings, and 7 plants) could be inspected; $67.5 \%(=27 / 40)$ of the inspected structures would be houses. All 120 electrical inspection hours and all 100 insulation inspection hours would be used. A total of 12 hours of gas inspection time would remain unused.

## An Alternate Optimal Solution

But the consultants noted from the Sensitivity Report in Figure $3.6 b$ that the Allowable Increase of Office Inspections and the Allowable Decrease for both House Inspections and Plant Inspections were all 0 . From our discussion in Chapter 2, recall that this is an indication that there may be alternate optimal solutions. Fol-

Saint Joseph (Revised).xls

FIGURE 3.6a Optimal Solution for the St. Joseph Public Utility Commission

lowing the procedure for generating alternate optimal solutions outlined in Chapter 2, the consultants:

- Added a constraint requiring the total number of inspections to be 40
- Changed the objective function to MAX $X_{2}$ (cell B6), since the Allowable Increase for office building inspections is 0 . (Alternatively, they could have chosen to minimize either cell B5 or B7 since the Allowable Decrease for house inspections or plant inspections is also 0 .)

Figure 3.7 shows the dialogue box and the resulting spreadsheet.
This spreadsheet shows that inspecting 26 houses, 8 office buildings, and 6 plants would be an alternative way of inspecting 40 structures while staying within the constraints of the model. In this solution, $65 \%(=26 / 40)$ of the structures inspected would be houses.

Saint Joseph (Revised).xls (Alternative Solution Worksheet)


FIGURE 3.7 Alternate Optimal Solution for St. Joseph's Public Utility Commission

Although any weighted average of these two solutions would also be optimal, since the first solution calls for inspecting 26 homes and the second 27 homes, any weighted average of the two solutions would yield a fractional solution of between 26 and 27 homes to be inspected. Thus, the consultants reported that these two solutions are the only optimal solutions that yield integers for the number of homes, office complexes, and plants to be inspected.

Faced with two feasible alternatives, the Commission had the opportunity to inject some political preferences into the decision process while still inspecting 40 structures.

### 3.4.4 PURCHASING MODELS

Purchasing models can take into account customer demand, budgets, cash flow, advertising, and inventory restrictions. In today's global economy, purchasing models play a key role in balancing customer satisfaction levels within the limited resources of the business enterprise. In the following application we present a very simplified model that takes only a few of these factors into account. We have purposely presented this problem in such a way as to illustrate another situation that can arise when building mathematical models-that of failing to consider all (or at least not enough) of the limiting factors in the original formulation.

Euromerica Liquors.xls Euromerica Liquors (Revised).xls

## EUROMERICA LIQUORS

Concepts: Choosing an Objective
Lower Bound Constraints
Unboundedness
"Slightly" Violated Constraints
Interpretation of Reduced Costs for Bounded Variables
Euromerica Liquors of Jersey City, New Jersey purchases and distributes a number of wines to retailers. Sce Table 3.2. Purchasing manager Maria Arias has been asked to order at least 800 bottles of each wine during the next purchase cycle. The only other direction Maria has been given is that, in accordance with a long-standing company policy, she is to order at least twice as many domestic (U.S.) bottles as imported bottles in any cycle. Management believes that this policy promotes a steady sales flow that keeps inventory costs at a minimum. Maria must decide exactly how many bottles of each type of wine the company is to purchase during this ordering cycle.

Table 3.2 Euromerica Liquors' Wine Purchases and Distribution

| Wine | Country | Cost | Selling Price |
| :--- | :--- | :---: | :---: |
| Napa Gold | U.S. | $\$ 2.50$ | $\$ 4.25$ |
| Cayuga Lake | U.S. | $\$ 3.00$ | $\$ 4.50$ |
| Seine Soir | France | $\$ 5.00$ | $\$ 8.00$ |
| Bella Bella | Italy | $\$ 4.00$ | $\$ 6.00$ |

## SOLUTION

'To summarize, Maria must:

- determine the number of bottles of each type of wine to purchase
- order at least 800 of each type
- order at least twice as many domestic bottles as imported bottles
- select an appropriate objective function


## DECISION VARIABLES

The four decision variables can be defined as:
$X_{1}=$ bottles of Napa Gold purchased in this purchase cycle
$\mathrm{X}_{2}=$ bottles of Cayuga Lake purchased in this purchase cycle
$\mathrm{X}_{3}=$ bottles of Seine Soir purchased in this purchase cycle
$\mathrm{X}_{+}=$bottles of Bella Bella purchased in this purchase cycle

## OBJECTIVE FUNCTION

At first, Maria reasoned that since Euromerica Liquors' goal is to make good profits, her objective should be to maximize the profit from the purchases made during this purchase cycle. Because inventory costs are assumed to be small due to the company's ordering policy, she defined the profit coefficients in terms of the selling price minus the purchase cost per bottle. Thus, the unit profits for the respective decision variables are $\$ 1.75, \$ 1.50, \$ 3$, and $\$ 2$, and the objective function is:

MAX $1.75 \mathrm{X}_{1}+1.50 \mathrm{X}_{2}+3 \mathrm{X}_{3}+2 \mathrm{X}_{4}$

## CONSTRAINTS

The following constraints must be considered
Minimum Production: At least 800 bottles of each of the wines are to be purchased:

$$
\begin{aligned}
& \mathrm{X}_{1} \geq 800 \\
& \mathrm{X}_{2} \geq 800 \\
& \mathrm{X}_{3} \geq 800 \\
& \mathrm{X}_{4} \geq 800
\end{aligned}
$$

These constraints could be entered in linear programming software either as functional constraints or as lower bound constraints that would replace the nonnegativity constraints for the variables.

Mix Constraint: (The number of bottles of domestic wine purchased) should be at least (twice the number of bottles of imported wine purchased):

$$
X_{1}+X_{2} \geq 2\left(X_{3}+X_{4}\right)
$$

or

$$
\mathrm{X}_{1}+\mathrm{X}_{2}-2 \mathrm{X}_{3}-2 \mathrm{X}_{4} \geq 0
$$

## THE MATHEMATICAL MODEL

The complete model can now be formulated as


## EXCEL INPUT/OUTPUT AND ANALYSIS

Maria created the Excel spreadsheet and Solver dialogue box shown in Figure $3.8 a$, with cells $\mathrm{C} 4: \mathrm{C} 7$ set aside for the number of bottles to order.

When she clicked Solve, however, she got the result shown in Figure 3.8b. Recall that the message "The Set Cell values do not converge" is Excel's way of stating that the problem is unbounded.

But Euromerica cannot make an infinite profit! When Maria examined the model, she realized that she had ignored the following considerations when building the model:

- Euromerica has a finite budget for the procurement of bottles of wine during the purchase cycle.
- The suppliers have a finite amount of product available.
- There is a limit on demand from the wine-buying public.

Undaunted, Maria discussed the situation with management and discovered that they wished to commit no more than $\$ 28,000$ to purchase wine during this cycle. She then contacted the wine producers and found that there were ample supplies of Cayuga Lake and Bella Bella, but that only 300 cases of Napa Gold and


FIGURE 3.8a Spreadsheet and Dialogue Box for Euromerica Liquors


FIGURE 3.86 Solver Result for Euromerica Liquors-Unbounded Solution

200 cases of Seine Soir were available (each case contains 12 bottles). Finally, she performed a market survey and, based on the results, concluded that no more than 10,000 total bottles should be purchased. Thus, the revised model is:


Maria revised her spreadsheet to reflect these changes by adding cells C11 and C13 to reflect the total number of bottles purchased and the amount of budget spent and cells G11 and G13 to reflect the limits on the maximum number of bottles purchased and the cycle budget. When the constraints for the maximum number of bottles purchased and the maximum budget expenditure along with limits on the availability of Napa Gold and Seine Soire were added to the Solver dialogue box, clicking Solve generated the optimal spreadsheet and Sensitivity Report shown in Figures 3.9a and 3.9b.
uromerica Revised.xls


FIGURE 3.9a Revised Spreadsheet for Euromerica Liquors
Maria rounded off the solution to full cases and placed them in the order shown in Table 3.3. Note that this proposal is $\$ 20$ over the budget limit of $\$ 28,000$. Although the $\$ 28,000$ limit was a restriction, it was probably a strong guideline rather than a hard and fast value. Hence, Maria had no qualms about recommending this solution.

Table 3.3 Euromerica Liquors' Solution

| Wine | Bottles | Cases | Cost | Profit |
| :--- | :---: | :---: | :---: | :---: |
| Napa Gold | 3600 | 300 | $\$ 9,000$ | $\$ 6,300$ |
| Cayuga Lake | 1968 | 164 | $\$ 5,904$ | $\$ 2,952$ |
| Seine Soir | 1980 | 165 | $\$ 9,900$ | $\$ 5,940$ |
| Bella Bella | $\underline{804}$ | $\underline{67}$ | $\$ 3,216$ | $\$ 1,608$ |
| $\quad$ Total | 8352 | 696 | $\$ 28,020$ | $\$ 16,800$ |



FIGURE 3.96 Sensitivity Report for Revised Euromerica Liquors

## Reduced Cost for Bounded Variables

In Chapter 2 we defined the reduced cost for a variable as the amount the objective function would change if the value of that variable were increased from 0 to 1 . There we implicitly assumed that the lower bound for the variable was 0 and that there was no upper bound. When a variable is defined to be a bounded variable by restricting its cell value in the spreadsheet to be at least or at most some nonzero constant, the reduced cost indicates the change in the objective function value if that bound were changed by 1 .

In Figure 3.9b Maria noticed that the number of Napa Gold bottles purchased would be its upper bound of 3600 . She also noticed that the number of Bella Bella bottles purchased would be at its lower bound of 800 . Thus, she reported to management that if she were allowed to increase the number of bottles of Napa Gold (above 3600), overall profit would increase by slightly more than $\$ 0.52$ per bottle, whereas if she were allowed to decrease the number of bottles of Bella Bella ordered (below 800 ), profit would increase by slightly more than $\$ 0.45$ per bottle.

### 3.4.5 BLENDING MODELS

One of the early successful applications of linear programming models was that of aiding executives in the oil industry in determining how much raw crude oil to purchase from various sources and how to blend these oils into useful gasoline and other byproducts. Each of these products has certain specifications that must be met such as a minimum octane rating or a maximum vapor pressure level. The United Oil Company model presented here is a simplified version of such a model. Other industries where similar blending models are useful include the garment and food industries, which blend several raw materials from various sources into finished products.

## UNITED OIL COMPANY

Concepts: Variable Definitions for Blending Models Calculation of Objective Coefficients Ratio Constraints Summation Variables Alternate Optimal Solutions Hidden Cells on Spreadsheet

United Oil blends two input streams of crude oil products-alkylate and catalytic cracked (c.c.)-to meet demand for weekly contracts for regular (12,000 barrels), mid-grade ( 7500 barrels), and premium ( 4500 barrels) gasolines. Each week United can purchase up to 15,000 barrels of alkylate and up to 15,000 barrels of catalytic cracked. Because of demand, it can sell all blended gasolines, including any production that exceeds its contracts.

To be classified as regular, mid-grade, or premium, gasolines must meet minimum octane and maximum vapor pressure requirements. The octane rating and vapor pressure of a blended gasoline is assumed to be the weighted average of the crude oil products in the blend. Relevant cost/pricing, octane, and vapor pressure data are given in Tables 3.4 and 3.5 .

United must decide how to blend the crude oil products into commercial gasolines in order to maximize its weekly profit.

Table 3.4 Cost/pricing, Octane, and Vapor Pressure Data-United Oil

|  | Crude Oil Product Data |  |  |
| :--- | :---: | :---: | :---: |
| Product | Octane Rating | Vapor Pressure |  |
| (lb./sq. in.) | Cost per Barrel |  |  |
| Alkylate | 98 | 5 | $\$ 19$ |
| Catalytic cracked | 86 | 9 | $\$ 16$ |

Table 3.5 Gasoline Octane Rating, Vapor Pressure, and Barrel Profit

|  | Blended Gasoline Requirements |  |  |
| :--- | :---: | :---: | :---: |
| Gasoline | Minimum <br> Octane Rating | Maximum <br> Vapor Pressure | Selling Price <br> per Barrel |
| Regular | 87 | 9 | $\$ 18$ |
| Mid-grade | 89 | 7 | $\$ 20$ |
| Premium | 92 | 6 | $\$ 23$ |

## SOLUTION

The problem for United Oil is to:

- determine how many barrels of alkylate to blend into regular, mid-grade, and premium and how many barrels of catalytic cracked to blend into regular, mid-grade, and premium each week
- maximize total wéekly profit
- remain within raw gas availabilities
- meet contract requirements
- produce gasoline blends that meet the octane and vapor pressure requirements


## DECISION VARIABLES (FIRST PASS)

The pending decision is to determine how much of each crude oil ( $\mathrm{X}, \mathrm{Y}$ ) to blend into each of the three grades $(1,2,3)$ each week:
$\mathrm{X}_{1}=$ number of barrels of alkylate blended into regular weekly
$\mathrm{X}_{2}=$ number of barrels of alkylate blended into mid- grade weekly
$\mathrm{X}_{3}=$ number of barrels of alkylate blended into premium weekly
$\mathrm{Y}_{1}=$ number of barrels of catalytic cracked blended into regular weekly
$\mathrm{Y}_{2}=$ number of barrels of catalytic cracked blended into mid-grade weekly
$\mathrm{Y}_{3}=$ number of barrels of catalytic cracked blended into premium weekly

## OBJECTIVE FUNCTION

The profit made on a barrel of crude product blended into a commercial gasoline is the difference between the selling price of the blended gasoline and the cost of the crude product. Table 3.6 gives the profit coefficients. The objective function is:

$$
\mathrm{MAX}-1 \mathrm{X}_{1}+1 \mathrm{X}_{2}+4 \mathrm{X}_{3}+2 \mathrm{Y}_{1}+4 \mathrm{Y}_{2}+7 \mathrm{Y}_{3}
$$

Table 3.6 Profit Coefficients for Oil

| Variable | Crude Product Cost | Gasoline Selling Price | Barrel Profit |
| :--- | :---: | :---: | :---: |
| $X_{1}$ | $\$ 19$ | $\$ 18$ | $-\$ 1$ |
| $X_{2}$ | $\$ 19$ | $\$ 20$ | $\$ 1$ |
| $X_{3}$ | $\$ 19$ | $\$ 23$ | $\$ 4$ |
| $Y_{1}$ | $\$ 16$ | $\$ 18$ | $\$ 2$ |
| $Y_{2}$ | $\$ 16$ | $\$ 20$ | $\$ 4$ |
| $Y_{3}$ | $\$ 16$ | $\$ 23$ | $\$ 7$ |

## CONSTRAINTS

United must consider the following constraints in its analysis:
Crude Availability: United cannot blend more than the product available from either input source. The total amount blended from a source is simply the sum of the amounts blended into regular, mid-grade, and premium gasoline:

$$
\begin{aligned}
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} & \leq 15,000 \\
\mathrm{Y}_{1}+\mathrm{Y}_{2}+\mathrm{Y}_{3} & \leq 15,000
\end{aligned}
$$

Contract Requirements: Although the contract requirements must be met, they may be exceeded; thus, although at least 12,000 barrels of regular must be produced, the actual amount produced will be the sum of the amounts of alkylate and catalytic cracked blended into regular: $\mathrm{X}_{1}+\mathrm{Y}_{1}$. Similarly, the amount of mid-grade
gas produced will be $X_{2}+Y_{2}$, and the amount of premium gas produced will be $X_{3}+Y_{3}$. Since these quantities are of interest to United Oil (and will figure into the remaining constraints), to simplify the formulation, summation variables can be used.

## DECISION VARIABLES (SECOND PASS)

Define the following summation variables
$\mathrm{R}=$ barrels of regular gasoline produced weekly
$M=$ barrels of mid-grade gasoline produced weekly
$\mathrm{P}=$ barrels of premium gasoline produced weekly
Doing so requires adding the following summation constraints:

$$
\begin{aligned}
& \mathrm{X}_{1}+\mathrm{Y}_{1}-\mathrm{R}=0 \\
& \mathrm{X}_{2}+\mathrm{Y}_{2}-\mathrm{M}=0 \\
& \mathrm{X}_{3}+\mathrm{Y}_{3}-\mathrm{P}=0
\end{aligned}
$$

Now the contract constraints can then be written as

$$
\begin{aligned}
\mathrm{R} & \geq 12,000 \\
\mathrm{M} & \geq 7500 \\
\mathrm{P} & \geq 4500
\end{aligned}
$$

Octane and Vapor Constraints: The octane rating for regular gasoline is the weighted average of the octane ratings for alkylate and catalytic cracked blended into regular. The appropriate weights are the ratios of the amount of alkylate to the amount of regular and the amount of catalytic cracked to the amount of regular, respectively:

98 (Amount of alkylate in regular/Total amount of regular) +
86 (Amount of catalytic cracked in regular/Total amount of regular) $=$

$$
98\left(\mathrm{X}_{1} / \mathrm{R}\right)+86\left(\mathrm{Y}_{1} / \mathrm{R}\right)
$$

Since this must be at least 87 , the constraint is:

$$
98\left(\mathrm{X}_{1} / \mathrm{R}\right)+86\left(\mathrm{Y}_{\mathrm{I}} / \mathrm{R}\right) \geq 87
$$

The terms $\left(\mathrm{X}_{1} / \mathrm{R}\right)$ and $\left(\mathrm{Y}_{1} / \mathrm{R}\right)$ make this a nomlinear constraint. Since R will be positive in the optimal solution, however, multiplying both sides by R gives the following linear constraint:

$$
98 \mathrm{X}_{1}+86 \mathrm{Y}_{1} \geq 87 \mathrm{R}
$$

or

$$
98 \mathrm{X}_{1}+86 \mathrm{Y}_{1}-87 \mathrm{R} \geq 0
$$

The remaining octane and vapor pressure constraints are constructed similarly; thus, the complete set of octane and vapor pressure restrictions is:

$$
\begin{aligned}
& 98 \mathrm{X}_{1}+86 \mathrm{Y}_{1}-87 \mathrm{R} \geq 0 \\
& 98 \mathrm{X}_{2}+86 \mathrm{Y}_{2}-89 \mathrm{M} \geq 0 \\
& 98 \mathrm{X}_{3}+86 \mathrm{Y}_{3}-92 \mathrm{P} \geq 0 \\
& 5 \mathrm{X}_{1}+9 \mathrm{Y}_{1}-9 \mathrm{R} \leq 0 \\
& 5 \mathrm{X}_{2}+9 \mathrm{Y}_{2}-7 \mathrm{M} \leq 0 \\
& 5 \mathrm{X}_{3}+9 \mathrm{Y}_{3}-6 \mathrm{P} \leq 0
\end{aligned}
$$

## THE MATHEMATICAL MODEL

The complete model is as follows:


## EXCEL INPUT/OUTPUT AND ANALYSIS

Figure 3.10a shows the completed worksheet for United Oil. On the left side in columns A:E are the parameter inputs. On the right side, columns $\mathrm{H}: \mathrm{K}$ give output values generated when Solver solves the model. The values of the decision variables are given in cells $\mathrm{H} 7: \mathrm{J} 8$. Cell formulas used in the spreadsheet are described in Table 3.7.


FIGURE 3.10a Optimal Spreadsheet for United Oil Company

Table 3.7 Cell Formulas and Analysis of Spreadsheet in Figure 3.10a
Spreadsheet Formulas/Analysis

| Cell | Quantity | Formula | Observations |
| :---: | :---: | :---: | :---: |
| K7 | Alkylate Used | $=\operatorname{SUM}(\mathrm{H} 7: \mathrm{J} 7)$ | All 15,000 barrels of each are used. |
| K8 | Catalytic Cracked Used | $=$ SUM (H8:J8) |  |
| H9 | Regular Produced | $=\operatorname{SUM}(\mathrm{H} 7: \mathrm{H} 8)$ | Regular and mid-grade are produced at the minimum required |
| 19 | Midgrade Produced | = SUM (17:18) | levels. The 10,500 barrels of premium exceed the minimum |
| $\mathrm{J9}$ | Premium Produced | $=\operatorname{SUM}(\mathrm{J} 7: 18)$ | requirement of 4,000 barrels by 6,500 barrels. |
| K9 | Total Gasoline Produced | $=\operatorname{SUM}(\mathrm{H} 9: \mathrm{J} 9)$ | 30,000 barrels are produced. |
| H13 | Profit from Alk. in Reg. | $=(E 13-E 7) * H 7$ | There is actually a loss for blending alkylate into regular. |
| H14 | Profit from Alk. in Mid. | $=(E 14-E 7) * 17$ |  |
| H15 | Profit from Alk. in Prem. | $=(E 15-E 7) *$ \% 7 |  |
| 113 | Profit from C.C. in Reg. | $=(E 13-E 8) *$ H8 |  |
| 114 | Profit from C.C. in Mid. | $=(E 14-E 8) * 18$ |  |
| 115 | Profit from C.C. in Prem. | $=(\mathrm{E} 15-\mathrm{E} 8) * \mathrm{~J} 8$ |  |
| K13 | Total Profit from Alk. | $=\operatorname{SUM}(\mathrm{H} 13: \mathrm{J} 13)$ | Profit from alkylate $=\$ 43,750$ |
| K14 | Total Profit from C.C. | $=\operatorname{SUM}(\mathrm{H} 14: \mathrm{J} 14)$ | Profit from c.c. $=\$ 38,750$ |
| H15 | Total Profit from Reg. | $=\operatorname{SUM}(\mathrm{H} 13: \mathrm{H} 14)$ | Profit from Reg. $=\$ 21,000$ |
| 115 | Total Profit from Mid. | = SUM (I13:114) | Profit from Mid. $=\$ 18,750$ |
| J 15 | Total Profit from Prem. | $=\operatorname{SUM}(\mathrm{J} 13: J 14)$ | Profit from Prem. $=\$ 42,750$ |
| K15 | Total Profit (Maximized) | $=\operatorname{SUM}(\mathrm{H} 15: \mathrm{J} 15)$ | Max. Total Profit $=\$ 82,500$ |
| H19 | Octane Rating Regular | $=\mathrm{C} 7 *(\mathrm{H} 7 / \mathrm{H} 9)+\mathrm{C} 8 *(\mathrm{H} 8 / \mathrm{H} 9)$ | Octane ratings are found by weighting the octane ratings of |
| 119 | Octane Rating Midgrade | $=C 7 *(17 / 19)+C 8 *(18 / 19)$ | alkylate and cc by the proportion in each blended gasoline. |
| 119 | Octane Rating Premium | $=\mathrm{C} 7 *(\mathrm{~J} 7 / \mathrm{J} 9)+\mathrm{C} 8 *(\mathrm{~J} / \mathrm{/J9})$ | Regular and mid-grade meet minimum octane ratings; the premium rating of 97.5 exceeds its minimum rating of 92 . |
| H20 | Vapor Pressure Regular | $=\mathrm{D} 7 *(\mathrm{H} 7 / \mathrm{H} 9)+\mathrm{D} 8 *(\mathrm{H} 8 / \mathrm{H} 9)$ | Vapor pressure of a blended gasoline is found by weighting the |
| 120 | Vapor Pressure Midgrade | $=\mathrm{D} 7 *(17 / 19)+\mathrm{D} 8 *(18 / 19)$ | vapor pressures of alkylate and cc by the proportion in each |
| J20 | Vapor Pressure Premium | $=\mathrm{D} 7 *(\mathrm{~J} 7 / \mathrm{J} 9)+\mathrm{D} 8 *(\mathrm{~J} / \mathrm{J} 9)$ | blended gasoline. Mid-grade is produced at its highest possible vapor pressure level. Regular and premium vapor pressures are less than their maximum allowable limits. |

## Construction and Analysis of the Spreadsheet Hidden Cells

The octane ratings and vapor pressures of the blended gasolines in cells H19:J20 were found by taking the weighted averages of the octane ratings and vapor pressures of alkylate and catalytic cracked blended into each grade. For example, as seen in Table 3.7, the formula in cell H 19 is: $=\mathrm{C} 7 *(\mathrm{H} 7 / \mathrm{H} 9)+\mathrm{C} 8 *(\mathrm{H} 8 / \mathrm{H} 9)$. But the denominator, cell H 9 , is the sum of the six decision variables in H 7 :J8, making the expression in cell H 19 nonlinear in terms of the decision variables. There are similar formulas in cells $\mathrm{H} 20, \mathrm{I} 19, \mathrm{I} 20, \mathrm{~J} 19$, and J 20 . Thus, if this nonlinear term were included in the left side of a constraint, a linear programming approach could not be used. That is why we wrote the mathematical model the way we did-to obtain a linear programming formulation!

Accordingly, the formulas for the left side of the last six functional constraints of the model for the octane and vapor pressure constraints are entered into cells B24:B26 and C24:C26, respectively, as shown in Table 3.8. Although these values are required to be nonnegative for octane and nonpositive for vapor pressure, their precise values are meaningless and add nothing to the manager's analysis of the results. Thus, the corresponding rows were hidden in Figure 3.10a by holding down the left mouse key over the selected row numbers in the left margin and then clicking "Hide" with the right mouse key.

Table 3.8 Hidden Cells-Left-Hand Sides of the Last Six Functional Constraints
Left-Hand Side Values of the Last Six Functional Constraints (Hidden in Rows 24-26)

| Cell | Left Side Quantity | Left-Hand Side | Spreadsheet Formula |
| :--- | :--- | :--- | :--- |
| B24 | Reg. Octane Rating | $98 \mathrm{X}_{1}+86 \mathrm{Y}_{1}-87 \mathrm{R}$ | $=$ SUMPRODUCT $(\mathrm{C} 7: \mathrm{C} 8, \mathrm{H} 7: \mathrm{H} 8)-\mathrm{C} 13 * \mathrm{H} 9$ |
| B25 | Mid. Octane Rating | $98 \mathrm{X}_{2}+86 \mathrm{Y}_{2}-89 \mathrm{M}$ | $=$ SUMPRODUCT $(\mathrm{C} 7: \mathrm{C} 8,17: 18)-\mathrm{C} 14 * 19$ |
| B26 | Prem. Octane Rating | $98 \mathrm{X}_{3}+86 \mathrm{Y}_{3}-92 \mathrm{P}$ | $=$ SUMPRODUCT $(\mathrm{C} 7: \mathrm{C} 8, \mathrm{~J} 7: \mathrm{J} 8)-\mathrm{C} 15 * \mathrm{~J} 9$ |
| C24 | Reg. Vapor Pressure | $5 \mathrm{X}_{1}+9 \mathrm{Y}_{1}-9 \mathrm{R}$ | $=$ SUMPRODUCT $(\mathrm{D} 7: \mathrm{D} 8, \mathrm{H} 7: \mathrm{H} 8)-\mathrm{D} 13 * \mathrm{H} 9$ |
| C 25 | Mid. Vapor Pressure | $5 \mathrm{X}_{2}+9 \mathrm{Y}_{2}-7 \mathrm{M}$ | $=$ SUMPRODUCT $\mathrm{D} 7: \mathrm{D} 8,17: 18)-\mathrm{D} 14 * 19$ |
| C 26 | Prem. Vapor Pressure | $5 \mathrm{X}_{3}+9 \mathrm{Y}_{3}-6 \mathrm{P}$ | $=$ SUMPRODUCT(D7:D8,J7:J8)-D15*J9 |

## Analysis of the Sensitivity Report

Figure 3.10 b shows the corresponding Sensitivity Report for this model.


From this Sensitivity Report we observe the following.
Effects of Extra Crude All additional barrels of alkylate will add $\$ 4$ each to the total profit. Additional barrels of catalytic cracked will add $\$ 7$ each for each of the next 3166.67 barrels. That is, United should be willing to pay up to $\$ 19+$ $\$ 4=\$ 23$ for an additional barrel of alkylate and up to $\$ 16+\$ 7=\$ 23$ for additional barrels of catalytic cracked.

Effects of Changing Grade Requirements Decreasing the requirement for regular from 12,000 barrels will increase profits by $\$ 5$ per barrel up to a maximum decrease of 3562.5 barrels (to 8437.5 barrels); increasing this minimum requirement will decrease profits $\$ 5$ per barrel, up to a maximum increase of 272.73 barrels (to $12,272.73$ barrels). Changing the requirement for mid-grade will have a $\$ 3$ effect for a maximum decrease of 7500 barrels (down to 0 ) or a maximum increase of 500 barrels (up to 8000 ). Changing the minimum requirement for premium
would have no effect unless the increase puts the requirement above the proposed production level of 10,500 barrels.

Alternative Optimal Solutions There are Allowable Increases and Allowable Decreases of 0 for the profit coefficients of the various blends, indicating the existence of alternate optimal solutions. Thus, the crudes can be blended in other ways to make a profit of $\$ 82,500$ while meeting the octane and vapor pressure requirements.

## Other Linear Models

Sections 3.4.1-3.4.5 described just a few possibilities which might be solved using linear programming models. Space considerations have precluded us from presenting even more examples of linear models in this text. However, two other slightly more complex, but very important applications are presented on the accompanying CDROM. These models illustrate a multiperiod cash flow scheduling model (Appendix 3.2) and a model for evaluating the efficiency operations using a process known as data envelopment analysis (Appendix 3.3). Since these models illustrate new ideas and spreadsheet approaches, you are encouraged to access them from the Appendix folder on the CD-ROM.

### 3.5 Applications of Integer Linear Programming Models

In many real-life models, at least one of the decision variables is required to be inte-ger-valued. If all the variables are required to be integer, the model is called an allinteger linear programming model (ALLP) and if all are required to be binary (values of 0 or 1 ), the model is called a binary integer linear programming model (BILP). If some of the variables are required to be either integer or binary whereas others have no such restriction, the model is called a mixed integer linear programming model (MILP). In this section we present several such models including a personnel scheduling (AILP), a project selection model (BILP), a supply chain model (MILP), and an advertising model (AILP) on the accompanying CD-ROM.

We observed in Chapter 2 that to convert a linear programming model to an integer programming model in an Excel spreadsheet only involves a mouse click in the Add Constraint dialogue box of Solver. We also stated, however, that when integer variables are present, the solution time can increase dramatically and no sensitivity output is generated. Thus, rounding a linear programming solution is sometimes a preferred option.

## Using Binary Variables

Appropriate use of binary variables can aid the modeler in expressing comparative relationships. To illustrate, suppose $\mathrm{Y}_{1}, \mathrm{Y}_{2}$, and $\mathrm{Y}_{3}$ are binary variables representing whether each of three plants should be built $\left(\mathrm{Y}_{\mathrm{i}}=1\right)$ or not built $\left(\mathrm{Y}_{\mathrm{i}}=0\right)$. The following relationships can then be expressed by these variables. (You can verify these relationships by substituting all combinations of 0 's and l's into the given constraints.)

- At least two plants must be built.
- If plant 1 is built, Plant 2 must not be built.
- If plant 1 is built, Plant 2 must be built.
- One but not both of Plants 1 and 2 must be built.
- Both or neither of Plants 1 and 2 must be built.
- Plant construction cannot exceed $\$ 17$ million, and the costs to build Plants 1,2 , and 3 are $\$ 5$ million, $\$ 8$ million, and $\$ 10$ million, respectively.

$$
\begin{aligned}
& \mathrm{Y}_{1}+\mathrm{Y}_{2}+\mathrm{Y}_{3} \geq 2 \\
& \mathrm{Y}_{1}+\mathrm{Y}_{2} \leq 1 \\
& \mathrm{Y}_{1}-\mathrm{Y}_{2} \leq 0 \\
& \mathrm{Y}_{1}+\mathrm{Y}_{2}=1 \\
& \mathrm{Y}_{1}-\mathrm{Y}_{2}=0
\end{aligned}
$$

$$
5 \mathrm{Y}_{1}+8 \mathrm{Y}_{2}+10 \mathrm{Y}_{3} \leq 17
$$

Binary variables can also be used to indicate restrictions in certain conditional situations. For example, suppose $X_{1}$ denotes the amount of a product that will be produced at Plant 1 . (Note that $X_{1} \geq 0$.) If Plant 1 is built, there is no other restriction on the value of $X_{1}$, but if it is not built, $X_{1}$ must be 0 . This relation can be expressed by:

$$
\mathrm{X}_{1} \leq M Y_{1}
$$

In this expression, $M$ denotes an extremely large number that does not restrict the value of $X_{1}$ if $Y_{1}=1$. For example we might use $10^{20}($ or $1 E+20)$ for $M$. If Plant 1 is not built $\left(Y_{1}=0\right)$, the constraint becomes $X_{1} \leq 0$; however, since $X_{1} \geq 0$, this implies $X_{1}=0$; that is, no product will be produced at Plant 1. If Plant 1 is built $\left(Y_{1}=1\right)$, then $X_{1} \leq M$, which, because of the extremely large value assigned to $M$, effectively does restrict the value of $\mathrm{X}_{1}$.

Now suppose that we are considering building a new plant in Chicago to produce two products, bicycles and tricycles. Suppose each bicycle requires 3 pounds of steel and each tricycle 4 pounds of steel. If the plant is built, it should have 2000 pounds of steel available per week. Thus, there will be at most 2000 pounds of steel if the plant is built but 0 pounds of steel available if it is not built. Define:
$\mathrm{X}_{1}=$ the number of bicycles produced each week at the Chicago plant $\mathrm{X}_{2}=$ the number of tricycles produced each week at the Chicago plant

Now let $Y_{1}$ represent whether or not the Chicago plant is built. This situation can then be modeled as: $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2000 \mathrm{Y}_{1}$ or, $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}-2000 \mathrm{Y}_{1} \leq 0$. We see that if the plant is built $\left(\mathrm{Y}_{1}=1\right)$, then the constraint is $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2000$. If it is not built ( $\mathrm{Y}_{1}=0$ ), the constraint reduces to $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 0$ (which will hold only if both $X_{1}$ and $X_{2}$ are 0 ). That is, if the plant is not built, there is no production.

These are just some of the ideas that are modeled in the examples in this section.

### 3.5.1 PERSONNEL SCHEDULING MODELS

One problem that requires an integer solution is the assigmment of personnel or machines to meet some minimum coverage requirements. Typically, these models have constraints that link the resources available during one period with those available for subsequent periods. The situation faced by the City of Sunset Beach is an example of one such problem.

## SUNSET BEACH LIFEGUARD ASSIGNMENTS

## Concepts: Integer Variables <br> Linking Constraints <br> Hidden Cells

In the summer, the City of Sunset Beach staffs lifeguard stations seven days a week. Regulations require that city employees (including lifeguards) work five days a week and be given two consecutive days off. For most city employees, these days are Saturday and Sunday, but for lifeguards, these are the two busiest days of the week.

Insurance requirements mandate that Sunset Beach provide at least one lifeguard per 8000 average daily attendance on any given day. Table 3.9 gives the average daily attendance figures and the minimum number of lifeguards required during the summer months, at Sunset Beach.

Given the current budget situation, Sunset Beach would like to determine a schedule that will employ as few lifeguards as possible.

Table 3.9 Average Daily Attendance and Lifeguard Requirements

| Day | Average Attendance | Lifeguards Required |
| :--- | :---: | :---: |
| Sunday | 58,000 | 8 |
| Monday | 42,000 | 6 |
| Tuesday | 35,000 | 5 |
| Wednesday | 25,000 | 4 |
| Thursday | 44,000 | 6 |
| Friday | 51,000 | 7 |
| Saturday | 68,000 | 9 |

## SOLUTION

Sunset Beach's problem is to:

- Schedule lifeguards over five consecutive days
- Minimize the total number of lifeguards required
- Meet the minimum daily lifeguard requirements


## DECISION VARIABLES

Sunset Beach must decide how many lifeguards to schedule beginning Sunday and working for five consecutive days, the number to schedule beginning Monday and working for five consecutive days, and so on:
$X_{1}=$ number of lifeguards scheduled to begin on Sunday
$X_{2}=$ number of lifeguards scheduled to begin on Monday
$\mathrm{X}_{3}=$ number of lifeguards scheduled to begin on Tuesday
$\mathrm{X}_{4}=$ number of lifeguards scheduled to begin on Wednesday
$X_{5}=$ number of lifeguards scheduled to begin on Thursday
$X_{6}=$ number of lifeguards scheduled to begin on Friday
$\mathbf{X}_{7}=$ number of lifeguards scheduled to begin on Saturday

## OBJECTIVE FUNCTION

The goal is to minimize the total number of lifeguards scheduled:

$$
\operatorname{MIN} X_{1}+X_{2}+X_{3}+X_{4}+X_{5}+X_{6}+X_{7}
$$

## CONSTRAINTS

For each day, at least the minimum required number of lifeguards must be on duty. Those on duty on Sunday begin their shift either on Sunday, Wednesday, Thursday, Friday, or Saturday; those on duty on Monday begin their shift either on Monday, Thursday, Friday, Saturday, or Sunday; and so on. Thus,
(The number of lifeguards on duty Sunday) $\geq 8$
or

$$
\mathrm{X}_{1} \quad+\mathrm{X}_{4}+\mathrm{X}_{5}+\mathrm{X}_{6}+\mathrm{X}_{7} \geq 8
$$

For Monday the constraint would be:

$$
\mathrm{X}_{1}+\mathrm{X}_{2} \quad+\mathrm{X}_{5}+\mathrm{X}_{6}+\mathrm{X}_{7} \geq 6
$$

## THE MATHEMATICAL MODEL

The constraints for the other days are similarly derived, yielding the following model:

| MIN | X | $+\mathrm{X}_{2}$ | $+\mathrm{X}_{3}$ | $+\mathrm{X}_{+}$ | $+\mathrm{X}_{5}$ | $+\mathrm{X}_{6}$ | $+\mathrm{X}_{7}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | X ${ }_{1}$ |  |  | $+\mathrm{X}_{4}$ | $+\mathrm{X}_{5}$ | $+\mathrm{X}_{6}$ | $+\mathrm{X}_{7}$ | $\geq 8$ (Sunday) |
|  | X 1 | $+\mathrm{X}_{2}$ |  |  | $+\mathrm{X}_{5}$ | $+\mathrm{X}_{6}$ | $+\mathrm{X}_{7}$ | $\geq 6$ (Monday) |
|  | X | $+\mathrm{X}_{2}$ | $+\mathrm{X}_{3}$ |  |  | $+\mathrm{X}_{6}$ | $+\mathrm{X}_{7}$ | $\geq 5$ (Tuesday) |
|  | X | $+\mathrm{X}_{2}$ | $+\mathrm{X}_{3}$ | $+\mathrm{X}_{+}$ |  |  | $+\mathrm{X}_{7}$ | $\geq 4$ (Wednesday) |
|  | X | $+\mathrm{X}_{2}$ | $+\mathrm{X}_{3}$ | $+\mathrm{X}_{+}$ | $+\mathrm{X}_{5}$ |  |  | $\geq 6$ (Thursday) |
|  |  | $\mathrm{X}_{2}$ | $+\mathrm{X}_{3}$ | $+\mathrm{X}_{+}$ | $+\mathrm{X}_{5}$ | $+\mathrm{X}_{6}$ |  | $\geq 7$ (Friday) |
|  |  |  | $\mathrm{X}_{3}$ | $+\mathrm{X}_{+}$ | $+\mathrm{X}_{5}$ | $+\mathrm{X}_{6}$ | $+\mathrm{X}_{7}$ | $\geq 9$ (Saturday) |

All variables $\geq 0$ AND Integer

## EXCEL INPUT/OUTPUT AND ANALYSIS

Figure 3.11 shows a spreadsheet for this model. The formula in cell B5 (= ROUNDUP(B4/8000,0) gives the number of required lifeguards on Sunday by dividing the projected attendance (B4) by the 8000 lifeguard to attendance ratio and rounding this number up. The 0 means include 0 decimal places. This formula is dragged to cells $\mathrm{C} 5: \mathrm{H} 5$ to obtain the daily requirements.


FIGURE 3.11 Optimal Spreadsheet for Sunset Beach Lifeguard Assignments

The formula in cell B6 (=\$B\$9-C7-D7) states that the number of lifeguards on duty on Sunday includes all lifeguards (\$B\$9) except those who begin their shift on Monday (C7) or Tuesday (D7). Those who begin their shift on Monday or Tuesday will finish their shifts on Friday and Saturday, respectively. So that we can drag this formula across to cells C6:H6, formulas have been assigned to (hidden) cells I7 and J7; they also give the number of lifeguards who begin their shift on Sunday and Monday.

We see that the city can get by with a total of 10 lifeguards, 1 of whom starts his shift on Monday, 1 on Tuesday, 1 on Wednesday, 4 on Thursday, and 3 on Saturday. ${ }^{+}$ The minimum requirement for lifeguards is met on each day, with Monday and Wednesday having two extra lifeguards and Thursday one extra lifeguard assigned.

### 3.5.2 PROJECT SELECTION MODELS

Project selection models involve a set of "go/no-go" decisions, represented by binary decision variables, for various projects under consideration. Such models typically involve budget, space, or other restrictions, as well as a set of priorities among certain projects. For example, one might specify that project 1 may be done (or will be done) only if project 2 is done, or only if project 3 is not done, or that at least two of projects $1,2,3,4$, and 5 be accomplished. The situation faced by the Salem City Council is a simplified version of one such model.

## SALEM CITY COUNCIL

## Concepts: Binary Decision Variables <br> Priority Relationships

At its final meeting of the fiscal year, the Salem City Council will be making plans to allocate funds remaining in this year's budget. Nine projects have been under consideration throughout the entire year.

To gauge community support for the various projects, questionnaires were randomly mailed to voters throughout the city asking them to rank the projects ( 9 = highest priority, 1 = lowest priority). The council tallied the scores from the 500 usable responses it received. Although the council has repeatedly maintained that it will not be bound by the results of the questionnaire, it plans to use this information while taking into account other concerns when making the budget allocations.

The estimated cost of each project, the estimated number of permanent new jobs each would create, and the questionnaire point tallies are summarized in Table 3.10.

The council's goal is to maximize the total perceived voter support (as evidenced through the questionnaires), given other constraints and concerns of the council, including the following:

- $\$ 900,000$ remains in the budget.
- The council wants to create at least 10 new jobs.
- Although crime deterrence is a high priority with the public, the council feels that it must also be fair to other sectors of public service (fire and education). Accordingly, it wishes to fund at most three of the police-related projects.
- The council would like to increase the number of city emergency vehicles but feels that, in the face of other pressing issues, only one of the two emergency vehicle projects should be funded at this time. Thus, either the two police cars or the fire truck should be purchased.

[^14]- The council believes that if it decides to restore funds cut from the sports programs at the schools, it should also restore funds cut from their music programs, and vice versa.
- By union contract, any additional school funding must go toward restoring previous cuts before any new school projects are undertaken. Consequently, both sports funds and music funds must be restored before new computer equipment can be purchased. Restoring sports and music funds, however, does not imply that new computers will be purchased, only that they can be.

Table 3.10 Project Costs, New Jobs, and Point Tallies

|  | Project | Cost <br> $(\$ 1000)$ | New <br> Jobs | Points |
| :--- | :--- | :---: | :---: | :---: |
| $X_{1}$ | Hire seven new police officers | $\$ 400$ | 7 | 4176 |
| $X_{2}$ | Modernize police headquarters | $\$ 350$ | 0 | 1774 |
| $X_{3}$ | Buy two new police cars | $\$ 50$ | 1 | 2513 |
| $X_{4}$ | Give bonuses to foot patrol officers | $\$ 100$ | 0 | 1928 |
| $X_{5}$ | Buy new fire truck/support equipment | $\$ 500$ | 2 | 3607 |
| $X_{6}$ | Hire assistant fire chief | $\$ 90$ | 1 | 962 |
| $X_{7}$ | Restore cuts to sports programs | $\$ 220$ | 8 | 2829 |
| $X_{8}$ | Restore cuts to school music | $\$ 150$ | 3 | 1708 |
| $X_{9}$ | Buy new computers for high school | $\$ 140$ | 2 | 3003 |

## SOLUTION

The Salem City Council must choose which projects to fund. Its objective is to determine, within the constraints and concerns listed earlier, the set of projects that maximizes public support for its decisions as evidenced through the returned questionnaires.

## DECISION VARIABLES

The variables, $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{1}$, are binary decision variables: $\mathrm{X}_{\mathrm{i}}=1$ if project j is funded, and $X_{i}=0$ if project $j$ is not funded.

## OBJECTIVE FUNCTION

The council's objective is to maximize the overall point score of the funded projects:

MAXIMIZE $4176 \mathrm{X}_{1}+1774 \mathrm{X}_{2}+2513 \mathrm{X}_{3}+1928 \mathrm{X}_{4}+3607 \mathrm{X}_{5}+962 \mathrm{X}_{6}+2829 \mathrm{X}_{7}+1708 \mathrm{X}_{8}+3003 \mathrm{X}_{1}$

## CONSTRAINTS

Budget Constraint The maximum amount of funds to be allocated cannot exceed $\$ 900,000$. Using coefficients to represent the number of thousands of dollars, this constraint can be written as:

$$
400 X_{1}+350 X_{2}+50 X_{3}+100 X_{4}+500 X_{5}+90 X_{6}+220 X_{7}+150 X_{8}+140 X_{9} \leq 900
$$

Job Creation Constraint The number of new jobs created must be at least 10:

$$
7 \mathrm{X}_{1}+\mathrm{X}_{3}+2 \mathrm{X}_{5}+\mathrm{X}_{6}+8 \mathrm{X}_{7}+3 \mathrm{X}_{8}+2 \mathrm{X}_{9} \geq 10
$$

Maximum of Three Out of Four Police Projects Constraint The number of police-related activities to be funded is at most 3:

$$
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}+\mathrm{X}_{+} \leq 3
$$

Mutually Exclusive Projects Constraint (Two Police Cars or a Fire Truck) Either the two police cars should be purchased or the fire truck should be purchased. This is equivalent to saying that the number of police car purchase projects plus the number of fire truck purchase projects to be funded is exactly 1:

$$
X_{3}+X_{5}=1
$$

Corequisite Projects Constraint-Sports Funding/Music Funding If sports funds are restored music funds will be restored, and if sports funds are not restored music funds will not be restored. This constraint implies that the number of restored music fund projects funded must equal the number of sports fund projects funded; that is $\mathrm{X}_{7}=\mathrm{X}_{8}$, or:

$$
\mathrm{X}_{7}-\mathrm{X}_{8}=0
$$

Prerequisite Projects Constraint-Equipment vs. Sports and Music Funding Sports funding and music funding must be restored before new computer equipment can be purchased. This relationship can be expressed as two prerequisite constraints: the number of sports projects funded must be at least as great as the number of computer equipment projects funded ( $\mathrm{X}_{7} \geq \mathrm{X}_{9}$ ) AND the numher of music projects funded must be at least as great as the number of computer equipment projects funded ( $\mathrm{X}_{8} \geq \mathrm{X}_{4}$ ), or:

$$
\begin{aligned}
& \mathbf{X}_{7}-\mathbf{X}_{9} \geq 0 \\
& \mathbf{X}_{8}-\mathbf{X}_{9} \geq 0
\end{aligned}
$$

Note that, taken together, these constraints mean that if $X_{10}=1$, then both $X_{7}$ and $\mathrm{X}_{8}$ must be 1 , but if either or both $\mathrm{X}_{7}$ and $\mathrm{X}_{8}=1, \mathrm{X}_{9}$ is not required to be 1 .

## MATHEMATICAL MODEL FOR THE SALEM CITY COUNCIL

The complete model for the Salem City Council, which includes the objective function, the functional and conditional constraints, and the binary restrictions, can now be stated as follows:

MAXIMIZE

$$
\begin{aligned}
& 4176 X_{1}+1774 X_{2}+2513 X_{3}+1928 X_{+}+3607 X_{5}+962 X_{6}+2829 X_{7}+1708 X_{8}+3003 X_{9} \\
& \text { ST }
\end{aligned}
$$

$$
\text { All } \mathrm{X} ' s=0 \text { or } 1
$$

## Excel Input/Output and Analysis

Figure 3.12 shows an optimal spreadsheet for the decisions faced by the Salem City Council. The binary decision variables are in cells B4:B12, and we present the formulas for the left side of the constraints shown in cells B17:B23.


FIGURE 3.12 Optimal Spreadsheet for the Salem City Council

Much to the council's surprise, the optimal solution does not fund the two items the people most wanted-hiring seven new police officers and purchasing a new fire truck and fire support equipment! Upon further observation, the council noted that these items were also the most costly, but they were still amazed that neither would be funded given the extremely high public support for them. The solution also does not recommend funding renovations to police headquarters; instead it recommends funding all six other projects. If this recommendation is followed, the council will create five more jobs than its goal of 10 and will have a budget surplus of $\$ 1,500,000$ that it can apply to next year's projects or return to the people as a tax rebate (a very popular political idea!)

### 3.5.3 SUPPLY CHAIN MANAGEMENT MODELS

One of the most significant managerial developments in recent years has been the emergence of supply chain management models that integrate the process of manufacturing goods and getting them to the consumer. A typical supply chain can be thought of as a decision support system that treats the acquisition of materials to produce products as well as the manufacturing, storing, and shipping of finished products as an integrated system of events rather than as stand-alone separate components of the process.

Numerous management science models discussed in this text, including manufacturing models, network models, scheduling models, forecasting models, inventory models, and queuing models, are now embraced under the ever growing set of supply chain management techniques. The overall objective of these models has been, and continues to be, to minimize total system costs while maintaining appropriate production levels and transporting needed quantities to the right locations in a timely and efficient manner. While just a few short years ago, employing efficient supply chain models gave many firms an edge in the market, today their use has nearly become essential to even compete in the marketplace.

One link in the supply chain can involve determining which plants should be made operational, which should produce specified items, and what shipping pattern should be used to distribute the finished products to retailers. Such is the situation faced by Globe Electronics, Inc.

Globexls Globe Plant Analysis.xls

## GLOBE ELECTRONICS, INC.

Concepts: Supply Chain Management Mixed Integer Modeling of Fixed Charges Rounding Noninteger Solutions
Globe Electronics, Inc. manufactures two styles of remote control cable boxes (the G50 and the H90) that various cable companies supply to their customers when cable service is established. Different companies require different models. During the late 1980s and early 1990s, due to an explosion in the demand for cable services, Globe expanded rapidly to four production facilities located in Philadelphia (the original plant), St. Louis, New Orleans, and Denver. The manufactured items are shipped from the plants to regional distribution centers located in Cincinnati, Kansas City, and San Francisco; from these locations they are distributed nationwide.

Because of a decrease in demand for cable services and technological changes in the cable industry, demand for Globe's products is currently far less than the total of the capacities at its four plants. As a result, management is contemplating closing one or more of its facilities.

Each plant has a fixed operating cost, and, because of the unique conditions at each facility, the production costs, production time per unit, and total monthly production time available vary from plant to plant, as summarized in '「able 3.11.

The cable boxes are sold nationwide at the same prices: $\$ 22$ for the G50, and $\$ 28$ for the H 90 .

Current monthly demand projections at each distribution center for both products are given in Table 3.12 .

To remain viable in each market, Globe must meet at least $70 \%$ of the demand for each product at each distribution center. The transportation costs between each plant and each distribution center, which are the same for either product, are shown in Table 3.13.

Globe management wants to develop an optimal distribution policy utilizing all four of its operational plants. It also wants to determine whether closing any of the production facilities will result in higher company profits.

Table 3.11 Production Costs, Times, Availability

| Plant | Fixed Cost/ Month (\$1000) | Production Cost Per Unit |  | Production Time (Hr./Unit) |  | Available <br> Hours per Month |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | G50 | H90 | G50 | H90 |  |
| Philadelphia | 40 | 10 | 14 | . 06 | 06 | 640 |
| St. Louis | 35 | 12 | 12 | . 07 | . 08 | 960 |
| New Orleans | 20 | 8 | 10 | . 09 | . 07 | 480 |
| Denver | 30 | 13 | 15 | . 05 | . 09 | 640 |

Table 3.12 Monthly Demand Projections

|  | Demand |  |  |
| :---: | :---: | :---: | :---: |
|  | Cincinnati | Kansas City | San Francisco |
| G50 | 2000 | 3000 | 5000 |
| H90 | 5000 | 6000 | 7000 |

Table 3.13 Transportation Costs per 100 Units

|  | To |  |  |
| :--- | :---: | :---: | :---: |
|  | Cincinnati | Kansas City | San Francisco |
| From |  |  |  |
| Philadelphia | $\$ 200$ | $\$ 300$ | $\$ 500$ |
| St. Louis | $\$ 100$ | $\$ 100$ | $\$ 400$ |
| New Orleans | $\$ 200$ | $\$ 200$ | $\$ 300$ |
| Denver | $\$ 300$ | $\$ 100$ | $\$ 100$ |

## SOLUTION

The situation facing Globe Electronics is the portion of the supply chain that involves the manufacture and delivery of finished products to various distribution centers. Prior to this, Globe would be involved with ordering raw materials and scheduling personnel in the production process. Subsequent links would involve the storage process at the distribution centers and the sale and dissemination of the completed goods to retail establishments. Specifically for this portion of the model, Globe is seeking to:

- Determine the number of G50 and H90 cable boxes to be produced at each plant
- Determine a shipping pattern from the plants to the distribution centers
- Maximize net total monthly profit
- Not exceed the production capacities at any plant
- Ensure that each distribution center receives between $70 \%$ and $100 \%$ of its monthly demand projections

The model Globe uses to solve for the optimal solution with all four plants operating is developed in the following section.

## DECISION VARIABLES

Management must decide the total number of G50 and H90 cable boxes to produce monthly at each plant, the total number to be shipped to each distribution center, and the shipping pattern of product from the plants to the distribution centers. The entries in the following two matrices designate the decision variables for this model.

Shipment of G50 Cable Boxes:

|  | Cincinnati | Kansas <br> City | San <br> Francisco | Total <br> Produced |
| :--- | :---: | :---: | :---: | :---: |
| Philadelphia | $\mathrm{G}_{11}$ | $\mathrm{G}_{12}$ | $\mathrm{G}_{13}$ | $\mathrm{G}_{\rho}$ |
| Sr. Louis | $\mathrm{G}_{21}$ | $\mathrm{G}_{22}$ | $\mathrm{G}_{23}$ | $\mathrm{G}_{S L}$ |
| New Orleans | $\mathrm{G}_{31}$ | $\mathrm{G}_{32}$ | $\mathrm{G}_{33}$ | $\mathrm{G}_{\mathrm{NO}}$ |
| Denver | $\mathrm{G}_{41}$ | $\mathrm{G}_{42}$ | $\mathrm{G}_{43}$ | $\mathrm{G}_{\mathrm{D}}$ |
| Total Received | $\mathrm{G}_{\mathrm{C}}$ | $\mathrm{G}_{\mathrm{KC}}$ | $\mathrm{G}_{\mathrm{SF}}$ | G |

Shipment of H90 Cable Boxes:

|  | Cincinnati | Kansas <br> City | San <br> Francisco | Total <br> Produced |
| :--- | :---: | :---: | :---: | :---: |
| Philadelphia | $\mathrm{H}_{11}$ | $\mathrm{H}_{12}$ | $\mathrm{H}_{13}$ | $\mathrm{H}_{P}$ |
| St. Louis | $\mathrm{H}_{21}$ | $\mathrm{H}_{22}$ | $\mathrm{H}_{23}$ | $\mathrm{H}_{\mathrm{SL}}$ |
| New Orleans | $\mathrm{H}_{31}$ | $\mathrm{H}_{32}$ | $\mathrm{H}_{33}$ | $\mathrm{H}_{\mathrm{NO}}$ |
| Denver | $\mathrm{H}_{41}$ | $\mathrm{H}_{42}$ | $\mathrm{H}_{43}$ | $\mathrm{H}_{\mathrm{D}}$ |
| Total Received | $\mathrm{H}_{\mathrm{C}}$ | $\mathrm{H}_{\mathrm{KC}}$ | $\mathrm{H}_{\mathrm{SF}}$ | H |

## OBJECTIVE FUNCTION

The gross profit (exclusive of fixed plant costs) is given by $\$ 22$ (Total G50's Produced) $+\$ 28$ (Total H90's Produced) - (Total Production Cost) - (Total Transportation Costs). Thus, the objective function is:

MAX $22 \mathrm{G}+28 \mathrm{H}-10 \mathrm{G}_{\mathrm{P}}-12 \mathrm{G}_{\mathrm{SI}}-8 \mathrm{G}_{\mathrm{YO}}-13 \mathrm{G}_{\mathrm{D}}-14 \mathrm{H}_{\mathrm{p}}-12 \mathrm{H}_{\mathrm{SL}}-$ $10 \mathrm{H}_{\mathrm{NO}}-15 \mathrm{H}_{\mathrm{D}}-2 \mathrm{G}_{11}-3 \mathrm{G}_{12}-5 \mathrm{G}_{13}-1 \mathrm{G}_{21}-1 \mathrm{G}_{22}-4 \mathrm{G}_{23}-2 \mathrm{G}_{31}-$ $2 \mathrm{G}_{32}-3 \mathrm{G}_{33}-3 \mathrm{G}_{+1}-1 \mathrm{G}_{42}-1 \mathrm{G}_{+3}-2 \mathrm{H}_{11}-3 \mathrm{H}_{12}-5 \mathrm{H}_{13}-1 \mathrm{H}_{21}-$ $1 \mathrm{H}_{22}-4 \mathrm{H}_{23}-2 \mathrm{H}_{31}-2 \mathrm{H}_{32}-3 \mathrm{H}_{33}-3 \mathrm{H}_{41}-1 \mathrm{H}_{42}-1 \mathrm{H}_{43}$

From this quantity we would subtract the total monthly fixed costs for the four plants of $\$ 125,000$.

## CONSTRAINTS

This model contains summation constraints for the total amounts of G50 and H90 cable boxes produced at each plant and the total number shipped to each distribution center, production time limits at the plants, and shipping limits to the distribution plants.

Total G50's Produced
Philadelphia: $\quad \mathrm{G}_{11}+\mathrm{G}_{12}+\mathrm{G}_{13}=\mathrm{G}_{\mathrm{P}}$ St. Louis: $\quad \mathrm{G}_{21}+\mathrm{G}_{22}+\mathrm{G}_{23}=\mathrm{G}_{\mathrm{SL}}$ New Orelans: $\quad \mathrm{G}_{31}+\mathrm{G}_{32}+\mathrm{G}_{33}=\mathrm{G}_{\mathrm{N})}$ Denver: $\quad \mathrm{G}_{+1}+\mathrm{G}_{+2}+\mathrm{G}_{+3}=\mathrm{G}_{\mathrm{D}}$ TOTAL: $\quad \mathrm{G}_{\mathrm{p}}+\mathrm{G}_{\mathrm{SI}}+\mathrm{G}_{\mathrm{YO}}+\mathrm{G}_{\mathrm{D}}=\mathrm{G}$

Total H90's Produced
$\mathrm{H}_{11}+\mathrm{H}_{12}+\mathrm{H}_{13}=\mathrm{H}_{\mathrm{p}}$ $\mathrm{H}_{21}+\mathrm{H}_{22}+\mathrm{H}_{23}=\mathrm{H}_{\mathrm{SL}}$ $\mathrm{H}_{31}+\mathrm{H}_{32}+\mathrm{H}_{33}=\mathrm{H}_{\mathrm{NO}}$ $\mathrm{H}_{41}+\mathrm{H}_{42}+\mathrm{H}_{43}=\mathrm{H}_{\mathrm{D}}$ $\mathrm{H}_{\mathrm{p}}+\mathrm{H}_{\mathrm{SI}}+\mathrm{H}_{\mathrm{N}}+\mathrm{H}_{\mathrm{D}}=\mathrm{H}$
2. Summation Constraints for Total Shipments

## Total G50's Shipped

Total H90's Shipped
Cincinnati: $\quad \mathrm{G}_{11}+\mathrm{G}_{21}+\mathrm{G}_{31}+\mathrm{G}_{+1}=\mathrm{G}_{\mathrm{C}} \quad \mathrm{H}_{11}+\mathrm{H}_{21}+\mathrm{H}_{31}+\mathrm{H}_{+1}=\mathrm{H}_{\mathrm{C}}$
Kansas City: $\quad \mathrm{G}_{12}+\mathrm{G}_{22}+\mathrm{G}_{32}+\mathrm{G}_{42}=\mathrm{G}_{\mathrm{KC}} \mathrm{H}_{12}+\mathrm{H}_{22}+\mathrm{H}_{32}+\mathrm{H}_{42}=\mathrm{H}_{\mathrm{KC}}$
San Francisco: $\mathrm{G}_{13}+\mathrm{G}_{23}+\mathrm{G}_{33}+\mathrm{G}_{43}=\mathrm{G}_{\mathrm{SF}} \mathrm{H}_{13}+\mathrm{H}_{23}+\mathrm{H}_{33}+\mathrm{H}_{43}=\mathrm{H}_{\mathrm{SF}}$
3. Production Time Limits at Each Plant

Philadelphia:

$$
.06 \mathrm{G}_{\mathrm{P}}+.06 \mathrm{H}_{\mathrm{P}} \leq 640
$$

St. Louis:
New Orleans:
Denver:
$.07 \mathrm{G}_{\mathrm{SL}}+.08 \mathrm{H}_{\mathrm{SL}} \leq 960$
$.09 \mathrm{G}_{\mathrm{YO}}+.07 \mathrm{H}_{\mathrm{NO}} \leq 480$
$.05 \mathrm{G}_{\mathrm{D}}+.09 \mathrm{H}_{\mathrm{D}} \leq 640$
4. Minimum Amount Shipped to Each Distribution Center $\geq 70 \%$ (Total Demand); Maximum Amount Shipped to Each Distribution Center $\leq$ (Total Demand)

Minimum Shipment
Cincinnati:
Kansas City:
San Francisco:

$$
\begin{aligned}
\mathrm{G}_{\mathrm{C}} & \geq 1400 \\
\mathrm{H}_{\mathrm{C}} & \geq 3500 \\
\mathrm{G}_{\mathrm{KC}} & \geq 2100 \\
\mathrm{H}_{\mathrm{KC}} & \geq 4200 \\
\mathrm{G}_{\mathrm{SF}} & \geq 3500 \\
\mathrm{H}_{\mathrm{SF}} & \geq 4900
\end{aligned}
$$

## 5. Nonnegativity

$$
\text { All G's and H's } \geq 0
$$

Theoretically, we should also require that the variables be integers, but we will ignore this restriction and round if necessary. This will substantially reduce the solution time. The rounding could result in a slightly less than optimal result, or it might slightly violate one of the constraints. But in the context of this problem, such minor violations would probably be acceptable.

## EXCEL INPUT/OUTPUT AND ANALYSIS

Figure 3.13 shows a spreadsheet and the resulting solution for this model. In this figure cells F5:F9 and F14:F18 contain the row sums giving the total G50 and H90 production at the plants. Cells C9:E9 and C18:E18 contain the column sums
giving the total shipments to the distribution centers. Hidden cells C29:E29 and C30:E30 contain formulas giving 70\% of the G50 and H90 demand at the distribution centers respectively. The objective function formula in cell K19 is the total revenue of G50's + the total revenue of H90's less the total production costs of G50's, the total production costs of H90's, the total shipping costs of G50's, the total shipping costs of H90's, and the fixed costs of operating each plant.

FIGURE 3.13
Optimal Spreadsheet for Globe Electronics with All Plants Operational


When the model is solved, we see that the optimal solution contains noninteger values in cells D5, D6, E16, and E17. But if these values are simply rounded down, the result is a feasible solution with a net monthly profit reduced to $\$ 231,550$. Because this is so close to the optimal value for the linear programming model of $\$ 231,571.43$ shown in cell K 19 , while it may not be the exact optimal integer solution, it is at least very close to it!

The preceding solution assumes that all plants are operational. However, because of the large fixed cost component at each plant, this may not be the best overall solution. As part of the supply chain model, Globe should consider which plants it wishes to keep operational.

## Using Binary Variables to Model Fixed Charge Components

Whether or not each plant remains operational can be expressed by using the following binary variables.

$$
\begin{aligned}
\mathrm{Y}_{\mathrm{P}} & =\text { number of operational Philadelphia plants } \\
\mathrm{Y}_{\mathrm{Sl}} & =\text { number of operational St. Louis plants } \\
\mathrm{Y}_{\mathrm{NO}} & =\text { number of operational New Orleans plants } \\
\mathrm{Y}_{\mathrm{D}} & =\text { number of operational Denver plants }
\end{aligned}
$$

The fixed operating costs can be accounted for in the objective function by subtracting from the previous objective function the expression: $40,000 \mathrm{Y}_{\mathrm{p}}+$ $35,000 \mathrm{Y}_{\mathrm{SI} .}+20,000 \mathrm{Y}_{\mathrm{NO}}+30,000 \mathrm{Y}_{\mathrm{I}}$.

The production constraints are modified as follows:

$$
\begin{aligned}
& .06 \mathrm{G}_{\mathrm{P}}+.06 \mathrm{H}_{\mathrm{p}} \leq 640 \mathrm{Y}_{\mathrm{P}} \\
& .07 \mathrm{G}_{\mathrm{SL}}+.08 \mathrm{H}_{\mathrm{SI}} \leq 960 \mathrm{Y}_{\mathrm{SL}} \\
& .09 \mathrm{G}_{\mathrm{NO}}+.07 \mathrm{H}_{\mathrm{VO}} \leq 480 \mathrm{Y}_{\mathrm{VO}} \\
& .05 \mathrm{G}_{\mathrm{I} \mathrm{I}}+.09 \mathrm{H}_{\mathrm{I}} \leq 640 \mathrm{Y}_{\mathrm{D}}
\end{aligned}
$$

Thus if, for instance, the Philadelphia plant is closed $\left(\mathrm{Y}_{\mathrm{P}}=0\right)$, the first constraint will force total production at the Philadelphia plant to be 0 . This in turn implies that all shipments from the Philadelphia plant would also be 0 .

The revised spreadsheet model is shown in Figure 3.14. Note that the binary decision variables are in cells A5:A8. These values are copied to cells A14:A17 and to cells A23:A26. Hidden cell N23 contains the formula K23*A5, which is dragged to N24:N26. These cells give the actual production hour availability depending on whether or not the corresponding plant is operational. This allows for easy modification of the last entry in the Solver dialogue box.

Although we require binary variables, we will not require that the shipping variables be integers. If you try it, you will see that this would increase the solution time from a couple of seconds to many minutes, if not hours!

From Figure 3.17 we see that this supply chain model is optimized by closing the Philadelphia plant, rumning the other three plants at capacity, and scheduling monthly production according to quantities (rounded down) shown in the spreadsheet. ${ }^{5}$ The rounded down solution gives a net monthly profit of $\$ 266,083$ (again very close to the linear programming value of $\$ 266,114.91$ ). This is $\$ 266,083-\$ 231,550=\$ 34,533$ per month greater than the optimal monthly profit with all four plants operational, resulting in an annual increase in profit of $12(\$ 34,533)=\$ 414,396$ !

## A MANAGEMENT REPORT

The results from this supply chain model and the one used to solve the problem with no plant closures can form the basis for a management report. One item of interest to management may be a breakdown of the distribution of costs and production time under each plan so that Globe can determine where the major costs lie. In addition, management may wish to explore further options. These issues are addressed in the memorandum to Globe Electronics on the following page.

## OTHER INTEGER MODELS

Numerous other situations lend themselves to integer programming formulations. One such application, dealing with the selection of advertising media, is discussed in Appendix 3.4 in the Appendix folder on the accompanying CDROM. Since several formulation and spreadsheet concepts are illustrated by this example, the reader is encouraged to read and study this model.

[^15]

FIGURE 3.14 Optimal Spreadsheet for Globe Electronics Allowing for Closure of Plants

## -SCG. <br> Student Consulting Group

MEMORANDUM
To: Carol Copley, Vice President Globe Electronics, Inc.
From: Student Consulting Group
Subj: Recommendation for Monthly Operations
We have been asked to evaluate plant production of the G50 and H90 cable boxes manufactured at the Philadelphia, St. Louis, New Orleans, and Denver plants. Recent product demand projections for the coming year from the Cincinnati, Kansas City, and San Francisco distribution centers have dropped to such a point that a substantial amount of unused production time is available at the plants. Given the large fixed plant operating costs, we have been asked to evaluate the feasibility and the potential cost savings of closing one or more of the plants.

In our analysis we assumed that the demand forecast for the upcoming year, as shown in Table I, is an accurate reflection of future sales.

Table I Monthly Demand Forecasts for the Next Fiscal Year

|  | Cincinnati | Kansas City | San Francisco |
| :--- | :---: | :---: | :---: |
| G50 | 2000 | 3000 | 5000 |
| H90 | 5000 | 6000 | 7000 |

Based on production time data and the information in Table I, we developed profit maximization models for your situation. These models assume a $\$ 22$ and $\$ 28$ selling price for ( 550 and H 90 models, respectively, and take into account the following:

1. The fixed operating cost at each plant
2. The variable production costs associated with each product at each plant
3. The unit transportation costs of shipping cable boxes from the plants to the distribution centers
4. Production not exceeding demand

Management's imposed condition that at least $70 \%$ of the demand for each product be supplied to each distribution center did not turn out to be a limiting factor in the analysis.

## OPTIMAL PRODUCTION SCHEDULES

Given the current situation at the four plants in operation, Table II gives a production schedule that should maximize Globe's total net monthly profit.

Table II Production/Transportation Schedule: All Plants Operational

| Plant | Product | Amount | Cincinnati | Kansas City | San Francisco |
| :--- | :---: | ---: | :---: | :---: | :---: |
| Philadelphia | G50 | 3857 | 2000 | 1857 |  |
|  | H90 | 0 |  |  |  |
| St. Louis | G50 | 1143 |  | 1143 |  |
|  | H90 | 11000 | 5000 | 6000 |  |
| New Orleans | G50 | 0 |  |  | 6857 |
|  | H90 | 6857 |  |  | 5000 |
| Denver | G50 | 5000 |  |  | 143 |
|  | H90 | 143 |  | 5000 |  |
| Total | G50 | 10000 | 2000 | 3000 | 7000 |

Notice that, although this production plan meets the full demand at the distribution centers, no G50 models are produced in New Orleans, no G90 models are produced in Philadelphia, and only 143 H 90 models are produced monthly at the Denver plant. As a result, there is considerable excess capacity at both the Philadelphia and Denver plants.

Under this plan, as shown in Table III, Globe will be utilizing only 1934 production hours, or $71 \%$ of available production capacity. Observe from Table IV that the Philadelphia plant will be unprofitable, while the Denver plant will be only marginally profitable.

Table III Distribution of Production Time (Hours) All Plants Operational

| Plant | G50 | H90 | Total | Total <br> Capacity | Excess <br> Capacity |
| :--- | ---: | ---: | :---: | :---: | :---: |
| Philadelphia | 231 | 0 | 231 | 640 | 409 |
| St. Louis | 80 | 880 | 960 | 960 | 0 |
| New Orleans | 0 | 480 | 480 | 480 | 0 |
| Denver | 250 | 13 | 263 | 640 | 377 |
| Total | 561 | 1373 | $193+$ | 2720 | 786 |

Table IV Distribution of Monthly Revenues and Costs
(All Plants Operational)

| Plant | Revenue Sales | Production | Costs Transportation | Operations | Total Cost | Net Profit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Philadelphia | \$ 84,854 | \$ 38,570 | \$ 9,571 | \$ 40,000 | \$ 88,141 | (\$ 3,287) |
| St. Louis | \$333,146 | \$145,716 | \$12,143 | \$ 35,000 | \$192.859 | \$140,287 |
| New Orleans | \$191,996 | \$ 68,570 | \$20,571 | \$ 20,000 | \$109,141 | \$ 82,855 |
| Denver | \$114,004 | \$ 67,145 | \$ 5,143 | \$ 30,000 | \$102,288 | \$ 11,716 |
| Total | \$724,000 | \$320,001 | \$47,428 | \$125,000 | \$492,429 | \$231,571 |

Plant Closings Tables V, VI, and VII give a production and distribution schedule that would result from closing the Philadelphia plant. We estimate that, by closing the Philadelphia plant, Globe can achieve an approximate $15 \%$ increase in profit, from $\$ 231,571$ to $\$ 266,115$ per month. This is an annual increase in profit of $\$ 414,528$.

Table V Production/Transportation Schedule (Philadelphia Plant Closed)

| Plant | Product | Amount | Cincinnati | Kansas City | San Francisco |
| :--- | :---: | ---: | :---: | :---: | :---: |
| St. Louis | G50 | 1143 |  | 1143 |  |
|  | H90 | 11000 | 5000 | 6000 |  |
| New Orleans | C50 | 2804 | 2000 | 804 |  |
|  | H90 | 3252 |  |  | 3252 |
| Denver | C550 | 6053 |  | 1053 | 5000 |
|  | H90 | 3748 |  |  | 3748 |
| Total | C50 | 10000 | 2000 | 3000 | 5000 |
|  | H90 | 18000 | 5000 | 6000 | 7000 |

Table VI Distribution of Production Time (Hours)
(Philadelphia Plant Closed)

| Plant | G50 | H90 | Total | Total <br> Capacity | Excess <br> Capacity |
| :--- | ---: | ---: | ---: | :---: | :---: |
| St. Louis | 80 | 880 | 960 | 960 | 0 |
| New Orleans | 252 | 228 | 480 | 480 | 0 |
| Denver | 303 | 337 | 640 | 640 | 0 |
| Total | 635 | 1445 | 2080 | 2080 | 0 |

Table VII Distribution of Monthly Revenues and Costs (Philadelphia Plant Closed)

|  | Revenue <br> Sales | Production | Costs <br> Trans- <br> portation | Operations | Total <br> Cost | Net <br> Profit |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plant | $\$ 333,146$ | $\$ 145,716$ | $\$ 12,143$ | $\$ 35,000$ | $\$ 192,859$ | $\$ 140,287$ |
| St. Louis | $\$ 152,744$ | $\$ 54,952$ | $\$ 15,364$ | $\$ 20,000$ | $\$ 90,316$ | $\$ 62,428$ |
| New Orleans | $\$ 238,110$ | $\$ 134,909$ | $\$ 9,801$ | $\$ 30,000$ | $\$ 174,710$ | $\$ 63,400$ |
| Denver | $\$ 724,000$ | $\$ 335,577$ | $\$ 37,308$ | $\$ 85,000$ | $\$ 457,885$ | $\$ 266,115$ |
| Total | $\$ 70$ |  |  |  |  |  |

Based on this analysis, it would seem prudent to close the Philadelphia plant. The remaining three plants will then be fully utilized, and all projected demand will be met.

Because Globe Electronics has its roots in the Philadelphia area, however, the company may wish to examine additional alternatives. We conducted another analysis to determine the most profitable production schedule while keeping the Philadelphia plant operational.

The best production plan in this case is to close the Denver plant and execute the manufacturing and distribution plan detailed in Table VIII. Net profit under this plan would be $\$ 256,667$ per month, approximately $4 \%$ less than if the Philadelphia plant were closed. Although this amounts to annual profit that is approximately $\$ 113,000$ less than if the firm closes the Philadelphia plant, it is still approximately an $11 \%$ (or about a $\$ 300,000$ ) annual increase over the best schedule with all plants operational.

Note that under this plan:

- The Philadelphia plant produces only G50 models.
- The St. Louis plant produces only H90 models.
- The New Orleans plant ships only to San Francisco.


## Table VIII Production/Transportation Schedule (Denver Plant Closed)

| Plant | Product | Amount | Cincinnati | Kansas City | San Francisco |
| :--- | :---: | ---: | :---: | :---: | :---: |
| Philadelphia | G50 | 9333 | 2000 | 3000 | 4333 |
|  | H90 | 0 |  |  |  |
| St. Louis | G50 | 0 |  |  |  |
|  | H90 | 12000 | 5000 | 6000 | 1000 |
| New Orleans | G50 | 667 |  |  | 667 |
|  | H90 | 6000 |  |  | 6000 |
| Total | G50 | 10000 | 2000 | 3000 | 50000 |
|  | H90 | 18000 | 5000 | 6000 | 7000 |

Such a pattern may have additional benefits or detractions of which we are unaware and which were not considered in our analysis. Barring such additional costs or cost savings, Tables IX and X detail the production time and cost distribution for this schedule. Note that this schedule also has the benefit of the availability of some excess capacity (at the Philadelphia plant) to cover any unanticipated surges in demand.

Table IX Distribution of Production Time (Hours)
(Denver Plant Closed)

| Plant | G50 | $\mathbf{H 9 0}$ | Total | Total <br> Capacity | Excess <br> Capacity |
| :--- | ---: | ---: | ---: | :---: | ---: |
| Philadelphia | 560 | 0 | 560 | 640 | 80 |
| St. Louis | 0 | 960 | 960 | 960 | 0 |
| New Orleans | 60 | 420 | 480 | 480 | 0 |
| Total | 620 | 1380 | 2000 | 2080 | 80 |

Table X Distribution of Monthly Revenues and Costs (Denver Plant Closed)

| Plant | Revenue Sales | Production | Costs Transportation | Operations | Total Cost | Net Profit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Philadelphia | \$205,326 | \$ 93,330 | \$34,665 | \$40,000 | \$167,995 | \$ 37,331 |
| St. Louis | \$336,000 | \$144,000 | \$15,000 | \$35,000 | \$194,000 | \$142,000 |
| New Orleans | \$182,674 | \$ 65,336 | \$20,000 | \$20,000 | \$105,336 | \$ 77,338 |
| Total | \$724,000 | \$302,666 | \$69,665 | \$95,000 | \$467,331 | \$256,669 |

## SUMMARY AND RECOMMENDATION The results of our analysis

 are as follows:
## Options for Globe Electronics, Inc.

| Options for Globe Electronics, Inc. |  |
| :--- | :---: |
| Option | Annual Profit |
| Close the Philadelphia plant | $\$ 3,193,380$ |
| Close the Denver plant | $\$ 3,080,028$ |
| All plants operational | $\$ 2,778,852$ |

Although we have detailed the cost and transportation distribution of each plan, management must decide whether extenuating circumstances would make one of the less profitable plans more acceptable. Factors such as the impact on the community of plant closings, the costs (not included in this report) of actually closing a facility, and the benefits of a structured distribution pattern or available excess capacity to meet demand fluctuations should all be considered before a final decision is made.

Should management require further study on any of these points, we would be happy to assist in the analysis.

### 3.6 Summary

Linear and integer programming models have been applied successfully in a wide variety of business and government applications, some of which are cited in the first section of this chapter. We have given an outline and numerous
hints on how to build successful mathematical models and how to convert these models into good, easy to understand spreadsheet models. We have applied these concepts to simplified applications taken from a variety of business and government sectors. In the-process, we offered a thorough analysis of output results and illustrated many of the pitfalls and anomalies that can occur in both the modeling and solution phases. These include how to detect and resolve situations involving unboundedness, infeasibility, and multiple optimal solutions; when and how to use summation variables and constraints; and how to use integer and binary variables to appropriately model particular situations. We have also introduced the concepts of data envelopment analysis (on the CD-ROM) and supply chain management, both of which are important topics in today's business climate.

Not all mathematical models can be modeled by a linear objective function and linear constraints. Chapter 13 on the accompanying CD-ROM discusses the topics of goal programming (which can involve repeated solving of linear programs), dynamic programming (which involves making a sequence of interrelated decisions), and the general nonlinear model.

## On the CD-ROM

- Excel spreadsheets for linear programming models

Galaxy Expansion.xls
Jones Investment.xls
Infeasibility $\rightarrow$ St. Joseph.xls
Alternate Optimal Solutions $\rightarrow$ St. Joseph (Revised).xls
Unbounded Solution $\rightarrow$ Euromerica Liquors.xls
Euromerica Liquors (Revised).xls
United Oil.xls
Powers.xls
Sir Loin.xls
Sir Loin Composite.xls

- Excel spreadsheets for integer linear programming models

Sunset.xls
Vertex Software.xls
Salem.xls
Globe.xls
Globe Plant Expansion.xls

- Duality
- The Simplex Method
- Algorithms for Solving Integer Models
- Problem Motivations
- Additional "Real Life" Applications
- A Multiperiod Cash Flow Scheduling Model
- Data Envelopment Analysis
- An Integer Programming Advertising Model
- Problems 41-50
- Cases 4-6

Supplement CD2
Supplement CD3
Supplement CD4
Problem Motivations
Appendix 3.1
Appendix 3.2
Appendix 3.3
Appendix 3.4
Additional Problems/Cases
Additional Problems/Cases

Problems 1-27 can be formulated as linear programming models.
Problems 28-40 can be formulated as integer linear programming models.

1. PRODUCTION SCHEDULING. Coolbike Industries manufactures boys and girls bicycles in both 20-inch and 26-inch models. Each week it must produce at least 200 girl models and 200 boys models. The following table gives the unit profit and the number of minutes required for production and assembly for each model.

| Bicycle | Unit <br> Profit | Production <br> Minutes | Assembly <br> Minutes |
| :--- | :---: | :---: | :---: |
| 2()-inch girls | $\$ 27$ | 12 | 6 |
| 2()-inch boys | $\$ 32$ | 12 | 9 |
| 26-inch girls | $\$ 38$ | 9 | 12 |
| 26-inch boys | $\$ 51$ | 9 | 18 |

The production and assembly areas run two (eighthour) shifts per day, five days per week. This week there are 500 tires available for 20 -inch models and 800 tires available for 26 -inch models. Determine Coolbike's optimal schedule for the week. What profit will it realize for the week?
2. APPLIANCE PRODUCTION. Kemper Manufacturing can produce five major appliancesstoves, washers, electric dryers, gas dryers, and refrigerators. All products go through three processes-molding/pressing, assembly, and packaging. Each week there are 4800 minutes available for molding/pressing, 3000 available for packaging, 1200 for stove assembly, 1200 for refrigerator assembly, and 2400 that can be used for assembling washers and dryers. The following table gives the unit molding/pressing, assembly, and packing times (in minutes) as well as the unit profits.

|  | Molding/ <br> Pressing | Assembly | Packaging | Unit <br> Profit |
| :--- | :---: | :---: | :---: | :---: |
| Stove | 5.5 | +.5 | 4.0 | $\$ 110$ |
| Washer | 5.2 | 4.5 | 3.0 | $\$ 90$ |
| Electric Dryer | 5.0 | 4.0 | 2.5 | $\$ 75$ |
| Gas Dryer | 5.1 | 3.0 | 2.0 | $\$ 80$ |
| Refrigerators | 7.5 | 9.0 | 4.0 | $\$ 130$ |

a. What weekly production schedule do you recommend? What is the significance of the fractional values?
b. Suppose the following additional conditions applied:

- The number of washers should equal the combined number of dryers.
- The number of electric dryers should not exceed the number of gas dryers by more than 100 per week.
- The number of gas dryers should not exceed the number of electric dryers by more than 100 per week.
Now what weekly production schedule do you recommend?

3. MANUFACTURING. Kelly Industries manufactures two different structural support products used in the construction of large boats and ships. The two products, the Z345 and the W250, are produced from specially treated zinc and iron and are produced in both standard and industrial grades. Kelly nets a profit of \$400 on each standard Z345 and \$500 on each standard W250. Industrial models net a $40 \%$ premium.

Each week, up to 2500 pounds of zinc and 2800 pounds of iron can be treated and made available for production. The following table gives the per unit requirements (in pounds) for each model.

|  | Z3+5 |  | W250) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Standard | Industrial | Standard | Industrial |
| Zinc | 25 | 46 | 16 | 34 |
| Iron | 50 | 30 | 28 | 12 |

Kelly has a contract to supply a combined total of at least 20 standard or industrial Z345 supports to Calton Shipbuilders each week. Company policy mandates that at least $50 \%$ of the production must be industrial models and that neither Z345 models nor W250 models can account for more than $75 \%$ of weekly production. By adhering to this policy, Kelly feels, it can sell all the product it manufactures.
a. Determine a weekly production plan for Kelly Industries. What interpretation can you give to the fractional values that are part of the optimal production quantities?
b. What proportion of the production are W250 models? What does that tell you about how the profit will be affected if the $75 \%$ limit is loosened or eliminated?
c. State whether you should buy additional shipments of zinc, should they become available at the following premiums above zinc's normal cost.
i. 100 pounds for $\$ 1500$
ii. 100 pounds for $\$ 2600$
iii. 800 pounds for $\$ 10,000$
4. FINANCIAL INVESTMENT. The Investment Club at Bell Labs has solicited and obtained \$50,000 from its members. Collectively, the members have selected the three stocks, two bond funds, and a tax-deferred annuity shown in the following table as possible investments.

| Investment | Risk | Projected Annual Return |
| :--- | :---: | :---: |
| Stock-EAL | High | $15 \%$ |
| Stock-BRU | Moderate | $12 \%$ |
| Stock-TAT | Low | $9 \%$ |
| Bonds-long term |  | $11 \%$ |
| Bonds-short term |  | $8 \%$ |
| Tax-deferred annuity |  | $6 \%$ |

The club members have decided on the following strategies for investment:

- All $\$ 50,000$ is to be invested.
- At least $\$ 10,000$ is to be invested in the tax-deferred annuity.
- At least $25 \%$ of the funds invested in stocks are to be in the low-risk stock (TAT).
- At least as much is to be invested in bonds as stocks.
- No more than $\$ 12,500$ of the total investment is to be placed in investments with projected annual returns of less than $10 \%$.
a. Formulate and solve a linear program that will maximize the total projected annual return subject to the conditions set forth by the Investment Club members.
b. What is the projected rate of return of this portfolio? What rate of return should investors expect on any additional funds received, given the restrictions of the club? Explain why this rate would hold for all additional investment dollars.
c. For which investment possibilities are the estimates for the projected annual return most sensitive in determining the optimal solution?
d. Give an interpretation of the shadow prices for the right-hand side of each constraint.

5. PRODUCTION. Minnesota Fabrics produces three sizes of comforters (full, queen, and king size) that it markets to major retail establishments throughout the country. Due to contracts with these establishments, Minnesota Fabrics must produce at least 120 of each size comforter daily. It pays $\$(0.50$ per pound for stuffing and $\$ 0.20$ per square foot for quilted fabric used in the production of the comforters. It can obtain up to 2700 pounds of stuffing and 48,000 square feet of quilted fabric from its suppliers.

Labor is considered a fixed cost for Minnesota Fabrics. It has enough labor to provide 50 hours of cutting time and 200 hours of sewing time daily. The following table gives the unit material and labor required as well as the selling price to the retail stores for each size comforter.

|  | Stuffing <br> (pounds) | Quilted <br> Fabric <br> (sq. ft.) | Cutting <br> Time <br> (minutes) | Sewing <br> Time <br> (minutes) | Selling <br> Price |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Full | 3 | 55 | 3 | 5 | $\$ 19$ |
| Queen | 4 | 75 | 5 | 6 | $\$ 26$ |
| King | 6 | 95 | 6 | 8 | $\$ 32$ |

a. Determine the daily production schedule that maximizes total daily gross profit (= selling price material costs.). How much of the available daily material and labor resources would be used by this production schedule?
b. What is the lowest selling price for queen size comforters that Minnesota Fabrics could charge while maintaining the optimal production schedule recommended in part a?
c. Suppose Minnesota Fabrics could obtain additional stuffing or quilted fabric from supplementary suppliers. What is the most it should be willing to pay for:
i. An extra pound of stuffing? Within what limits is this valid?
ii. An extra square foot of quilted fabric: Within what limits is this valid?
iii. An extra minutc of cutting time? Within what limits is this valid?
iv. An extra minute of sewing time? Within what limits is this valid:
d. Suppose the requirement to produce at least 120 king size comforters were relaxed. How would this affect the optimal daily profit?
6. HIGH PROTEIN/LOW CARBOHYDRATE DIET. One of the current diets that seems to produce substantial weight loss in some persons is the high protein/low carbohydrate diet advocated by such authors as Athins in his book, Dict Revolution, and Eades and Fades in their book, Protein Power. Athough many nutritionists are concerned about the side effects of these diets, others feel the potential risks are outweighed (no pun intended) by the weight loss.

The following table gives the grams of fat, carbohydrates, and protein as well as the calorie count in four potential foods: steak ( 8 oz . portion), cheese ( 1 oz .), apples ( 1 medium), and whole milk ( 8 oz .). Jim Blount, a 45-year-old male, has done the calculations suggested in these books and has determined that he should have a calorie intake of between 1800 and 2000 calories and protein intake of at least 100 grams, but he should not consume more than 45 grams of carbohydrates daily. For breakfast Jim had two eggs and three strips of bacon, one piece of buttered high protein toast, and water. This breakfast contained 390 calories, 15 grams of carbohydrates, 20 grams of protein, and 29 grams of fat. Although these diets do not limit fat intake, Jim wishes to minimize his total fat consumed by constructing a diet for lunch and dinner consisting of only the four foods listed in the table. What do you recommend?

|  | Calories | Fat <br> (grams) | Protein <br> (grams) | Carbohydrates <br> (grams) |
| :--- | :---: | :---: | :---: | :---: |
| Steak (8 oz.) | 692 | 51 | 57 | 0 |
| Cheese (1 oz.) | 110 | 9 | 6 | 1 |
| Apple | 81 | 1 | 1 | 22 |
| Milk | 150 | $x$ | 8 | 12 |

7. COMPUTER PRODUCTION. MVC Enterprises can manufacture four different computer models; the Student, Plus, Net, and Pro models. The following gives the configurations of each model:

Each assembly must pass through a production center; it is then subjected to rigorous testing and quality control checks. The following table gives the relevant data for each assembly.

|  | Delta | Omega | Theta | Daily <br> Availability |
| :--- | :---: | :---: | :---: | :---: |
| Contract price | $\$ 1500$ | $\$ 1800$ | $\$ 1400$ |  |
| X70686 Chip | $\$ 500$ | $\$ 500$ | $\$ 500$ | 7 |
| Other material/labor | $\$ 200$ | $\$ 400$ | $\$ 300$ | - |
| $\quad$Net profit | $\$ 800$ | $\$ 900$ | $\$ 600$ |  |
| Production (hrs.) | 2 | 1 | 1 | 8 |
| Quality checks (hrs.) | $1 \frac{1}{3}$ | $2 \frac{2}{3}$ | $1 \frac{1}{3}$ | 8 |

a. Formulate and solve for the optimal daily production schedule. Note that no Omega systems would be produced. Why not?
b. What is the minimum contract price that would initiate production of the Omega systems?
c. What is the minimum X 70686 availability for which the solution in (a) remains optimal?
d. Suppose you have the option of improving the profit by instituting one of the following options. Which would be of most value to Pacific Aerospace?
i. Receiving, on a daily basis, six additional X70686 chips for $\$ 3100$.
ii. Utilizing three extra production hours daily at a cost of $\$ 525$ ( $\$ 175 / \mathrm{hr}$.)
iii. Utilizing one additional quality check hour daily at a cost of $\$ 200(\$ 200 / \mathrm{hr}$.)
9. SURVEY SAMPLING. Gladstone and Associates is conducting a survey of 2000 investors for the financial advising firm of William and Ryde to determine satisfaction with their services. The investors are to be divided into four groups:
Group I: Large investors with William and Ryde Group II: Small investors with William and Ryde Group III: Large investors with other firms Group IV: Small investors with other firms
The groups are further subdivided into those that will be contacted by telephone and those that will be visited in person. Due to the different times involved in soliciting information from the various groups, the estimated cost of taking a survey depends on the group and method of survey collection. These are detailed in the following table.

|  | Survey Costs |  |
| :--- | :---: | :---: |
| Group | Telephone | Personal |
| I | $\$ 15$ | $\$ 35$ |
| II | $\$ 12$ | $\$ 30$ |
| III | $\$ 20$ | $\$ 50$ |
| IV | $\$ 18$ | $\$ 40$ |

Determine the number of investors that should be surveyed from each group by telephone and in person to
minimize Gladstone and Associates' overall total estimated cost if:

- At least half of those surveyed invest with William and Ryde.
- At least one-fourth are surveyed in person.
- At least one-half of the large William and Ryde investors surveyed are contacted in person.
- At most $40 \%$ of those surveyed are small investors.
- At least $10 \%$ and no more than $50 \%$ of the investors surveyed are from each group.
- At most $25 \%$ of the small investors surveyed are contacted in person.

10. DIET PROBLEM. Grant Winfield is a 71-year-old grandfather who likes to mix breakfast cereals together for taste and as a means of getting at least $50 \%$ of the recommended daily allowances (RDA) of five different vitamins and minerals. Concerned about his sugar intake, he wishes his mixture to yield the lowest possible amount of sugar. For taste, each of the cereals listed in the following table must make up at least $10 \%$ of the total mixture. The table shows the amounts of the vitamins, minerals, and sugar contained in one ounce together with $1 / 2$ cup of skim milk.

Percentage of RIDA per Ounce with $1 / 2$ Cup Skim Milk

|  | Vitamins |  |  |  |  | Sugars (Grams) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | C | D | B6 | Iron |  |
| Multigrain Cheerios | 30 | 25 | 25 | 25 | 45 | 12 |
| Crape Nuts | 30 | 2 | 25 | 25 | 45 | 9 |
| Product 19 | 20 | 100 | 25 | 100 | 100 | 9 |
| Frosted Bran | 20 | 25 | 25 | 25 | 25 | 15 |

a. Formulate and solve for the number of ounces in each cereal that should be mixed together in order to minimize total sugar intake while providing at least $50 \%$ of the RDA for each of Vitamins A, C, D, B6, and iron. How much sugar would be consumed in the process?
b. How much total cereal does Grant need to eat to achieve the minimum $50 \% \mathrm{RDA}$ in all five categories? How much milk does he consume in doing this?
c. Determine the shadow prices for this problem. Interpret the shadow prices and the corresponding ranges of feasibility.
d. If Grant eliminates the restriction that each cereal must account for at least $10 \%$ of the mixture, then, by inspection, why wouldn't any Frosted Bran be included in the mix? Verify this conclusion by deleting these constraints from the original formulation and re-solving.
11. VENTURE CAPITAL. Delta Venture Capital Group is considering whether to invest in Maytime Products, a new company that is planning to compete in the small kitchen appliance market. Maytime has three products in the design and test phase: (1) a unique refrigerator/oven that can be programmed in the morning to cook foods (like chicken) but keeps the food refrigerated until the cooking
process begins; (2) a French fry maker that can make long thick French fries or small thin shoestring fries; and (3) a French toast maker that cooks French toast of any size evenly on the top and bottom simultaneously.

Delta's primary concern is how much money it must invest with Maytime before it will show a profit. The company will need an immediate initial investment of $\$ 2,000,000$ to secure a plant and cover overhead costs. This investment must be paid back with initial profits. The following table gives the anticipated selling price, the variable cost per unit manufactured, and the initial demand for each product obtained through market research. Delta would have to commit to the $\$ 2,000,000$ and then would like to minimize its total variable cost outlay until Maytime turns a profit (i.e., until Maytime can cover the initial $\$ 2,000,000$ investment with profits (=selling price - variable cost) from its sales.)

| Product | Selling <br> Price | Variable <br> Cost | Initial <br> Demand |
| :--- | :---: | :---: | :---: |
| Refrigerator/Oven | $\$ 240$ | $\$ 140$ | 5000 |
| French Fry Maker | $\$ 85$ | $\$ 50$ | 4000 |
| French Toast Maker | $\$ 63$ | $\$ 36$ | 2300 |

Maytime will initially produce no more than 15,000 units of any of the items but will meet anticipated initial demand. What production quantities for the products will minimize the total variable cost of the items produced while attaining a "profit" of $\$ 2,000,000$ ?
12. MANUFACTURINC. Bard’s Pewter Company (BPC) manufactures pewter plates, mugs, and steins that include the campus name and logo for sale in campus book stores. The time required for each item to go through the two stages of production (molding and finishing) and the corresponding unit profits are given in the following table.

|  | Molding <br> Time (min.) | Finishing <br> Time (min.) | Unit <br> Profit |
| :--- | :---: | :---: | :---: |
| Plates | 2 | 8 | $\$ 2.50$ |
| Mugs | 3 | 12 | $\$ 3.25$ |
| Steins | 6 | 14 | $\$ 3.90$ |

BPC employs 12 workers, each of whom works 8 hours per day; 4 are assigned to the molding operation, the others to the finishing operation. BPC's marketing department has recommended the following:

- At least 150 mugs should be produced daily.
- The number of steins produced can be at most twice the combined total number of plates and mugs produced.
- Plates can account for no more than $30 \%$ of the total daily unit production.
a. If management accepts the marketing department's recommendations in full, determine an optimal daily production schedule for BPC.
b. Suppose the 12 workers could be reassigned optimally to the two operations. By how much would the daily profit change?

13. MORTGAGE INVESTMENT. Tritech Mortgage specializes in making first, second, and even third trust deed loans on residential properties and first trust deeds on commercial properties. Any funds not invested in mortgages are invested in an interestbearing savings account. The following table gives the rate of return and the company's risk level for each possible type of loan.

| Loan Type | Ratc of Return | Risk |
| :--- | :---: | :---: |
| First Trust Deeds | $7.75 \%$ | 4 |
| Second Trust Deeds | $11.25 \%$ | 6 |
| Third Trust Deeds | $14.25 \%$ | 9 |
| Commercial Trust Deeds | $8.75 \%$ | 3 |
| Savings Account | $4.45 \%$ | 0 |

Tritech wishes to invest $\$ 68,000,000$ in available funding so that:

- Yearly return is maximized.
- At least $\$ 5,000,000$ is to be available in a savings account for emergencies.
- At least $80 \%$ of the money invested in trust deeds should be in residential properties.
- At least $60 \%$ of the money invested in residential properties should be in first trust deeds.
- The average risk should not exceed 5 .
a. What distribution of funding do you recommend? What is the rate of return on this distribution of funds?
b. Suppose the rate of return on first trust deeds increases. What is the maximum rate of return so that your recommendation in part (a) remains optimal? What would be the overall rate of return on the investment if this rate were increased to its maximum limit?

14. PRODUCTION INVENTORY. The Mobile Cabinet Company produces cabinets used in mobile and motor homes. Cabinets produced for motor homes are smaller and made from less expensive materials than are those for mobile homes. The home office in Ames, Iowa, has just distributed to its individual manufacturing centers the production quotas required during the upcoming summer quarter. The scheduled production requirements for the Lexington, Kentucky, plant are given in the following table.

Production Requirements-Mobile Cabinet Company

|  | July | August | Sceptember |
| :--- | :---: | :---: | :---: |
| Motor home | 250 | 250 | 150 |
| Mobile home | $10(0)$ | 300 | $4(0)$ |

Each motor home cabinet requires three man-hours to produce, whereas each mobile home cabinet requires five man-hours. Labor rates normally average $\$ 18$ per hour. During July and August, however, when Mobile employs many part-time workers, labor rates average
only \$14 and \$16 per hour, respectively. A total of 2100 man-hours are available in July, 1500 in August, and 1200 in September. During any given month, management at the Lexington plant can schedule up to $50 \%$ additional man-hours, using overtime at the standard rate of time and a half. Material costs for motor home cabinets are $\$ 146$; for mobile home cabinets they are $\$ 210$.

The Lexington plant expects to have 25 motor home and 20 mobile home assembled cabinets in stock at the beginning of July. The home office wants the Lexington plant to have at least 10 motor home and 25 mobile cabinet assemblies in stock at the beginning of October to cover possible shortages in production from other plants.

The Lexington plant has storage facilities capable of holding up to 300 cabinets in any one month. The costs for storing motor home and mobile home cabinets from one month to the next are estimated at $\$ 6$ and $\$ 9$ per cabinet, respectively. Devise a monthly production schedule that will minimize the costs at the Lexington plant over the quarter.

## Hint: Define variables so that you can fill in the following charts.

Quarterly Production Schedule of Motor Home Cabinets

|  | Regular Time | Overtime |
| :--- | :--- | :--- |
| July |  |  |
| August |  |  |
| September |  |  |

Quarterly Production Schedule of Mobile Home Cabinets

|  | Regular Time | Overtime |
| :--- | :--- | :--- |
| July |  |  |
| August |  |  |
| September |  |  |

Quarterly Storage Schedule

|  | Motor Home | Mobile Home |
| :--- | :--- | :--- |
| July |  |  |
| August |  |  |
| Scptember |  |  |

15. AGRICULTURE. BP Farms is a 300 -acre farm located near Lawrence, Kansas, owned and operated exclusively by Bill Pashley. For the upcoming growing season, Bill will grow wheat, corn, oats, and soybeans. The following table gives relevant data concerning expected crop yields, labor required, expected preharvested expenses, and water required (in addition to the forecasted rain). Also included is the price per bushel Bill expects to receive when the crops are harvested.

|  | Yield <br> (bu./acre) | Labor <br> (hr./acre) | Expenses <br> (\$/acre) | Water <br> (acre-ft./ <br> acre) | Price <br> (\$/bu.) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Wheat | 210 | 4 | $\$ 50$ | 2 | $\$ 3.20$ |
| Corn | 300 | 5 | $\$ 75$ | 6 | $\$ 2.55$ |
| Oats | 180 | 3 | $\$ 30$ | 1 | $\$ 1.45$ |
| Soybeans | 240 | 10 | $\$ 60$ | 4 | $\$ 3.10$ |

Bill wishes to produce at least 30,000 bushels of wheat and 30,000 bushels of corn, but no more than 25,000 bushels of oats. He has $\$ 25,000$ to invest in his crops, and he plans to work up to 12 hours per day during the 150 -day season. He also does not wish to exceed the base water supply of 1200 acre-feet allocated to him by the Kansas Agriculture Authority.
a. Formulate the problem for BP Farms as a linear program and solve for the optimal number of acres of each crop Bill should plant in order to maximize his total expected return from the harvested crops.
b. If the selling price of oats remains $\$ 1.45$ a bushel, to what level must the yield increase before oats should be planted? If the yield for oats remains 180 bushels per acre, to what level would the price of oats have to rise before oats should be planted?
c. If there were no constraint on the minimum production of corn, would corn be planted? How much would the profit decrease if corn were not grown?
d. La Mancha Realty owns an adjacent 40 -acre parcel, which it is willing to lease to Bill for the season for $\$ 2000$. Should Bill lease this property? Why or why not?
16. SUPPLY CHAIN MANAGEMENT. Lion Golf Supplies operates three production plants in Sarasota, Florida; Louisville, Kentucky; and Carson, California. The plant in Sarasota can produce the high-end "professional" line of golf clubs and the more moderate "deluxe" line. The plant in Louisville can produce the deluxe line and basic "weekender" line, while the one in Carson can produce all three models. The amount of steel, aluminum, and wood required to make a set of each line of clubs (including waste), the monthly availability of these resources at each of three plants, and the gross profit per set are given in the following table.

|  | Steel | Aluminum | Wood | Gross <br> Profit |
| :--- | ---: | ---: | ---: | ---: |
| Professional | 3.2 lbs. | 5.0 lbs. | 5.2 lbs. | $\$ 250$ |
| Deluxe | 3.6 lbs. | 4.0 lbs. | 4.8 lbs. | $\$ 175$ |
| Weekender | 2.8 lbs. | 4.5 lbs. | 4.4 lbs. | $\$ 200$ |
| Available Monthly- <br> Sarasota <br> Available Monthly- <br> Louisville <br>  <br> Available Monthly- <br> Carson | 9000 lbs. | 7000 lbs. | 10000 lbs. |  |

Lion has three major distribution centers in Anaheim, California, Dallas, Texas, and Toledo, Ohio. The projected monthly demand and the unit transportation costs for each line between the manufacturing centers and distribution centers are given in the following table. Lion must ship between $80 \%$ and $100 \%$ of the demand for each line to each distribution center.

| Professional | Sarasota | Louisville | Carson | Total Demand |
| :--- | :---: | :---: | :---: | :---: |
| Anaheim | $\$ 45$ |  | $\$ 9$ | 600 |
| Dallas | $\$ 32$ |  | $\$ 40$ | 400 |
| Toledo | $\$ 30$ |  | $\$ 50$ | 200 |
| Deluxe | Sarasota | Louisville | Carson | Total I)emand |
| Anaheim | $\$ 40$ | $\$ 34$ | $\$ 6$ | 800 |
| Dallas | $\$ 28$ | $\$ 18$ | $\$ 35$ | 1000 |
| Toledo | $\$ 25$ | $\$ 10$ | $\$ 40$ | 1100 |
| Weekender | Sarasota | Louisville | Carson | Total Demand |
| Anaheim |  | $\$ 30$ | $\$ 5$ | 800 |
| Dallas |  | $\$ 15$ | $\$ 30$ | 1500 |
| Toledo |  | $\$ 9$ | $\$ 36$ | 1000 |

Determine an optimal production/shipping pattern for Lion Golf Supplies.
17. SUPPLY CHAIN MANAGEMENT. Consider the Lion Golf Supplies model of problem 16.
a. Suppose that the following table gives the fixed monthly operating cost of each of the production plants.

| Plant | Cost |
| :--- | :---: |
| Sarasota | $\$ 250,000$ |
| Louisville | $\$ 350,000$ |
| Carson | $\$ 500,000$ |

Assuming that between $80 \%$ and $100 \%$ of the demand for each line must be filled at each distribution center, what recommendation would you now make concerning which plants should be operational and the production and shipping distribution pattern at each operational plant?
b. Suppose that in addition to the fixed plant operating expenses, each distribution center has fixed monthly operating expenses as shown in the following table.

| Distribution <br> Center | Cost |
| :--- | :---: |
| Anaheim | $\$ 50,000$ |
| Dallas | $\$ 100,000$ |
| Toledo | $\$ 90,000$ |

Assuming that between $80 \%$ and $100 \%$ of the demand for each line must be met at each distribution center that is operational, what recommendation would you now make concerning which plants should be operational and the production and shipping distribution pattern at each operational plant?
18. PORTFOLIO ANALYSIS. Sarah Williams has $\$ 100,000$ to allocate to the investments listed in the following table. Bill Wallace, her investment counselor, has prepared the following estimates for the potential annual return on each investment.

|  | Expected <br> Return | Minimum <br> Return | Maximum <br> Return |
| :--- | :---: | :---: | :---: |
| Bonanza Gold <br> (high-risk stock) | $15 \%$ | $-50 \%$ | $100 \%$ |
| Cascade Telephone <br> (low-risk stock) | $9 \%$ | $3 \%$ | $12 \%$ |
| Money market account <br> Two-year Treasury bonds | $7 \%$ | $6 \%$ | $8 \%$ |

Sarah wishes to invest her money in such a way as to maximize her expected annual return based on Bill Wallace's projections, with the following restrictions:

- At most $\$ 50,000$ of her investment should be in stocks.
- At least $\$ 60,000$ of her investment should have the potential of earning a $9 \%$ or greater annual return.
- At least $\$ 70,000$ should be liquid during the year; this implies that at most $\$ 30,000$ can be in two-year Treasury bonds.
- The minimum overall annual return should be at least $4 \%$.
- All $\$ 100,000$ is to be invested.

Assume that the investments will perform independently of one another so that the returns on the investment opportunities are uncorrelated. Formulate and solve a linear program for Sarah.
19. BLENDING-OIL REFINING. California Oil Company (Caloco) produces two grades of unleaded gasoline (regular and premium) from three raw crudes (Pacific, Gulf, and Middle East). The current octane rating, the availability (in barrels), and the cost per barrel for a given production period are given in the following table.

| Crude | Octane | Availability | Cost |
| :--- | :---: | :---: | :---: |
| Pacific | 85 | 3000 barrels | $\$ 14.28 /$ barrel |
| Gulf | 87 | 2000 barrels | $\$ 15.12 /$ barrel |
| Middle East | 95 | $8000)$ barrels | $\$ 19.74 /$ barrel |

For this period, Caloco has contracts calling for a minimum of 200,000 gallons of regular and 100,000 gallons of premium gasoline, and it has a refining capacity of 400,000 total gallons. (A barrel is 42 gallons.) Caloco sells regular gasoline to retailers for $\$ 0.52$ and premium gasoline for $\$ 0.60$ per gallon.

To be classified as "regular," the refined gas must have an octane rating of 87 or more; premium must have an octane rating of 91 or more. Assume that the octane rating of any mixture is the weighted octane rating of its components.
a. Solve for the optimal amount of each crude to blend into each gasoline during this production period.
b. Suppose Caloco could obtain an additional 50,000 gallons in refining capacity for the period by putting other projects on hold. Putting these projects on hold is estimated to cost Caloco $\$ 5000$ in contract penalties. Should the company absorb these fees and secure this extra 50,000 -gallon refining capacity?
c. Given your answer to part (a), calculate the amount Caloco would spend purchasing Middle East oil for the period. Suppose Middle East distributors currently have a glut of crude and are in need of some hard currency. They are willing to enter into a contract with Caloco to sell it all 8000 barrels at $\$ 16.80$ a barrel. Would the Middle East distributors receive more cash from Caloco under this arrangement? Would it be profitable to Caloco to accept this offer? Discuss the ramifications of this action for domestic oil producers.
20. PERSONNEL EVALUATION. At Nevada State University, the process for determining whether or not a professor receives tenure is based on a combination of qualitative evaluations and a quantitative formula derived by using linear programming. The process works as follows.

In an Annual Personnel File (APF), the professor submits evidence of his or her (1) teaching effectiveness, (2) research performance, (3) other professional activities, and (4) on-campus professional service. A personnel committee of three evaluators (who are full professors) independently evaluate the professor's file and assign a numerical rating between 0 and 100 to each of the four categories. For each category, the scores from the three evaluators are averaged together to give a single score for that category.

To determine the maximum overall score for the professor, a linear program is used for selecting the best weights (percentages) to assign to each category, satisfying the following university criteria.

- Teaching must be weighted at least as heavily as any other category.
- Research must be weighted at least $25 \%$.
- Teaching plus research must be weighted at least $75 \%$.
- Teaching plus research must be weighted no more than $90 \%$.
- Service is to be weighted at least as heavily as professional activities.
- Professional activities must be weighted at least $5 \%$.
- The total of the weights must be $100 \%$.

Professor Anna Sung is up for tenure. To receive tenure, she must receive a weighted total score of at least 85 . The three personnel committee members evaluated Anna as follows:

| Committee | leaching | Research | Professional | Service |
| :--- | :---: | :---: | :---: | :---: |
| Ron | 90 | 60 | 90 | 80 |
| Mabel | 75 | 60 | 95 | 95 |
| Nick | 90 | 75 | 85 | 95 |

Will Professor Sung be awarded tenure?
21. BOAT BUILDERS/DISTRIBUTION. California Catamarans builds the Matey- 20 catamaran boat in three locations: San Diego, Santa Ana, and San Jose. It ships the boats to its company-owned dealerships in Newport Beach (NB), Long Beach (LB), Ventura (VEN), San Luis Obispo (SLO), and San Francisco (SF). Production costs and capacities vary from plant to plant, as do shipping costs from the manufacturing plants to the dealerships. The following tables give costs, capacities, and demands for August.

Costs

|  | Shipping Cost to |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Production <br> Cost | NB | LB | VEN | SLO | SF |
| Plant | $\$ 1065$ | $\$ 200$ | $\$ 220$ | $\$ 280$ | $\$ 325$ | $\$ 500$ |
| San Diego | $\$ 105$ |  |  |  |  |  |
| Santa Anal | $\$ 1005$ | $\$ 125$ | $\$ 125$ | $\$ 280$ | $\$ 350$ | $\$ 400$ |
| San Jose | $\$ 975$ | $\$ 390$ | $\$ 365$ | $\$ 300$ | $\$ 250$ | $\$ 100$ |

Plant Capacities and August Demand

| Plant Capacity |  | August Demand |  |
| :--- | :--- | :--- | :--- |
| San Diego | 38 | Newport Beach | 42 |
| Santa Ana | 45 | Long Beach | 33 |
| San Jose | 58 | Ventura | 14 |
|  |  | San Luis Obispo | 10 |
|  |  | San Francisco | 22 |

Develop a production and shipping schedule for the Matey-20 catamaran for this period that minimizes the total production and shipping costs.
22. TRIM LOSS. The Cleveland Sprinkler Company buys 3/4-inch Schedule 40 PVC pipes, which come in 10 -foot lengths, and cuts them into the 30 -inch, 42 -inch, and 56 -inch lengths it requires for its projects. The following table gives the number of picces of each on hand and the current requirements for each of the three lengths. Any cut of less than 30 inches is considered waste (trim loss) and is discarded. The company would like to purchase enough pipe to satisfy its requirements while minimizing its total trim losses.

|  | 3()$^{\prime \prime}$ | $42^{\prime \prime}$ | $56^{\prime \prime}$ |
| :--- | ---: | ---: | ---: |
| Current inventory | 0 | 4() | 150 |
| Required | 1500 | $9(0)$ | 750 |

Hint: The 10-foot (120 inches) pipes can be cut into several variations (e.g., four 30 -inch lengths, two 30 -inch lengths, and one 42 -inch length with 18 inches of trim loss; one 30 -inch length and two 42 -inch lengths with 6 inches of trim loss; etc). The decision variables are the number of pipes cut into cach of these configurations.
23. MARKETING. DAQ Electronics sells nearly 200 consumer electronics products to the general public under its own brand name, including computers, stereos, CD-ROMs, and radar detectors. DAQ's annual budget for advertising in television, radio, newspapers, and its own circulars is $\$ 700,000$. This year DAQ wishes to
spend at least half of its budget in television and radio, and it does not wish to spend more than $\$ 300,000$ in any one advertising medium.

The company measures its success in exposure units, which are estimates of the audience reached per advertising dollar spent. The following table gives the relevant exposure unit estimates for the total public in general and for the various target populations DAQ wishes to reach.

Exposure Units

| Medium | Total | Yuppie | College | Audiophile |
| :--- | :---: | :---: | :---: | :---: |
| Television | 28 | 10 | 5 | 5 |
| Radio | 18 | 7 | 2 | 8 |
| Newspapers | 20 | 8 | 3 | 6 |
| Circular | 15 | + | 1 | 9 |
| Minimum exposure |  |  |  |  |

a. Comment on the fact that a person may fit into more than one category. Does this violate any linear programming assumption?
b. Ignore the possible conflict in part (a) and formulate and solve a linear program that seeks to maximize the total overall exposure given the $\$ 700,000$ budget and the restrictions imposed.
c. How would deleting the constraint that a total of at least $\$ 350,000$ must be spent on television and radio affect the results?
24. RETAILING. Bullox Department Store is ordering suits for its spring season. It orders four styles of suits. Three are "off-the-rack suits": (1) polyester blend suits, (2) pure wool suits, and (3) pure cotton suits. The fourth style is an imported line of fine suits of various fabrics. Studies have given Bullox a good estimate of the amount of hours required of its sales staff to sell each suit. In addition, the suits require differing amounts of advertising dollars and floor space during the season. The following table gives the unit profit per suit as well as the estimates for salesperson-hours, advertising dollars, and floor space required for their sale.

| Suit | Unit <br> Profit | Salesperson <br> Hours | Advertising <br> Dollars | Display <br> Space <br> (sq. ft.) |
| :--- | :---: | :---: | :---: | :---: |
| Polyester | $\$ 35$ | 0.4 | $\$ 2$ | 1.0() |
| Wool | $\$ 47$ | 0.5 | $\$ 4$ | 1.5() |
| Cotton | $\$ 30$ | 0.3 | $\$ 3$ | 1.25 |
| Import | $\$ 9()$ | 1.0 | $\$ 9$ | $3.0)$ |

Bullox expects its spring season to last 90 days. The store is open an average of 10 hours a day, 7 days a week; an average of two salespersons will be in the suit department. The floor space allocated to the suit department is a rectangular area of 300 feet by 60 feet. The total advertising budget for the suits is $\$ 15,000$.
a. Formulate the problem to determine how many of each type of suit to purchase for the season in order to maximize profits and solve as a linear program.
b. For polyester suits, what would be the effect on the optimal solution of
i. overestimating their unit profit by $\$ 1$; by $\$ 2$ ?
ii. underestimating their unit profit by $\$ 1$; by $\$ 2$ ?
c. Show whether each of the following strategies, individually, would be profitable for Bullox:
i. utilizing 400 adjacent square feet of space that had been used by women's sportswear. This space has been projected to net Bullox only $\$ 750$ over the next 90 days.
ii. spending an additional $\$ 400$ on advertising.
iii. hiring an additional salesperson for the 26 total Saturdays and Sundays of the season. This will cost Bullox $\$ 3600$ in salaries, commissions, and benefits but will add 260 salesperson-hours to the suit department for the 90 -day season.
d. Suppose we added a constraint restricting the total number of suits purchased to no more than 5000 for the season. How would the optimal solution be affected?
25. ZOO DESIGN. The San Diego Wild Animal Park has won countless awards for its design and concepts and its record of successfully breeding many endangered species. Now an investment group wishes to bring a similar attraction to the Orlando, Florida, area. The group has secured and plans to develop a 350 -acre parcel of land not too far from Disneyworld, Universal Studios, and other central Florida attractions.

The animal park can be thought of as being divided into seven general areas:

- Zoo habitat attractions
- Show areas where animal shows will be seen throughout the day
- Restaurant areas
- Retail establishments
- Maintenance areas
- "Green" areas-consisting of parks and other required green spaces
- Walkways and service roads that intermingle throughout the park

The following is a list of zoning agency and other conditions that must be met by zoo planners:

- Each acre devoted to habitat areas is expected to generate $\$ 1000$ per hour in gross profit to the park and is to be surrounded by .03 acre of green area. At least $40 \%$ of the park will consist of habitat areas (not including the required green areas).
- Each acre devoted to show areas is expected to generate $\$ 900$ per hour in gross profit to the park and is to be surrounded by .40 acre of green areas. At least $5 \%$ of the park will consist of show areas (not including the required green areas).
- Combined, the habitat and show areas (excluding corresponding green areas) should not account for more than $70 \%$ of the park. Also, the show areas (including corresponding green areas) should not represent more than $20 \%$ of the combined acreage for
habitat and show areas (including their corresponding green areas).
- At least $25 \%$ of the park that is not dedicated to habitat and show areas (not including their required green areas) should be green areas.
- Maintenance facility space is required as follows: . 01 acre for each acre of habitat, .10 acre for every acre of shows, .08 acre for every acre of restaurants, .06 acre for every acre of retail establishments, .02 acre for every acre of green space, and .04 acre for every acre of walkways/roads.
- Restaurants will average .25 acre. Each must be surrounded by .15 acre of green space. It is estimated that each restaurant will generate $\$ 800$ per hour in gross profit. The park should contain between 20 and 30 restaurants.
- Retail stores will average .20 acre and will be surrounded by .10 acre of green areas. Each store will generate approximately $\$ 750$ per hour in gross profit. The park should contain between 15 and 25 stores, but there should be at least as many restaurants as retail stores.
- At least 10 acres of the park should be walkways and service roads. Adjoining each walkway and service road must be green areas equal to $25 \%$ of the corresponding walkway/service area.
- At least 100 acres of the animal park should be park areas, which are green areas not required by the habitat and show areas, restaurant and retail establishments, and walkways/pathways.
- The park will be open 10 hours per day 365 days per year. It has fixed daily operating expenses of \$2,000,000.
Create an optimal design for the park that will maximize total hourly gross profit. The design should indicate the number of acres devoted to zoo habitat, show attractions, maintenance, walkways, and park areas. It should also detail the number and acreage required for restaurant and retail store areas and summarize the total green space in the animal park. What would be the annual net profit of this design?

26. HEALTH FOODS. Health Valley Foods produces three types of health food bars in two-ounce sizes: the Go Bar, the Power Bar, and the Energy Bar. The Energy Bar also comes in an 8 -ounce size. 'The three main ingredients in each bar are a protein concentrate, a sugar substitute, and carob. The recipes for each bar in terms of percentage of ingredients (by weight) and the daily availabilities of each of the ingredients are as follows.

| Bar | \% Protein <br> Concentrate | \% Sugar <br> Substitute | \% Carob |
| :--- | :---: | :---: | :---: |
| Go | 20 | 60 | 20 |
| Power | 50 | 30 | 20 |
| Energy | 30 | 40 | 30 |
| Daily availability | $60(0 \mathrm{lbs}$. | 1000 lbs | 800 lbs. |

The following costs are incurred in the production of the health food bars:

|  | Costs |
| :--- | :---: |
| Labor and packaging (2-oz. bars) | $\$ 0.03 / \mathrm{bar}$ |
| Labor and packaging (8-oz. bars) | $\$ 0.05 / \mathrm{bar}$ |
| Protein concentrate | $\$ 3.20 / \mathrm{l}$. |
| Sugar substitute | $\$ 1.40 / \mathrm{b}$. |
| Carob | $\$ 2.60 / \mathrm{l}$. |

Health Valley's wholesale selling prices to health food stores are $\$ 0.68, \$ 0.84$, and $\$ 0.76$, respectively, for 2 -ounce sizes of the Go Bar, the Power Bar, and the Energy Bar, and $\$ 3.00$ for the 8 -ounce Encrgy Bar. The company has facilities for producing up to 25,000 2 -ounce bars and 20008 -ounce bars daily. It manufactures at least 2500 of each of the 2 -ounce bars daily. No 2 -ounce bar is to account for more than $50 \%$ of the total production of 2 -ounce bars, and the total production (by weight) of Energy Bars is not to exceed more than $50 \%$ of the total production (by weight).

Determine an optimal daily production schedule of health food bars for Health Valley Foods.
27. ADVERTISING. JL Foods is planning to increase its advertising campaign from $\$ 1.4$ million to $\$ 2$ million based, in part, on the introduction of a new product. JL Taco Sauce, to accompany its traditional products, JL Ketchup and JL Spaghetti Sauce. In the past, JL Foods promoted its two products individually, splitting its. advertising budget equally between ketchup and spaghetti sauce.

From past experience, the marketing department estimates that each dollar spent advertising only ketchup increases ketchup sales by four bottles and each dollar spent advertising only spaghetti sauce increases its sales by 3.2 bottles. Since JL makes $\$ 0.30$ per bottle of ketchup and $\$ 0.35$ per bottle of spaghetti sauce sold (excluding the sunk cost of the given advertising budget), this amounts to a return of $\$ 1.20(=4 \times \$ 0.30)$ per advertising dollar on ketchup and $\$ 1.12(=3.2 \times \$ 0.35)$ per advertising dollar on spaghetti sauce. Because taco sauce is a new product, its initial return is projected to be only $\$ 0.10$ per bottle, but each advertising dollar spent solely on taco sauce is estimated to increase sales by 11 bottles. The company also projects that sales of each product would increase by another 1.4 bottles for each dollar spent on joint advertising of the three products.

JL wishes to maximize its increase in profits this year from advertising while also "building for the future" by adhering to the following guidelines for this year's advertising spending:

- A maximum of $\$ 2$ million total advertising
- At most $\$ 400,000$ on joint advertising
- At least $\$ 100,000$ on joint advertising
- At least $\$ 1$ million promoting taco sauce, either individually or through joint advertising
- At least $\$ 250,000$ promoting ketchup only
- At least $\$ 250,000$ promoting spaghetti sauce only
- At least $\$ 750,000$ promoting taco sauce only
- At least as much spent this year as last year promoting ketchup, cither individually or by joint advertising
- At least as much spent this year as last year promoting spaghetti sauce, either individually or by joint advertising
- At least 7.5 million total bottles of product sold
a. Determine the optimal allocation of advertising dollars among the four advertising possibilities (advertising for each product individually and joint advertising). Give the total return per advertising dollar of this solution and express this as a percentage of the $\$ 2$ million advertising budget.
b. What is the return on additional advertising dollars?
c. Suppose the constraint requiring that at least $\$ 750,000$ be spent promoting only taco sauce were lowered to $\$ 700,000$. How much would the profit increase?

28. RESTAURANT CREW ASSIGNMENT. Burger Boy Restaurant is open from 8:00 A.M. to 10:00 P.M. daily. In addition to the hours of business, a crew of workers must arrive one hour early to help set up the restaurant for the day's operations, and another crew of workers must stay one hour after 10:00 P..I. to clean up after closing.

Burger Boy operates with nine different shifts:

| Shift | Type | Daily Salary |
| :--- | :---: | :---: |
| 1. 7AM-9AM | Part-time | $\$ 15$ |
| 2. 7AM-11AM | Part-time | $\$ 25$ |
| 3. 7AM-3PM | Full-time | $\$ 52$ |
| 4. 11AM-3PM | Part-time | $\$ 22$ |
| Shift |  |  |
| 5. 11AM-7PM | Full-time | Daily Salary |
| 6. 3PM-7PM | Part-time | $\$ 54$ |
| 7. 3PM-11PM | Full-time | $\$ 24$ |
| 8. 7PM-11PM | Part-time | $\$ 55$ |
| 9. 9PM-11PM | Part-time | $\$ 23$ |

A needs assessment study has been completed, which divided the workday at Burger Boy into eight 2 -hour blocks. The number of employees needed for each block is as follows:

| Time Block | Employces Needed |
| :---: | :---: |
| 7AM-9AM | 8 |
| 9AM-11AM | 10 |
| 11AM-1PM | 22 |
| 1PM-3PM | 15 |
| 3PM-5PM | 10 |
| 5PM-7PM | 20 |
| 7PM-9PM | 16 |
| 9PM-11PM | 8 |

Burger Boy wants at least $40 \%$ of all employees at the peak time periods of 11:00 A.M. to 1:00 P.M. and 5:00 P.M. to 7:00 P.M. to be full-time employees. At least two full-time employees must be on duty when the restaurant opens at 7:00 A.M. and when it closes at 11:00 P.M.

- Formulate and solve a model Burger Boy can use to determine how many employees it should hire for cach of its nine shifts to minimize its overall daily cmployee costs.

29. LAW ENFORCEMENT. The police department of the city of Flint, Michigan, has divided the city into 15 patrol sectors, such that the response time of a patrol unit (squad car) will be less than three minutes between any two points within the sector.

Until recently, 15 units, one located in each sector, patrolled the streets of Flint from 7:00 p.M. to 3:00 A.M. However, severe budget cuts have forced the city to eliminate some patrols. The chief of police has mandated that each sector be covered by at least one unit located either within the sector or in an adjacent sector.

The accompanying figure depicts the 15 patrol sectors of Flint, Michigan. Formulate and solve a binary model that will determine the minimum number of units required to implement the chief's policy.


## Police Patrol Sectors Flint, Michigan

30. POLLUTION CONTROL. General Motors has received orders from the City of Los Angeles for 30 experimental cars, 20 experimental vans, and 10 experimental buses that meet clean air standards due to take effect in three years. The vehicles can be manufactured in any of four plants located in Michigan, Tennessee, Texas, and California. Due to differences in wage rates, availability of resources, and transportation costs, the unit cost of production of each of these vehicles varies from location to location. In addition, there is a fixed cost for producing any experimental
vehicles at each location. These costs (in \$1000's) are summarized in the following table.

|  | Cars | Vans | Buses | Fixed <br> Cost |
| :--- | :---: | :---: | :---: | :---: |
| Michigan | 15 | 20 | 40 | 150 |
| Tennessee | 15 | 28 | 29 | 170 |
| Texas | 10 | 24 | 50 | 125 |
| California | 14 | 15 | 25 | 500 |

Using an integer model with 12 integer variables (representing the number of each model produced at each plant) and four binary variables (indicating whether or not a particular plant is to be used for production of the experimental vehicles), determine how many experimental vehicles should be produced at each plant? What are the total production costs and fixed costs of this plan?
31. REAL ESTATE. Atlantic Standard Homes is developing 20 acres in a new community in the Florida Keys. There are four models it can build on each lot, and Atlantic Standard must satisfy three requirements: at least 40 are to be one story; at least 50 are to have three or more bedrooms; and there are to be at least 10 of each model. Atlantic Standard estimates the following gross profits:

| Model | Lot Size <br> (acre) | Storics | Bedrooms | Profit |
| :--- | :---: | :---: | :---: | :---: |
| Tropic | .20 | 1 | 2 | $\$ 40,000$ |
| Sea Breeze | .27 | 1 | 3 | $\$ 50,000$ |
| Orleans | .22 | 2 | 3 | $\$ 60,000$ |
| Grand Key | .35 | 2 | 4 | $\$ 80,000$ |

a. Formulate the problem as an integer linear programming model and solve for Atlantic Standard's optimal production of homes in this community.
b. If the variables had not been restricted to be integers, the optimal linear programming solution gives $\mathrm{X}_{1}=$ $30, X_{2}=10, X_{3}=35.45, X_{4}=10$. Round this solution to an integer point. Is is feasible? How much lower is the optimal profit of the rounded solution than the optimal integer solution found in part (a)?
c. Assume that a minimum of 12 homes must be built for at least three of the four models. Using four additional binary variables and five additional constraints, modify the model to reflect this new condition and solve for the new optimal distribution of homes for the Atlantic Standard project.
32. VANPOOLING. Logitech, a rapidly growing high-tech company located in suburban Boston, Massachusetts, has been encouraging its employees to carpool. These efforts have met with only moderate success, and now the company is setting aside up to $\$ 250,000$ to purchase small- and medium-size vans and minibuses to establish a van-pool program that will transport employees between various pickup points and company headquarters. Four models of vans and two models of
minibuses are under consideration, as detailed in the following table.

|  | Maker | Cost | Passenger Capacity | Annual <br> Maintenance |
| :---: | :---: | :---: | :---: | :---: |
| Vans |  |  |  |  |
| Nissan | Japan | \$26,000 | 7 | \$ 5000 |
| Toyota | Japan | \$30,000 | 8 | \$ 3500 |
| Plymouth | U.S. | \$24,000 | 9 | \$ 6000 |
| Ford (Stretch) | U.S. | \$32,000 | 11 | \$ 8000 |
| Minibuses |  |  |  |  |
| Mitsubishi | Japan | \$50,000 | 20 | \$ 7000 |
| General Motors | U.S. | \$ 60,000 | 24 | \$11,000 |

a. Formulate and solve a vehicle purchase model for Logitech that will maximize the total passenger capacity of the fleet given that:

- Up to $\$ 250,000$ will be spent on vehicles.
- Annual maintenance cost should not exceed $\$ 50,000$ )
- Total number of vehicles purchased should not exceed eight.
- At least one minibus should be purchased.
- At least three vans should be purchased.
- At least half the vehicles should be made in the United States.
b. Determine the optimal solution if the amount Logitech committed for vehicle purchase were: (i) $\$ 253,900$; (ii) $\$ 254,000$ ); (iii) $\$ 2+9,900$; (iv) $\$ 259,900$; (v) $\$ 260,000$. Comment.
c. Characterize the problem if the amount Logitech committed to the program were $\$ 100,000$.

33. MERCHANDISING. Office Warehouse has been downsizing its operations. It is in the process of moving to a much smaller location and reducing the number of different computer products it carries. Coming under scrutiny are 10 products Office Warehouse has carried for the past year. For each of these products, Office Warehouse has estimated the floor space required for effective display, the capital required to restock if the product line is retained, and the short-term loss that Office Warehouse will incur if the corresponding product is eliminated (through liquidation sales, etc.).

| Product Linc | Manufacturer | Const of Liquidation | Capital to Restock | filoor Space (ft') |
| :---: | :---: | :---: | :---: | :---: |
| Notebook computer | Toshiba | \$10,000) | \$15,000) | 50 |
| Notebook computer | Compay | \$ 8,000 | \$12,000 | 60 |
| PC. | Compay | \$20,000) | \$25,000 | 200 |
| PC | Packard Bell | \$12,000 | \$22,000 | 200 |
| MacIntosh computer | Apple | \$25,000) | \$20,000 | $1+5$ |
| Monitor | Packard Bcll | \$ 4,000 | \$12,(00) | 85 |
| Monitor | Sony | \$15,000) | \$13,000) | 50 |
| Printer | Apple | \$ 5,000 | \$14,000) | 100 |
| Printer | HP | \$18,000 | \$25,000 | 150 |
| Printer | Epron | \$ 6,0000 | \$10,000) | 125 |

Office Warchouse wishes to minimize the loss due to liquidation of product lines subject to the following conditions:

- At least four of these product lines will be eliminated.
- The remaining products will occupy no more than 600 square feet of floor space.
- If one product line from a particular manufacturer is eliminated, all products from that manufacturer will be eliminated. (This affects Compaq, Packard Bell, and Apple.)
- At least two computer models (notebook, PC, or MacIntosh), at least one monitor model, and at least one printer model will continue to be carried by Office Warehouse.
- At most $\$ 75,000$ is to be spent on restocking product lines.
- If the Toshiba notebook computer is retained, the Epson line of printers will also be retained.
Solve for the optimal policy for Office Warehouse.

34. SOF厂WARE DEVELOPMENT. The Korvex Corporation is a company concerned with developing CD-ROM software applications that it sells to major computer manufacturers to include as "packaged items" when consumers purchase systems with CD)-ROM drives. The company is currently evaluating the feasibility of developing six new applications. Specific information concerning each of these applications is summarized in the following table.

| Application | Projected Development Cost | Programmers Required | Projected Present Worth Net Profit |
| :---: | :---: | :---: | :---: |
| 1 | \$ 400,000 | 6 | \$2,000,000 |
| 2 | \$1,100, 0000 | 18 | \$3,600, 0000 |
| 3 | \$ 9 $+0,000$ | 2() | \$4,(0)0,00) |
| 4 | \$ 760,000 | 16 | \$3,000,000 |
| 5 | \$1,260,000 | 28 | \$ $+, 400,000$ |
| 6 | \$1,8(0), ()00 | $3+$ | \$ $6,200,000$ |

Korvex has a staff of 60 programmers and has allocated $\$ 3.5$ million for development of new applications.
a. Formulate and solve a binary integer linear programming model for the situation faced by the Korvex Corporation.
b. Assume also that the following additional conditions hold:

- It is anticipated that those interested in application 4 will also be interested in application 5 , and vice versa. Thus, if either application + or application 5 is developed, the other must also be developed.
- The underlying concepts of application 2 make sense only if application 1 is included in the package. Thus, application 2 will be developed only if application 1 is developed.
- Applications 3 and 6 have similar themes; thus, if application 3 is developed, application 6 will not be developed, and vice versa.
- To ensure quality products, Korvex does not wish to expand its product line too rapidly. Accordingly, it wishes to develop at most three of the potential application products at this time.
Incorporate these constraints into the model developed for part (a), and determine the optimal choice of applications Korvex should develop.

35. ACCOUNTING/PERSONNEL HIRING. Jones. Jimenez, and Sihota (JJS) is expanding its tax service business into the San Antonio area. The company wishes to be able to service at least 100 personal and 25 corporate accounts per week.

JJS plans to hire three levels of employees: CPAs, experienced accountants without a CPA, and junior accountants. The following table gives the weekly salary level as well as the projection of the expected number of accounts that can be serviced weekly by each level of employee.

|  | Total <br> Number <br> of Accounts | Maximum <br> Number of <br> Corporate <br> Accounts | Weekly <br> Salary |
| :--- | :---: | :---: | :---: |
| Employee | 6 | 3 | $\$ 120(0)$ |
| CPAs | 6 | 1 | $\$ 900$ |
| Experienced accountant | 4 | 0 | $\$ 600$ |

JJS wishes to staff its San Antonio office so that at least two-thirds of all its employees will be either CPAs or experienced accountants. Determine the number of employees from each experience level the firm should hire for its San Antonio office to minimize its total weekly payroll.
36. ADVERTISING. Century Productions is in the process of promotion planning for its new comedy motion picture. Three Is a Crowd, through television, radio, and newspaper advertisements. The following table details the marketing department's estimate of the cost and the total audience reached per exposure in each medium.

|  | TV | Radio | Newspaper |
| :--- | :---: | ---: | :---: |
| Cost per exposure | $\$+(0)(0)$ | $\$ 5(0)$ | $\$ 1,000$ |
| Audience reached per | $5(0),(0)(0)$ | $5(0,()(0)$ | 200,000 |
| exposure |  |  |  |

The marketing department does not wish to place more than 250 ads in any one medium.
a. What media mix should Century use if it wishes to reach the maximum total audience with an advertising budget of $\$ 500,000$ :
b. What media mix should Century use if it wishes to reach an audience of 30 million at minimum total cost?
c. The cost of producing the television advertisement is $\$ 500,000$; the radio spot costs $\$ 50,000$ to write and produce; and the newspaper ad costs $\$ 100,000$ for design, graphics, and copy. If the total promotional budget is not to exceed $\$ 1$ million (including the cost of producing the television or radio spot or the newspaper advertisement), use a mixed integer model
to determine the production and media mix Century Productions should use.
37. MANUFACTURING. Floyd's Fabrication has just received an order from Gimbal Plumbing Fixtures for 100,000 specially designed three-inch-diameter casings to be delivered in one week. The contract price was negotiated up front; hence, Floyd's maximum profit will be obtained when its costs are minimized.

Floyd's has three production facilities capable of producing the casings. Production costs do not vary between locations, but the changeover (setup) costs do vary, as does the cost of transporting the finished items to Gimbal. The following table details these costs.
$\left.\left.\begin{array}{lccc}\hline & \text { Changeover } \\ \text { Cost }\end{array} \quad \begin{array}{c}\text { Transportation } \\ \text { Cost } \\ \text { (per } 100(0)\end{array}\right) \begin{array}{ccc}\text { Maximum } \\ \text { Weekly } \\ \text { Production }\end{array}\right]$

Formulate and solve this problem as a mixed integer linear programming model.
38. PERSONAL FINANCE. After many years of earning extremely low bank interest rates, Shelley Mednick has decided to give the stock market a try. This is her first time investing, and she wants to be extra cautious. She has heard that a new stock offering from TCS, a telecommunication company, is being sold at $\$ 55$ per share (including commissions) and is projected to sell at $\$ 68$ per share in a year. She is also considering a mutual fund, MFI, which one financial newsletter predicts will yield a $9 \%$ return over the next year.

For this first venture into the market, Shelley has set extremely modest goals. She wants to invest just enough so that the expected return on her investment will be $\$ 250$. Furthermore, since she has more confidence in the performance of the mutual fund than the stock, she has set the restriction that the maximum amount invested in TCS is not to exceed $40 \%$ of her total investment, or \$750, whichever is smaller.

What combination of shares of TCS and investment in MFI is necessary for Shelley to meet her goal of a projected $\$ 250$ gain for the year. (Note: The number of shares of TCS must be integer-valued.)
39. TRUCKING. The We-Haul Company is about to lease 5000 new trucks for its California operations. The specifications of each truck under consideration are as follows.

| Truck | Country | Capacity | Capital <br> Outlay | Monthly Iease |
| :---: | :---: | :---: | :---: | :---: |
| Ford | U.S. | 1 ton | \$2()0) | \$50) |
| Chevrolet | U.S. | 1 ton | \$1000 | \$60) |
| Dodge | U.S. | $3 / 4$ ton | \$5000 | \$300 |
| Mack | U.S. | 5 tons | \$9000 | \$90) |
| Nissan | Japan | 1/2 ton | \$200)( | \$2() |
| Toyota | Japan | $3 / 4$ ton | S 0 | \$+()0 |

We-Haul has decided that, for public relations reasons, given the current "Buy American" atmosphere, it will lease at least $60 \%$ or 3000 of the trucks from American manufacturers. Each truck requires an initial capital outlay as well as monthly lease payments. We-Haul feels that it can support a total monthly lease payment of at most $\$ 2,750,000$. Its fleet requirements mandate at least a 10,000 -ton total payload capacity for the 5000 trucks leased. Determine the number of each truck We-Haul should lease to minimize its total initial capital outlay.
40. K OUT OF N CONSTRAINTS PUBLIC POLICY. You can model the situation in which only K out of N constraints must hold, by doing the following. First, choose a cell to hold M, a very, very high value-usually 1 E 10 which is $10,000,000,000$ will do, but you may wish to make it larger. Then do the following

1. For cach of the N constraints, define a binary variable $Y_{i}$ to be 0 if constraint i does hold and 1 if constraint i does not hold.
2. Modify the right-hand sides of each N constraint as follows:

- If constraint i is a " $\leq$ " constraint:

Add the term $M * Y_{i}$ to the right-hand side.

- If constraint $i$ is a " $\geq$ " constraint:

Subtract the term $M * Y_{i}$ from the right-hand side.

- If constraint $i$ is an " $=$ " constraint:
- Change the constraint to two constraints, one with a " $\leq$ " sign, the other with a " $\geq$ " sign.
- Add the term $\mathbf{M} * Y_{i}$ to the right-hand side of the new " $\leq$ " constraint.
- Subtract the term $M * Y_{i}$ from the right-hand side of the new " $\geq$ " constraint.

3. Add the constraint $Y_{1}+Y_{2}+\ldots+Y_{N} \leq K-N$.

Now apply this technique to the Salem City Council
PROBLEMS 41-50 ARE ON THE CD
model in Section 3.5.3, suppose that the council would like to convey to the public that it is fiscally responsible, concerned about safety, interested in job growth, and sensitive to Salem's educational needs.

To show it is fiscally responsible, the council would like to:

- Carry over at least $\$ 250,000$ to next year's budget. That is, it would like ycar-end spending to be at most $\$ 900,000-\$ 250,000=\$ 650,000$.
To show concern for public safety, the council would like to:
- Fund at least 3 of the 6 police and fire projects.
- Add the 7 new police officers.

To show interest in job growth, the council would like to:

- Create at least 15 new full-time jobs, not just 10 .

To demonstrate sensitivity to education, the council would like to:

- Fund all three educational projects.

The council members realize that there are not enough resources to meet all five of these objectives, but they feel the voters would look favorably upon them if at least three of these 5 objectives are met, in addition to meeting the other constraints in the model.

Which projects do you recommend that the Salem City Council accomplish so that:

- The original set of conditions discussed in Section 3.5.3 is still met.
- At least 3 of the 5 new objectives are met.
- The total overall point score of funded projects is maximized.


## CASE STUDIES

## CASE1: Calgary Desk Company

It is August and the Calgary Desk Company (CALDESCO) of Calgary, Alberta, is about to plan the production schedule for its entire line of desks for September. CALDESCO is a well-established manufacturer. Due to an internal policy of production quotas (which will be detailed later), it has been able to sell all desks manufactured in a particular month. This, in turn, has given the company reliable estimates of the unit profit contributed by each desk model and style.

## The Desks

CALDESCO manufactures a student size desk ( $24 \mathrm{in} . \times$ 42 in .), a standard size desk ( $30 \mathrm{in} . \times 60 \mathrm{in}$.), and an exec-
utive size desk ( $42 \mathrm{in} . \times 72 \mathrm{in}$.) in each of the three lines: (1) economy, (2) basic pine, and (3) hand-crafted pine.

The economy line uses aluminum for the drawers and base and a simulated pine-laminated 1 -inch particle board top. Although the basic pine desk use $1 \frac{1}{2}$-inch pine sheets instead of particle board, they are manufactured on the same production line as the tops of the economy line models. Because its drawers and base are made of wood, however, a different production line is required for this process.

Hand-crafted desks have solid pine tops that are constructed by craftsmen independent of any production line. This desk line uses the same drawers and base (and hence the same production line for this process) as the basic pine desk line. Hand-crafted desks are assembled and finished by hand.

## Production

Production Line 1 is used to manufacture the aluminum drawers and base for the economy models; production line 2 is used to manufacture the tops for the economy and basic models. There are two production lines 3 , which are used to manufacture drawers and bases for the basic and hand-crafted lines. (Two lines are necessary to meet production targets.)

The production times available on the three production lines are summarized on the Excel spreadsheet below. The time requirements (in minutes) per desk for the three different types of production lines, the finishing and assembly times, and the time required to hand-craft certain models are also summarized on the spreadsheet.

## Labor

CALDESCO currently employs a workforce of 30 craftsmen, but due to vacations, illnesses, etc., CALDESCO expects to have only an average of $80 \%$ of its craftsmen available throughout the month. Each available craftsman
works 160 hours per month. The expected total labor availability, which is also given on the spreadsheet, is:
(.80) $*(30$ craftsmen $) *(160$ hours/craftsmen $)$

* $(60$ minutes/hour $)=230,400$ worker-minutes.

Each craftsman in CALDESCO's shop is capable of doing all the tasks required to make any model desk; including running of the manufacturing lines, assembling the product, or performing the detailed operations necessary to produce the hand-crafted models.

Two craftsmen are required for each production line, but only a single craftsman is needed for hand crafting and a single craftsman is needed for assembly and finishing. Thus, the total amount of man-minutes required to produce a desk $=2 \times$ (the total production line time) + (hand-crafting time) + (assembly/finishing time).

## Materials Requirements

As detailed earlier, the economy desks use aluminum and laminated particle board, whereas the basic and hand-

|  | A | B | C | D | E | F | G | H | 1 | J | K | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 CALDESCO-SEPTEMBER |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| OFIT, ORDERS, MATERIALS (SQ.FT.), PRODUCTION TIME (MIN) PER DES |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | LINE | SIZE | PROFIT | SEPT. ORDERS | ALUMINUM | PARTICLE BOARD | PINE SHEETS | LINE 1 <br> TIME | LINE 2 TIME | LINE 3 TIME | ASSEM./ FINISHING | HANDCRAFTING |
| 6 | ECONOMY | STUDENT | 25 | 750 | 14 | 8 |  | 1.5 | 1 |  | 10 |  |
| 7 |  | STANDARD | 30 | 900 | 24 | 15 |  | 2.0 | 1 |  | 11 |  |
| 8 |  | EXECUTIVE | 40 | 100 | 30 | 24 |  | 2.5 | 1 |  | 12 |  |
| 9 | BASIC | STUDENT | 50 | 400 |  |  | 22 |  | 1 | 3 | 15 |  |
| 10 |  | STANDARD | 80 | 800 |  |  | 40 |  | 1 | 4 | 18 |  |
| 11 |  | EXECUTIVE | 125 | 100 |  |  | 55 |  | 1 | 5 | 20 |  |
|  | HAND- | STUDENT | 100 | 25 |  |  | 25 |  |  | 3 | 20 | 50 |
|  | CRAFTED | STANDARD | 250 | 150 |  |  | 45 |  |  | 4 | 25 | 60 |
| 14 |  | EXECUTIVE | 350 | 50 |  |  | 60 |  |  | 5 | 30 | 70 |
| 15 |  |  |  |  |  |  |  |  |  |  |  |  |
| 16 |  |  |  |  |  |  |  |  |  |  |  |  |
| 17 RESOURCE AVAILABILITY FOR SEPTEMBER |  |  |  |  |  |  |  |  |  |  |  |  |
| 18 |  |  |  |  |  |  |  |  |  |  |  |  |
| 19 LABOR(MAN-MINUTES) |  |  |  | 230400 |  |  |  |  |  |  |  |  |
| 20 ALUMINUM (SQ.FT.) |  |  |  | 50000 |  |  | A |  |  |  |  |  |
| 21 PARTICLE BOARD(SQ.FT.) |  |  |  | 30000 |  |  | 1 |  |  |  |  |  |
| 22 PINE SHEETS(SQ.FT.) |  |  |  | 200000 |  |  |  | 7 |  |  |  |  |
| 23 PRODUCTION LINE 1 (MIN.) |  |  |  | 9600 |  |  |  |  |  |  |  |  |
| 24 PRODUCTION LINE 2 (MIN.) |  |  |  | 9600 |  |  |  |  |  |  |  |  |
| 25 PRODUCTION LINE 3 (MIN.) |  |  |  | 19200 |  |  |  |  |  |  |  |  |
| 26 |  |  |  |  |  |  |  |  |  |  |  |  |
| 27 PRODUCTION QUOTAS (OF TOTAL PRODUCTION) |  |  |  |  |  |  |  |  |  |  |  |  |
| 28 |  |  |  |  |  |  |  |  |  |  |  |  |
| 29 |  | MIN \% MAX \% |  |  |  |  |  |  |  |  |  |  |
| 30 ECONOMY |  | 25 | 50 |  |  |  |  |  |  |  |  |  |
| 31 BASIC |  | 35 | 55 |  |  |  |  |  |  |  |  |  |
| 32 HAND-CR. |  | 15 | 25 |  |  |  |  |  |  |  |  |  |
| 33 STUDENT |  | 20 | 40 |  |  |  |  |  |  |  |  |  |
| 34 STANDARD |  | 40 | 65 | $\therefore$ |  |  |  |  |  |  |  |  |
| 35 EXECUTIVE |  | 10 | 25 |  |  |  |  |  |  |  |  |  |

[^16]crafted models use real pine. The amounts of aluminum, particle board, and $1 \frac{1}{2}$-inch thick pine sheets (in square feet) required to produce each style of desk are summarized on the spreadsheet along with the September availability of aluminum, particle board, and pine sheets.

## Company Policy/Quotas

CALDESCO has been able to sell all the desks it produces and to maintain its profit margins in part by adhering to a set of in-house quotas. These maximum and minimum quotas for desk production are given on the spreadsheet.

CALDESC() will meet all outstanding orders for September. These are also summarized on the spreadsheet.

## Profit Contribution

The unit profits, which have been determined for each style of desk, are also summarized on the spreadsheet.

## The Report

Prepare a report recommending a production schedule to CALDESCO for September. In your report, analyze your results, detail the amount of each resource needed if your recommendation is implemented, and discuss any real-life factors that might be considered that have not been addressed in this problem summary nor listed on the spreadsheet. Discuss some appropriate "what-if" analyses including

- An analysis of the viability of instituting a bonus plan costing about $\$ 35,000$ per month that is anticipated to reduce absenteeism from $20 \%$ to $15 \%$.
- An analysis of the possibility of purchasing a new production line 2 for $\$ 400,000$ and hiring 10 new workers at $\$ 30,000$ each per year (assume the $20 \%$ absentee rate). Assume that September is a typical month and that the resulting increased production per month would be matched each month.
Specifically determine:
- How long it would be before these changes became profitable (i.e., until these fixed costs were paid off).
- After the purchase of the line was paid off, how much additional profit you would expect to earn each month. (Don't forget the added cost of new workers.)
- Other observations and scenarios you feel might be reasonable.

Your report should give a complete description/analysis of your final recommendation complete with tables, charts, graphs, and so on. The complete model and the computer printouts are to be included in appendices.

Note: The Excel file giving the spreadsheet is CALGDESK.XLS in the Excel files folder on the CD-ROM.

## LCASE-2: Lake Saddleback Development Corporation

Lake Saddleback Development Corporation (LSDC) is developing a planned community of homes and condominiums around a section of Lake Saddleback, Texas. The idea is to develop 300 acres of land it owns on and near the lake in such a way that it maximizes its profits from the development while offering an appropriate variety of different home plans in different products. In addition, the corporation wishes to analyze the feasibility of developing a 10 -acre sports/recreational complex.

LSDC is building four products: (1) the Grand Estate Series; (2) the Glen Wood Collection; (3) the Lakeview Patio Homes; and (4) the Country Condominiums. Within each product are three to four floor plans of various styles, as described in the following list.

## Lot Sizes

Lots for all models include the land on which the house resides, the garage (which is not considered part of the advertised square footage of the house), and yard space. It excludes outside parking and space for parks, roads, undeveloped landscape, and so on.

All models in the Grand Estate series are built on onehalf acre lots, and 50 half-acre lots on the lake are to be used exclusively by the Grand Estate Series homes. The selling price of these exclusive homes will be an additional
$30 \%$ plus $\$ 50,000$ more than the models not on the lake. (For example, the $\$ 700,000$ Trump model would sell for $\$ 960,000$ if on the lake.) Each of the Grand Estate series plans must have at least eight units on the lake.

Some Grand Cypress models (in the Glen Wood Homes series) may he built on "premium" quarter-acre lots. In addition, some Bayview models (in the Lakeview Patio Homes series) may be built on "premium" one-sixth acre lots. No more than $25 \%$ of the total Grand Cypress models and $25 \%$ of the total Bayview models may be built on the premium lots.

Lot sizes for the Country Condominiums are fixed at 1500 square feet.

The minimum standard lot for homes in the Glen Wood and Lakeview series homes (except for the premium models) is $\frac{1}{10}$ of an acre. Lot sizes for certain models can be higher if the following calculation exceeds $\frac{1}{10}$ acre.

$$
\begin{aligned}
\text { Lot Size }= & (\text { Ground Area of House }) \\
& +(\text { Yard Size })+(\text { Garage Size })
\end{aligned}
$$

Ground Area The ground area of any single-story house is the advertised square footage of the house. The ground area for two-story homes is $75 \%$ of the advertised square footage.

| Plan | Selling Price | $\begin{gathered} \text { Size } \\ \text { (sq. ft.) } \end{gathered}$ | Bedrooms | Bathrooms | Stories | Garage Size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grand Estates |  |  |  |  |  |  |
| The '「rump* | \$700,000 | 4000 | $5+$ den | 4 | 2 | 3 car |
| The Vanderbilt* | \$680,000 | 3600 | $4+$ den | 3 | 2 | 3 car |
| The Hughes* | \$650,000 | 3000 | 4 | 3 | 1 | 3 car |
| The Jackson* | \$590,000 | 2600 | 3 | 3 | 1 | 3 car |
| Glen Wood Collection |  |  |  |  |  |  |
| Grand Cypress* | \$420,000 | 2800 | $4+$ den | 3 | 2 | 3 car |
| Lazy ()ak | \$380,000 | 2400 | 4 | 3 | 2 | 2 car |
| Wind Row | \$320,000 | 2200 | 3 | 3 | 2 | 2 car |
| Orangewood | \$280,000 | 1800 | 3 | $2 \frac{1}{2}$ | 1 | 2 car |
| Lakeview Patio Homes |  |  |  |  |  |  |
| Bayview* | \$300,000 | 2000 | 4 | $2 \frac{1}{2}$ | 2 | 2 car |
| Shoreline | \$270,000 | 1800 | $3+$ den | $2 \frac{1}{2}$ | 2 | 2 car |
| Docks Edge | \$240,000 | 1500 | 3 | $2 \frac{1}{2}$ | 1 | 2 car |
| Golden Pier | \$200,000 | 1200 | 2 | 2 | 1 | 2 car |
| Country Condominiums |  |  |  |  |  |  |
| Country Stream | \$220,00) | 1600 | 3 | 2 | 2 | - |
| Weeping Willow | \$160,()0) | 120) | 2 | 2 | 1 | - |
| Picket Fence | \$140,000 | 1000 | 2 | $1 \frac{1}{2}$ | 1 | - |

[^17]Yard Size For homes in the Glen Wood series, yard sizes are 1200 square feet for single-story homes, and the same as the ground area of the house for two-story homes. For homes in the Lakeview Patio Home series, yard sizes are 900 square feet for single-story homes. For two-story homes in this series, the yard size is 600 square feet + $50 \%$ of the ground area of the house.

Garage Size Two-car garages occupy 500 square feet of ground space, and three-car garages occupy 750 square feet of ground space. Note that there are no garages for the Country Condominium models.

## Parking

Current code requires one parking space per bedroom for each unit built. For example, outside parking space for two cars would be required for a four-bedroom house with a two-car garage. Each outside parking space will occupy 200 square feet of space. No more than 15 acres of the project may be used for outside parking. All parking for the Country Condominiums is outside.

## Roads/Greenbelts, Etc.

A total of 1000 square feet per house is to be set aside for the building of roads, greenbelts, and small parks to add both to the aesthetics and necessities of the project.

## Variety

Throughout the entire project, the following maximum. and minimum percentages have been established by the marketing department (Note: Condominiums are included in the following figures.)

|  | Maximum | Mininum |
| :--- | :---: | :---: |
| Two-bedroom homes | $25 \%$ | $15 \%$ |
| Three-bedroom homes | $40 \%$ | $25 \%$ |
| Four-bedroom homes | $40 \%$ | $25 \%$ |
| Five-bedroom homes | $15 \%$ | $5 \%$ |

In addition, none of the four products (Grand Estate, Glen Wood, Lakeview, and Country) is to make up more than $35 \%$ or less than $15 \%$ of the units built in the development. Furthermore, within each product, each plan must occupy between $20 \%$ and $35 \%$ of the total units of that product. For appearances' sake, no more than $70 \%$ of the single-family homes (all homes except the Country Condominiums) may be two-story homes.

## Affordable Housing

In the affluent Lake Saddleback area, any house priced at $\$ 200,000$ or below is considered "affordable" housing. The federal government requires at least $15 \%$ of the project to be designated affordable housing.

## Profit

LSDC has determined the following percentages of the sales prices to be net profits:

| Grand Estates | $22 \%$ |
| :--- | :--- |
| Glen Wood* | $18 \%$ |
| Lakeview* $^{*}$ | $20 \%$ |
| Country Condominiums | $25 \%$ |

[^18]
## Objectives

1. LSD)( needs to determine the number of units of each plan of each product to build in order to maximize its profit.
2. If LSDC: builds a 10 -acre sports/recreation complex on the property, this would:

- Decrease the usable area to build houses by 10 acres-all other constraints still apply.
- Cost LSDC. $\$ 8,000,000$ to build.
- Enhance the value of all houses so that LSDC would raise the selling prices of the homes by the following amounts:
- Cirand Estates (not on lake)—add $5 \%$ (e.g., add $\$ 35,00()$ to profit for Trumps, etc.)
- Crand Estates (on lake)-add another $\$ 40,000$ (e.g., profits increase by $\$ 4(),(0)(0)$
- Glen Wood and Lakeview Patio Homes (nonpremium except Golden Pier)
—Add 3\% (e.g., add \$12,600 to profit of Grand Cypress)
—Premium Models—add a flat $\$ 16,(0) 0$
-Golden Pier-\$0 (no change, so that it can still qualify as affordable housing)
- Country Condominiums-add a flat $\$ 10,000$

All of the selling price increases would be added to the original gross profits to determine the new gross profit (prior to subtracting the $\$ 8,000,000$ for the complex).

## The Report

Prepare a detailed report analyzing this project and make suggestions for the number of each type of each unit to be built. Give and support your recommendations on whether or not to build the sports/recreation complex. Do appropriate "what-if" analyses and give a summary of your final recommendations. (Hint: You may wish to solve as a linear program and round.)

## LCASE 3: Pentagonal Pictures, Inc.

Pentagonal Pictures produces motion pictures in Hollywood and distributes them nationwide. Currently, it is considering 10 possible films; these include dramas, comedies, and action adventures. The success of each film depends somewhat on both the strength of the subject matter and the appeal of the cast. Estimating the cost of a
film and its potential box office draw is inexact at best; still, the studio must rely on its experts' opinions to help it evaluate which projects to undertake.

The following table lists the films currently under consideration by Pentagonal Pictures, including the projected cost and box office gross receipts.

| Film | Rating | Type | No-Name Cast |  | Big Star Cast |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Cost | Box Office Ciross | Cost | Box Office Ciross |
| Two-Edged Sword | PG-13 | Action | \$ 5M | \$ 8M | \$10M | \$15M |
| Lady in Waiting | R | Drama | \$12M | \$20M | \$25M | \$35M |
| Yesterday | PG | Drama | \$ 8M | \$10M | \$12M | \$26M |
| Golly Gee | PG | Comedy | \$ 7M | \$12M | \$15M | \$26M |
| Why I Cir | PG-13 | Drama | \$15M | \$30M | \$30M | \$45M |
| Captain Kid | PG | Comedy | \$10M | \$20M | \$17M | \$28M |
| Ob Yes! | R | Comedy | \$ 4M | \$ 7M | \$ 8M | \$12M |
| Nitty Gritty | PG | Comedy | \$11M | \$15M | \$14M | \$20M |
| The Crash | R | Action | \$20M | \$28M | St()M | \$65M |
| Bombs Away | R | Action | \$25M | \$37M | \$50M | \$80M |

In addition to these production costs, each movie will have a $\$ 1$ million advertising budget, which will increase to $\$ 3$ million if the movie is to have a "big star" cast. Assume that the studio receives $80 \%$ of a film's gross receipts. The company would like to maximize its net profit (gross profit - production costs - advertising costs) for the year.

Pentagonal has a production budget of $\$ 100$ million and an advertising budget of $\$ 15$ million. In addition, it would like to adhere to the following restrictions:

1. At least half the films produced should have a rating of PG or PG-13.
2. At least two comedies are to be produced.
3. If The Crash is produced, Bombs Away will not be.
4. At least one drama is to be produced.
5. At least two films should have big-name casts.
6. At least two $P G$ films should be produced.
7. At least one action movie with a big-name cast should be produced.

Prepare a report for Pentagonal Pictures that recommends which films should be produced and with which
casts. Detail how the budgets will be spent. Include in your report a sensitivity analysis that considers how varying budgets for both production costs and advertising (while spending at most a total of $\$ 115$ million) would affect your recommendation. Finally, discuss the effects of Pentagonal's seven restrictions and report the effect of requiring only six of the seven, five of the seven, and four of the seven to hold.

CASES 4-6 ARE ON THE CD

## Network Models



NATURE'S BEST, http://www.naturesbest.net, is the leading full-line distributor of health and natural food products in the western United States, supplying over 18,000 products. Many manufacturers deliver their products directly to Nature's Best's warehouse, but for some products, Nature's Best must make the pickup itself. One of its weekly challenges is to schedule its big rig trucks for pickups from various manufacturers around the state. The locations of the pickups vary from week to week, but each truck must begin at the warehouse location in southern California, stop at several destinations to fill its trailer with products, and return.

Another situation the company faces involves the transportation of goods to its customers. In most instances, after Nature's Best receives a purchase order, the goods are taken from the company's inventory, loaded on small pickup trucks, and transported to the customer. In other cases, the company delivers the product directly from the manufacturer to the customer, leaving only a paper trail indicating that the item was in its inventory.

To determine how much product to order from manufacturers, Nature's Best employs several buyers, who review customer orders and the inventory position of the products within the company's warehouse. The buyers possess different skills and expertise, and Nature's Best must decide which buyers to assign to which group of manufacturers.

Each of these situations is typical of a problem that can be described using a network model. One network consists of the highways and cities the trucks must visit before returning to the warehouse. The company would like the trucks to make these trips at minimum cost. Another network is comprised of local streets that must be traversed in order to reach an ultimate destination in minimal time. Finally, there is a network of buyers and manufacturers that should be paired to maximize the efficiency of the purchasing operations.

The use of network models provides both a convenient way of expressing the situation pictorially and an efficient mechanism for finding optimal solutions with minimal input.

### 4.1 Introduction to Networks

Our mental image of a network may be a series of wires that make up an electrical network, a system of roads that make up a transportation network, or perhaps a group of affiliated stations that make up a television network. Whatever the image, our concept involves some entities (microchips, cities, local television stations) that are somehow linked together (by wires, roads, satellite transmissions). The entity can have or use some resource (electrical current, delivery trucks, television programming) that is "delivered" over the links at some cost. This intuitive description does, in fact, provide the basis for what management scientists call networks.

In management science models, the "entities" are represented by nodes in the network, some of which are linked together by ares connecting one node with another. At each of the nodes, there may be some quantity of a resource, such as current generated or required, trucks available or needed, or television shows sent or received. To "travel" on each of the arcs one must pay a cost in units, such as dollars, miles, or time, and the amount that can be "transported" over each of the arcs may be limited. These quantities are known as the functions defined on the nodes and arcs.

## Network

A network problem is one that can be represented by

1. A set of nodes
2. A set of arcs
3. Functions defined on the nodes and/or arcs

Network models can be divided into two basic groups: network flow models and network connectivity models. Flow models involve the delivery of goods or resources from one or more supply nodes, perhaps through one or more intermediate nodes, to one or more demand nodes. In connectivity models, the primary concern is to link all the nodes together in a certain manner.

Many business situations can be modeled as networks. Network flow models discussed in this chapter include:

- Transportation Models that seek to minimize the total cost of directly shipping supplies from source nodes to meet demand at demand nodes.
- Capacitated Transshipment Models that seek to minimize the total cost of shipping supplies from source nodes, possibly through some intermediate nodes before satisfying demand at demand nodes while not exceeding arc flow capacities.
- Assignment Models that seek to assign workers to jobs at minimum total cost.
- Shortest Path Models that seek to find the minimum total distance between two designated nodes.
- Maximum Flow Models that seek to find the maximum possible flow between two designated nodes.

Network connectivity models discussed in the chapter include:

- Traveling Salesman Models that seek to find a minimum cost cycle that includes all nodes in the network.
- Minimal Spanning Tree Models that simply seek to connect all nodes in the network using the minimum total are lengths.


## SOLUTION ALGORITHMS AND SPREADSHEET SOLUTIONS FOR NETWORK MODELS

Management scientists have developed compact and generally simple algorithms for solving each of the above network models. Many of these are detailed in Supplement CD5 on the accompanying CD-ROM. These algorithms are typically easy enough to do by hand for small models, but many do not lend themselves to spreadsheet implementation without using macros.

Each of the network flow models we have described, however, does have a simple linear programming formulation. Technically, network flow models are integer linear programming models, but because of the special form of the constraints ${ }^{1}$ in these models, if the parameters of the model are integers, the linear programming model is guaranteed to have an optimal solution with integer values. Using a linear rather than an integer model allows us to use the linear programming sensitivity reports to evaluate the effects of changes to the input parameters. In this chapter we show how Solver can be used to generate optimal solutions for each of the network flow models (transportation, capacitated transshipment, assignment, shortest path, and maximal flow models). In addition we exhibit the results of using the network.xls template that is included on the accompanying CD-ROM. The instructions for using this template are given in Appendix 4.1.

Connectivity models (traveling salesman and minimal spanning tree) are different. Although a traveling salesman model can be formulated and solved using linear programming, the number of functional constraints required to accurately depict such models is extremely large, even when there are only five or six nodes. Hence, a straightforward linear programming approach is not recommended for such models. The solution to large traveling salesman problems has, in fact, been the subject of research for many years. On the accompanying CD-ROM, we discuss a branch and bound approach that is relatively efficient for solving problems with up to 20 nodes.

Minimal spanning tree models, on the other hand, do not have a linear programming formulation, and hence Solver cannot he used to determine optimal solutions for this model. However, we will show how to use an extremely simple solution algorithm for solving minimal spanning tree models that is easy to implement even without using a computer!

## NETWORK TERMINOLOGY

Most of the terms used in conjunction with network models have common-sense meanings. Here are some of the basic concepts.

## Flow

When two nodes are connected by an arc as shown in Figure 4.1, a flow of some kind (current, traffic, microwaves, time, etc.) can occur directly between them. The amount of flow the decision maker will choose to send between the two nodes is typically a decision variable, $\mathrm{X}_{\mathrm{i}}$. This flow can sometimes be restricted by a maximum capacity that is permitted along the arc.

'The constraints form what is called a totally unimodular matrix. This is a matrix of 1 's, 0 's, and -1 's arranged in a particular format. An optimal solution to models with totally unimodular constraint matrices and integer right-hand sides will be integer-valued.

FIGURE 4.2
Directed/Undirected Arcs

FIGURE 4.3
Paths/Connected Nodes

FIGURE 4.4 A Cycle

## Directed/Undirected Arcs

Flow is sometimes allowed in only one direction. This is indicated by putting an arrow at the end of the arc into the terminal node as shown in Figure $4.2(a)$. In this case the arc is said to be a directed arc. In the absence of this restriction, no arrow is placed on the arc as in Figure $4.2(\mathrm{~b})$, and it is called an undirected arc.


In network flow models, we assume that all arcs are directed arcs. If we wish to allow flow in both directions between two nodes, two directed arcs will be drawn, one from the first node to the second and one from the second node to the first. In connectivity models, we assume that all arcs are undirected.

## Paths/Connected Nodes

The collection of arcs formed by a series of adjacent nodes, such as nodes $1,3,4,5$ in Figure 4.3 , is a path between node 1 and node 5 . When a path exists between two nodes, these nodes are said to be comected. Since there is no path between nodes 1 and 7 (in Figure 4.3), these nodes are not connected.


The selected arcs from node 1 to node 3 , node 3 to node 4 , and node 4 to node 5 form a path from node 1 to node 5 ; node 1 is connected to node 5 .

There is no path between node 1 and node 7 ; node 1 is not connected to node 7 .

## CYCLES

In Figure 4.4, we see that a path can be traced from a node that returns to the same node without including any arc more than once. This circuitous path is called a cycle.


The selected arcs form a cycle. A path can be traced from node 1 to node 1 via nodes 2,4 , and 3 , respectively.

## TREES/SPANNING TREES

If the arcs of a series of connected nodes do not contain any cycles, as in Figure 4.5a, the resulting figure is called a tree. A tree that connects all the nodes in a network, as in Figure $4.5 b$, is a spanning tree. It can easily be shown that a tree that connects $\mathbf{n}$ nodes of a network consists of $\mathrm{n}-1$ connected arcs. Hence, the number of arcs in a spanning tree is one less than the number of nodes in the entire network.

(a) The selected arcs shown form a tree connecting four nodes (nodes 1,3,4, and 6) They contain no cycles.

FIGURE 4.5a A Tree

SPANNING TREES

(b) The selected arcs from node 1 to node 2, node 2 to node 4, node 4 to node 5, node 3 to node 4, and node 3 to node 6 form a spanning tree for the network. All nodes are connected, and there are no cycles.

FIGURE 4.5b Spanning Tree

### 4.2 Transportation Networks

A transportation network arises when a cost-effective pattern is needed to ship items from origins that have limited supply to destinations that have demand for the goods. In its basic form, a transportation model assumes that the cost of shipping items from a source to a destination is proportional to the number of units shipped between the two points. Thus, the basic transportation model can be summarized as follows.

## Transportation Model

1. There are $m$ sources.

The supply of a resource at source $i$ is $S_{i}$.
2. There are $n$ destinations.

The demand for the resource at destination $j$ is $D_{j}$.
3. The unit shipping cost between nodes $i$ and $j$ is $C_{i j}$.

Goal: Minimize the total shipping cost of supplying the destinations with the required demand from the available supplies at the sources.

To illustrate, consider the problem Carlton Pharmaceuticals is facing in "transporting" cases of vaccine from its production plants to its distribution warehouses.

## CARLTON PHARMACEUTICALS

Carlton Pharmaceuticals supplies drugs and other medical supplies to hospitals and pharmacies throughout the southern and midwestern United States. Carlton has three production plants (located in Cleveland, Ohio; Detroit, Michigan;
and Greensboro, North Carolina) and four distribution warehouses (located in Boston, Massachusetts; Richmond, Virginia; Atlanta, Georgia; and St. Louis, Missouri).

Carlton routinely stocks its warehouses with drugs and medical supplies on an as-needed basis. Because the Hong Kong A flu virus has begun sweeping the nation, however, supplies of Carlton's flu vaccine are running short at its distribution warehouses, and there is a critical need to resupply all four warehouses within the week.

At full production, Carlton will be able to produce and make available for shipment 1200 cases of the vaccine in Cleveland, 1000 in Detroit, and 800 in Greensboro by the end of the week. Taking into account the population, the number of hospitals and doctors, and the likelihood of a flu epidemic in the service area of each warehouse, the company has decided to allocate the 3000 cases as follows: 1100 to Boston, 400 to Richmond, 750 to Atlanta, and 750 to St. Louis.

Because the shipping department will be unable to deliver the vaccine in time using its normal trucking/rail operations, the company has contacted a number of express freight delivery services in order to determine the lowest shipping price per case between each plant-warehouse pair of cities. These costs are given in Table 4.1.

Management at Carlton would like to ship the cases to the warehouses as economically as possible.

Table 4.1 Shipping Cost per Case of Vaccine

|  | To |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Boston | Richmond | Atlanta | St. Louis |
| From |  |  |  |  |
| Cleveland | $\$ 35$ | $\$ 30$ | $\$ 40$ | $\$ 32$ |
| Detroit | $\$ 37$ | $\$ 40$ | $\$ 42$ | $\$ 25$ |
| Greensboro | $\$ 40$ | $\$ 15$ | $\$ 20$ | $\$ 28$ |

## SOLUTION

The Carlton Pharmaceuticals problem is an example of a transportation model, with the following characteristics: $\mathrm{m}=3$ sources, with supplies $\mathrm{S}_{1}=1200, \mathrm{~S}_{2}=$ 1000 , and $S_{3}=800$, respectively; and $n=4$ destinations, with demands $D_{1}=$ $1100, D_{2}=400, D_{3}=750$, and $D_{+}=750$, respectively. The unit shipping costs from city i to city j (the $\mathrm{C}_{\mathrm{ij}}$ 's) are the costs given in the problem statement (for example $C_{23}=42$ ). Carlton's goal is to minimize the total cost of shipping the cases from the production plants to the warehouse sites.

## THE NETWORK

Figure 4.6 shows the network representation for the transportation problem faced by Carlton Pharmaceuticals. The nodes on the left side represent the sources; the function defined on these nodes is the supply of vaccine. The nodes on the right side represent the destinations; the function defined on these nodes is the demand for the vaccine. The arcs represent the transportation routes between each source and each destination; the function defined on the arcs is the unit shipping cost.


FIGURE 4.6 Carlton Pharmaceuticals Transportation Network Representation

## ASSUMPTIONS

In order to solve for the optimal shipping pattern, we make several simplifying assumptions so that it meets the criteria of a basic transportation model.

1. The per item shipping cost remains constant, regardless of the number of units shipped.
Although this assumption may be valid for the Carlton Pharmaceuticals problem, it would be violated if the express freight services offered discounts based on the quantities shipped or if there had been transportation expenses with a high fixed cost component. For example, suppose Carlton used its own trucks, each of which can hold up to 3000 cases, to transport the vaccine between the plants and the warehouses. If a truck transported only the vaccine, the cost of shipping 1000 cases would not be ten times the cost of shipping 100 cases because the fixed cost of operating the trucks (i.e., driver time, fuel, tolls, etc.) is independent of the quantities shipped. In such cases, using this basic transportation model would not be valid.

## 2. All the shipping from the sources to the destinations occurs simultaneously (or within some fixed time frame).

If time is not a factor-that is, if Carlton does not have to resupply its warehouses within a week-Carlton could wait for more vaccine to be produced at plants with less expensive delivery charges.

## 3. The vaccine can be shipped only between sources and destinations.

The vaccine is not shipped between one source and another source, or between one destination and another destination. There are also no shipments to intermediate destinations.

## MATHEMATICAL PROGRAMMING FORMULATION

Given these assumptions，the Carlton Pharmaceuticals problem has the following structure：

## MINIMIZE，〈Total Shipping Cost〉 ST

〈Amount shipped from each source〉 $\leq$ SUupply at that source〉 $\langle$ Amount received at each destination $\rangle=\langle$ Demand at that destination $\rangle$〈No negative shipments〉

For the Carlton Pharmaceutical model，we define：

$$
X_{i j}=\text { the number of cases shipped from plant } i \text { to warehouse } j
$$

where： $\mathrm{i}=1$（Cleveland）， 2 （Detroit）， 3 （Greensboro）
and $\mathrm{j}=1$（Boston）， 2 （Richmond）， 3 （Atlanta）， 4 （St．Louis）
Thus，there are 12 decision variables： $\mathrm{X}_{11}, \mathrm{X}_{12}, \mathrm{X}_{13}, \ldots, \mathrm{X}_{3+}$ ．The amount shipped （the flow）from Cleveland（source 1）is： $\mathrm{X}_{11}+\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{1+}$ ．Since this cannot exceed the supply at the Cleveland plant of 1200 cases，we have the constraint：

$$
\mathrm{X}_{11}+\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{14} \leq 1200
$$

Similarly，for Detroit and Greensboro we have，respectively，

$$
\begin{aligned}
& \mathrm{X}_{21}+\mathrm{X}_{22}+\mathrm{X}_{23}+\mathrm{X}_{2+} \leq 1000 \\
& \mathrm{X}_{31}+\mathrm{X}_{32}+\mathrm{X}_{33}+\mathrm{X}_{3+} \leq 800
\end{aligned}
$$

The amount shipped into Boston（destination 1）is： $\mathrm{X}_{11}+\mathrm{X}_{21}+\mathrm{X}_{31}$ ．This must equal the demand in Boston for 1100 cases．This can then be expressed as：

$$
\mathrm{X}_{11}+\mathrm{X}_{21}+\mathrm{X}_{31}=1100
$$

Similarly，for Richmond，Atlanta，and St．Louis we have，respectively，

$$
\begin{aligned}
& \mathrm{X}_{12}+\mathrm{X}_{22}+\mathrm{X}_{32}=400 \\
& \mathrm{X}_{13}+\mathrm{X}_{23}+\mathrm{X}_{33}=750 \\
& \mathrm{X}_{14}+\mathrm{X}_{24}+\mathrm{X}_{34}=750
\end{aligned}
$$

Thus the complete mathematical model for the Carlton Pharmaceutical problem is：
MINIMIZE $35 \mathrm{X}_{11}+30 \mathrm{X}_{12}+40 \mathrm{X}_{13}+32 \mathrm{X}_{1+}+37 \mathrm{X}_{21}+40 \mathrm{X}_{22}+42 \mathrm{X}_{23}^{3}+25 \mathrm{X}_{2+}+40 \mathrm{X}_{31}+15 \mathrm{X}_{32}+20 \mathrm{X}_{33}+28 \mathrm{X}_{3+}$

ST $\quad \mathrm{X}_{11}+\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{14}$
$\leq 1200$
$\mathrm{X}_{21}+\mathrm{X}_{22}+\mathrm{X}_{23}+\mathrm{X}_{24} \quad \leq 1000$
 $X_{i 1} \geq 0$ ，for all $i$ and $j$

Note that there is one constraint for each of the $\mathrm{m}=3$ sources and one constraint for each of the $n=4$ destinations，or a total of $m+n=3+4=7$ constraints．

## USING SOLVER TO SOLVE TRANSPORTATION MODELS

Because the transportation model is a linear program, we shall use Excel Solver to determine a minimum cost solution. ${ }^{2}$

We now construct the spreadsheet shown in Figure 4.7 by setting aside cells for:

- The value of the objective function (B4)
- The optimal solution (B7:E9)
- The total amount shipped from each plant (C77:G9)
- The total amount received at each warehouse (B11:E11)

FIGURE 4.7
Input Spreadsheet for Carlton Pharmaceuticals

Using Copy and Paste, we copy the names of the origins and destinations, and we set aside cells and enter data for:

- The supplies at each plant (G15:G17)
- The demands at each warehouse (B19:E19)
- The unit shipping costs (B15:E17)

We now enter the formulas shown on the spreadsheet in Figure 4.7 into cells B4, G7:G9, and B11:E11. These will calculate the values for the total cost, the amounts shipped from each plant, and the amounts received at each warehouse, respectively. We also color some of the unused cells in order to clearly delineate the input and output.

[^19]FIGURE 4.8
Solver Dialogue Box for Carlton Pharmaceuticals

FIGURE 4.9
Optimal Spreadsheet Solution for Carlton Pharmaceuticals

Note that Answer and Sensitivity Reports have been generated so that further analyses can be made. As can be seen from the output, the minimum total shipping cost of $\$ 84,000$ is obtained by the following shipping pattern:
As usual, the Assume Linear Model and Assume Non-Negative boxes are checked in the Options box.

Clicking Solve gives the output in Figure 4.9.


| From | To | Cases |
| :--- | :--- | :---: |
| Cleveland | Boston | 850 |
| Cleveland | Richmond | 350 |
| Detroit | Boston | 250 |
| Detroit | St. Louis | 750 |
| Greensboro | Richmond | 50 |
| Greensboro | Atlanta | 750 |

Any other shipping pattern from the plants to the warehouses will result in a cost higher than $\$ 84,000$. It is interesting to note that only 6 of the 12 possible transportation routes are used in the optimal solution. ${ }^{3}$

## SENSITIVITY ANALYSIS

The Sensitivity Report shown in Figure 4.10 provides the typical information regarding changes to the objective function and right-hand side coefficients.


Analysis of the Adjustable Cells Portion of the Sensitivity Report The reduced costs have the conventional meaning for minimization models. For example, since the reduced cost for shipment of cases from Cleveland to Atlanta is $\$ 5$ this means that: (1) the cost for shipments between these two cities must be reduced by at least $\$ 5$ per case (to at most $\$ 35$ ) before it is economically feasible to utilize this route; and (2) if this route is used under the current cost structure, then the total cost will increase by $\$ 5$ for each case shipped between these two cities.

[^20]The Allowable Increase and Allowable Decrease portion of the report allows us to construct typical ranges of optimality for the cost coefficients. For example, the current cost of shipping cases between Cleveland and Boston is $\$ 35$. Given an Allowable Increase of $\$ 2$ and an Allowable Decrease of $\$ 5$, this implies that the optimal solution will not change as long as this shipping cost is between $\$ 30$ and $\$ 37$ per case.

Analysis of the Constraints Portion of the Sensitivity Report This portion of the Sensitivity Report allows us to analyze the sensitivity of the supplies and demands (the right-hand sides of the constraints). The shadow prices for the plants convey the cost savings realized for extra cases of vaccine produced, whereas the shadow prices for the warehouse demands represent cost savings for fewer cases being demanded. For example, the shadow price of $-\$ 2$ associated with cases produced at Cleveland indicates that if additional cases of vaccine were available at Cleveland, the total shipping cost could be reduced by $\$ 2$ per case. The $\$ 37$ shadow price associated with demand at Boston indicates that if fewer cases were demanded at Boston, the total shipping cost would be reduced by $\$ 37$ each. This is indicated by the range of feasibility for Boston, which shows that the cost savings of $\$ 37$ per unit would be valid for a decrease in demand of up to 250 fewer units (down to 850 ) but would not be valid for any increase in demand.

Normally, this reduced cost would also mean that if additional cases were demanded at Boston, the total shipping cost would increase by $\$ 37$ per case. But in this model, since total supply equals total demand, the problem would actually become infeasible if any additional cases were demanded at any demand node.

## MODIFICATIONS TO THE TRANSPORTATION MODEL

Cases may arise in transportation models that require slight modifications to the basic model. Among these are blocked routes or a minimum or maximum shipping requirement from a source to a destination.

## Blocked Routes

Sometimes a particular shipping route from a source to a destination may be blocked or unusable for some reason. For example, suppose that because of road conditions due to a hurricane no shipments can be made from Greensboro to Richmond. There are numerous ways to modify the transportation model to reflect this situation, including any one of the following:

1. Assign an objective function coefficient to this route (say $1,000,000$ ) that is several magnitudes larger than the largest cost coefficient in the model.
2. Add a constraint to Excel Solver stating that the shipment from Greensboro to Richmond (cell C9) must be 0, as shown in Figure 4.11.


FIGURE 4.11 Using a Constraint to Indicate a Blocked Route

FIGURE 4.12
Eliminating a Blocked Route from Changing Cells

FIGURE 4.13
Adding a Constraint to Indicate a Lower Bound
3. Do not include Cell C9 in the Changing Cells. The designation of Changing Cells need not be a continuous range but can be sets of ranges or individual cells separated by commas as shown in Figure 4.12.


## Minimum/Maximum Shipments

Sometimes a minimum shipment for one or more of the routes is required. For example, suppose management at Carlton Pharmaceuticals required that at least 400 cases be shipped from Greensboro to Boston. Because the management scientist has no control over this constraint, he or she can simply set aside 400 cases for this route at the unit cost of $\$ 40$ per case, or $\$ 16,000$, reducing the supply at Greensboro to 400 and the demand at Boston to 700 . The transportation problem is then solved using these modified quantities, and the $\$ 16,000$ is simply added to the minimum cost of the revised problem. Alternatively, a constraint could have been added to the original formulation stating that the number of cases shipped from Greensboro to Boston (cell B9) must be at least 400 (see Figure 4.13).


Likewise, if the number of trucks available to ship product from Detroit to St. Louis (cell E8) limits the total shipment along this route to 500 cases, we simply add the constraint that $\$ E \$ 8 \leq 500$. When many such constraints are to be added, it may be advisable to create another matrix for the maximum shipments and to include all the adjustable cells in the Cell Reference portion of the Add Constraint dialogue box, and the cells containing the maximum shipments in the Constraint portion. In the next section we discuss capacitated transshipment models that include problems of this sort. Such problems can be further complicated by allowing shipments between sources, between destinations, and through intermediate points.

## USING THE NETWORK．XLS TEMPLATE TO SOLVE TRANSPORTATION MODELS

If you do not wish to create your own spreadsheet，you may use the network．xls template that is included on the accompanying CD－ROM．This template can be used to solve all types of flow models in this chapter，including transportation models．Using the template requires only that the required problem parameters be entered．For the transportation model，these are the supplies，demand，and unit costs．The requisite entries are resident in the Solver dialogue box for the module， so one merely needs to select Solver and click Solve to generate the results．A complete discussion of how to use the template is presented in Appendix 4．1．

Figure 4.14 shows the results of using the Transportation worksheet on the network．xls template for solving the Carlton Pharmaceutical model．We see that the template yields the same results as we obtained in Figure 4．9．

| X Microsoft Excel－Cartion－net |  |  |  |  |  |  |  |  |  |  | －6］ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 口它日 |  |  |  |  |  |  |  |  |  | - |  |
| ［3］Elo Edt Yow Insert Formot Iook pota window Hop |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| －＝ |  |  |  |  |  |  |  |  |  |  |  |
|  | A | B | C | D | E | F | G | H | I | $J$ | \＃ |
| 1 | INPUT | Demand | 1100 | 400 | 750 | 750 |  |  |  |  |  |
| 2 | Supply | Nodes | Boston | Atlanta | Richmond | St．Louis |  |  |  |  |  |
| 3 | 1200 | Cleveland | 35 | 30 | 40 | 32 |  |  |  |  |  |
| 4 | 1000 | Detroit | 37 | 40 | 42 | 25 |  |  |  |  |  |
| 5 | 800 | Greensboro | 40 | 15 | 20 | 28 |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 7 |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  |  |
| 11 |  |  |  |  |  |  |  |  |  |  |  |
| 12 |  |  |  |  |  |  |  |  |  |  |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |
| 15 |  |  |  |  |  |  |  |  |  |  |  |
| $16$ |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 18 SOLUTION |  |  | TOTAL COST $=84000$ |  |  |  |  |  |  |  |  |
| 19 | OUTPUT | Received | 1100 | 400 | 750 | 750 |  |  |  |  |  |
| 20 | Shipped | Nodes | Boston | Atlanta | Richmond | St．Louis |  |  |  |  |  |
| 21 | 1200 | Cleveland | 850 | 350 |  |  |  |  |  |  |  |
| 22 | 1000 | Detroit | 250 |  |  | 750 |  |  |  |  |  |
| 23 | 800 | Greensboro |  | 50 | 750 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Rea |  |  |  |  |  |  |  |  |  |  |  |

## USING A TRANSPORTATION MODEL FOR PRODUCTION SCHEDULING

Although transportation models are usually regarded as a way to optimize the transportation of goods，numerous other management science applications have been found to have the same model structure．The problem faced by the Montpe－ lier Ski Company is an example of how a production planning situation can be ex－ pressed as a transportation model．

## MONTPELIER SKI COMPANY

The Montpelier Ski Company is planning its third－quarter production schedule of Glide－Rite snow skis．During the month of July，the company＇s plant employs a substantial number of college students．This number decreases in August as the students begin preparing to return to school；by September，the company employs no college students．Because the company pays lower wages and benefits to college
students than it does to its full-time staff, the number of college students it employs affects both the production capacity and the unit production costs during these months.

Montpelier is expected to have 200 pairs of Glide-Rite skis in inventory as it begins production in July. Forecasted demand and production capacities for the months of July, August, and September are given in Table 4.2.

In addition to this demand from retail customers, Montpelier must have 1200 pairs of Glide-Rite skis available to ship to its company-owned Ski Chalet outlets around the country on September 30. It plans to start October with no inventory and to operate at full-production capacity of 400 pairs of skis in regular time and 200 pairs of skis in overtime throughout the fourth quarter. The production costs of a pair of Glide-Rite skis based on normal wage rates are estimated at $\$ 25$ for skis produced in July, $\$ 26$ for those produced in August, and $\$ 29$ for those produced in September. Although skis produced using overtime have the same material costs, extra labor and overhead costs add $\$ 5$ to the production cost for a pair of skis produced in July, $\$ 6$ in August, and $\$ 8$ in September. The holding cost to store a pair of skis from one month to the next is figured at $3 \%$ of their production cost.

Montpelier's management would like to schedule production to minimize its costs for the quarter while meeting the monthly demand forecasts and the September 30 inventory requirement.

Table 4.2 Montpelier Ski Company: Pairs of Skis

| Month | Forecasted Demand | Production* Capacity |
| :--- | :---: | :---: |
| July | 400 | 1000 |
| August | 600 | 800 |
| September | 1000 | 400 |

*These capacities can be increased up to $50 \%$ by scheduling overtime.

## SOLUTION

## Analysis of Demand

Since Montpelier already has 200 pairs of skis in inventory at the start of the quarter, the net demand to satisfy for the month of July is $400-200=200$ additional pairs. The demand for August is 600 pairs of skis. In September, Montpelier must have enough supply to meet its forecasted demand of 1000 pairs as well as the desired in-house inventory of 120() pairs at the end of the month. Hence, the total requirement for September is for $1000+1200=2200$ pairs of skis.

## Analysis of Supplies

For this problem, the production capacities can be thought of as the "supplies." There are two sets of production capacities for the quarter: the set of given capacities of 1000 (July), 800 (August), and 400 (September) for regular time production, and the set of capacities of 500 (July), 400 (August), and 200 (September) for overtime production. Thus, six "sources" of supply (July regular time, July overtime, August regular time, August overtime, September regular time, and September overtime) supply three "destinations" (end of July, end of August, and end of September.) Since total production capacity for the quarter is $1000+800+400+$ $500+400+200=3300$, and total demand is $200+600+2200=3000$, an optimal production schedule that satisfies the demand may be possible.

Analysis of Unit Costs In addition to the unit production costs associated with manufacturing skis in regular time and overtime, Montpelier also incurs inventory storage costs. Skis manufactured in July incur no inventory costs if they are sold in July. If they are sold in August, however, a storage cost of $3 \%$ of the production cost will increase the cost of skis manufactured in regular time by $\$ 0.75$ to $\$ 25.75$ and for those manufactured overtime by $\$ 0.90$ to $\$ 30.90$. If they are sold in September, the total inventory costs are $\$ 1.50$ and $\$ 1.80$, respectively, bringing total unit costs to $\$ 26.50$ per pair for skis produced during regular time and $\$ 31.80$ per pair for skis produced during overtime.

Skis produced in August and sold in August incur no storage costs. Those sold in September, however, incur a storage cost of $3 \%$, adding $\$ 0.78$ to the $\$ 26$ cost of skis produced in regular time and $\$ 0.96$ to the $\$ 32$ cost of skis produced in overtime. This brings the total unit costs to $\$ 26.78$ and $\$ 32.96$, respectively. Obviously, skis produced in August could not be sold in July, and skis manufactured in September could not be sold in either July or August.

Figure 4.15 shows the transportation network for the Montpelier problem.

FIGURE 4.15
Montpelier Ski Company Transportation Network Representation


## COMPUTER SOLUTION

As you see, this is a transportation network model, except that there are no arcs for some supply node to demand node combinations (such as from September Regular Production to July Sales). In order to use the transportation worksheet of the network.xls template, we will block flows on these nonexistent arcs by assigning a very high cost $(\$ 100,000)$ to these arcs. The results from the network.xls template are given in Figure 4.16.

From Figure 4.16 we see that the plant should run at capacity in July, producing 1000 pairs of skis in regular time and 500 pairs in overtime. This would necessitate storing $1500-200=1300$ pairs of skis at the end of July.

FIGURE 4.16
network.xls Template Solution to Montpelier Ski Model


In August, 800 pairs of skis should be produced in regular time and 300 in overtime. Because demand for August is only 600 , this will add another $800+300$ $-600=500$ skis to inventory. Hence, $1300+500=1800$ pairs of skis would be stored from August to September. In September only 400 skis should be produced. With retail demand for 1000 pairs in September, the desired 1200 pairs of skis will be available for shipment to the Ski Chalet stores at the end of the month.

The following memo to the production manager of the Montpelier Ski Company documents these results. The memo includes a sensitivity analysis for smoothing overtime production in the quarter motivated by an interpretation of the reduced costs.

## -SCG. <br> Student Consulting Group <br> MEMORANDUM

To: Gunter Klaus, Production Manager Montpelier Ski Company
From: Student Consulting Group
Subj: Third-Quarter Production Planning for Glide-Rite Skis
We have prepared an analysis for Montpelier's production of Glide-Rite skis during the upcoming third quarter (July-September). This analysis considered:

1. The current inventory position of Glide-Rite skis
2. The projected changing demand for skis during the third quarter
3. The company's desire to have an inventory position of 1200 pairs of skis at the end of September for shipment to its Ski Chalet stores
4. The anticipated regular time and overtime production capacities
5. The varying monthly production costs due to the mix of part-time college students and full-time experienced employees
Table I details the forecasts for monthly demand, production costs, and production capacity per pair of skis for the three-month period. The capacity and cost estimates are based, in part, on the number of college students employed by the company during the quarter. The monthly demand estimates are based on historical analysis, orders received to date, and a forecast of the trend in demand.

Table I Third-Quarter Estimates per Pair of Glide-Rite Skis

| Month | Forecasted Demand | Production Capacity |  | Production Costs |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Regular | Overtime | Regular | Overtime |
| July | $400{ }^{*}$ | 1000 | 500 | \$25 | \$30 |
| August | 600 | 800 | 400 | \$26 | \$32 |
| September | 1000 | 400 | 200) | \$29 | \$37 |

*Montpelier's projected inventory position at the beginning of July is 200 pairs of CilideRite skis.

As per discussion with the Accounting Department, we used a $3 \%$ monthly holding cost rate in the analysis.

## ANALYSIS

Using the information given, we developed a specially structured model in keeping with the objective of minimizing total third-quarter costs. The resulting production schedule is shown in Table II.

Table II Third-Quarter Recommended Production Schedule, Glide-Rite Skis

| Month | Beginning Inventory | Production |  | Ending Inventory | Regular | Monthly Costs |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Regular | Overtime |  |  | Overtime | Inventory |  |
| July | 200 | $1000^{\circ}$ | 500 | 1300 | \$25,000 | \$15,000 | \$1,020 | \$+1,020 |
| August | 1300 | 800 | 300 | 1800 | \$20,800) | \$ 9,600 | \$1,374 | \$31,774 |
| September | 1800 | 400 | 0 | 1200 | \$11,600) | \$ 0 | \$ 0 | \$11,600 |
|  |  |  |  |  |  |  | Total | \$84,394 |

Figure I compares the regular time and overtime production on a monthly basis.

Following the assumption that demand and production rates will be relatively constant within each month of the third quarter, Figure II shows the company's inventory position for the quarter. Note that inventory of 1200 pairs of skis at the end of September will be immediately shipped to Ski Chalet incurring no additional inventory costs.

As can be seen from Table II and Figures I and II, the production quantities and the company's inventory position vary substantially from month to month owing to differing monthly production costs.


FIGURE I Recommended Third-Quarter Production Schedule--Glide-Rite Skis


FIGURE II Monthly Inventory Levels-Glide-Rite Skis

September and Fourth-Quarter Production The recommended schedule utilizes overtime heavily in July and August, and not at all in September. Because Montpelier will rely on full-time workers working overtime during the fourth quarter, it may wish to smooth the transition by scheduling some overtime production in September. A minimum cost schedule that meets the company's third-quarter objectives while operating at full overtime capacity during the month of September is presented in Table III.

Table III Third-Quarter Recommended Production Schedule, GlideRite Skis (Revised for full overtime production in September)

| Month | Beginning Inventory | Production |  | Ending Inventory | Regular | Monthly Costs |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Regular | Overtime |  |  | Overtime | Inven- <br> tory |  |
| July | 200 | 1000 | 500 | 1300 | \$25,000 | \$15,000 | \$1,020 | \$41,020 |
| August | 1300 | 800 | 100 | 1600 | \$20,800 | \$ 3,200 | \$1,218 | \$25,218 |
| September | 1600 | 400 | 200 | 1200 | \$11,600 | \$ 7,400 | \$ 0 | \$19,000 |
|  |  |  |  |  |  |  | Total | \$85,238 |

If all full-time workers desire the opportunity to earn extra wages by working overtime, this revised policy, which shifts overtime production of 200 pairs of skis from August to September, would certainly increase goodwill between management and labor while increasing company costs in the third quarter by only $\$ 844$ (approximately $1 \%$ ). This relatively small increase might be more than offset by other factors not addressed in this study, such as startup and shut-down costs for overtime production.

If some workers do not wish to work overtime during September, the total cost for the quarter only increases by approximately $\$ 4.10$ for each pair of skis produced during September overtime rather than in August. Any such shift will reduce the maximum inventory level during the third quarter as well as the variation in total monthly costs during the last two months of the quarter. We feel that such factors merit consideration when making final decisions for third-quarter production. Thus, unless there is some overriding rationale of which we are unaware, we recommend that management solicit full-time worker input and honor all requests for overtime in September.

If there are any other modifications or scenarios that Montpelier Ski Company desires to investigate, please feel free to contact us.

### 4.3 Capacitated Transshipment Networks

Sometimes shipments take place by first transporting goods through one or more transshipment nodes before reaching their final destination. The transshipment nodes may be independent intermediate nodes (with no supply or demands of their own) or other supply or destination points. Such problems are known as transshipment problems. If, in addition, an upper limit is placed on the amount of flow along one or more arcs in the network, the problem is called a capacitated transshipment or a general network model.

The capacitated transshipment model can be modeled as a linear program and hence can be solved using Excel Solver. ${ }^{+}$The constraints of the model restrict the

[^21]net flow out of a node (FLOW OUT-FLOW IN) and the maximum flow along any arc. Specifically, the constraints require that:

1. For each supply node: The net flow out must not exceed its supply.
2. For each intermediate node: The net flow out must be 0 .
3. For each demand node: The net flow out must equal the negative of the demand (since the net flow into the node must equal the demand).
4. For each arc: The flow cannot exceed its capacity.

To illustrate the use of the general network model, consider the situation faced by Depot Max, an office supply superstore.

## DEPOT MAX

Depot Max has six stores located in the Washington, D.C. area. It is Saturday night, and stores in Falls Church and Bethesda have found themselves running low on the Model 65A Arcadia workstation that will be advertised in the Sunday Washington Post. They request that 12 and 13 workstations, respectively, be shipped to them to cover the anticipated increase in demand from the ad.

Management has identified stores in Alexandria and Chevy Chase as being able to supply 10 and 17 workstations, respectively. However, the stores can only utilize the space available on delivery trucks currently scheduled to transport other supplies between the stores. The unit shipping costs and the maximum number of workstations that can be shipped between stores is shown in Figure 4.17. Depot Max wishes to transport the available workstations from Alexandria and Chevy Chase to Falls Church and Bethesda, at minimum total cost.


## SOLUTION

In this problem, the stores in Alexandria and Chevy Chase have supplies, the stores in Falls Church and Bethesda have demand for supplies, and other stores in Fairfax and Georgetown are transshipment points that have no supply and demand of their own. There are also maximum limits that can be shipped on available trucks. These are the conditions required for using a general network model.

The flows ( $\mathrm{X}_{\mathrm{i}}$ ) must then satisfy the following conditions:

1. Supply nodes: The net flow out of the node [(flow out) - (flow in)] cannot exceed the supply at the node.

$$
\begin{array}{ll}
\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{15}-\mathrm{X}_{21} \leq 10 \text { (node } 1 \text { Alexandria) } \\
\mathrm{X}_{21}+\mathrm{X}_{24} & -\mathrm{X}_{12} \leq 17 \text { (node } 2 \text { Chevy Chase) }
\end{array}
$$

2. Intermediate transshipment nodes: The total flow out of the node must equal the total flow into the node, that is, the difference is 0 .

$$
\begin{array}{ll}
X_{34}+X_{35}-X_{13} & =0 \text { (node } 3 \text { Fairfax) } \\
X_{46} & -X_{24}-X_{34}=0 \text { (node } 4 \text { Georgetown) }
\end{array}
$$

3. Demand nodes: The net flow out of a demand node [(flow out) - (flow in)] must equal the negative of the demand for the node.

$$
\begin{aligned}
& \mathrm{X}_{56}-\mathrm{X}_{15}-\mathrm{X}_{35}-\mathrm{X}_{65}=-12 \text { (node } 5 \text { Falls Church) } \\
& \mathrm{X}_{65}-\mathrm{X}_{46}-\mathrm{X}_{56}=-13 \text { (node } 6 \text { Bethesda) }
\end{aligned}
$$

4. Arcs: The flow along each arc must not exceed its upper bound capacity $\left(\mathrm{U}_{\mathrm{i}}\right)$ or be less than its minimum flow requirements ( $\mathrm{L}_{\mathrm{i}}$, which we assume here to be 0 ).

$$
0 \leq \mathrm{X}_{\mathrm{ij}} \leq \mathrm{U}_{\mathrm{ij}}
$$

Thus the complete mathematical model for the problem depicted in Figure 4.17 is:

$$
\begin{aligned}
& \text { MIN } 5 \mathrm{X}_{12}+10 \mathrm{X}_{13}+20 \mathrm{X}_{15}+6 \mathrm{X}_{21}+15 \mathrm{X}_{24}+12 \mathrm{X}_{34}+7 \mathrm{X}_{35}+15 \mathrm{X}_{46}+11 \mathrm{X}_{56}+7 \mathrm{X}_{65} \\
& \text { ST } \mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{15}-\mathrm{X}_{21} \quad \leq 10 \\
& -\mathrm{X}_{12}+\mathrm{X}_{21}+\mathrm{X}_{24} \quad \leq 17 \\
& -\mathrm{X}_{13}+\mathrm{X}_{3+}+\mathrm{X}_{35}=0 \\
& -\mathrm{X}_{2+}-\mathrm{X}_{3+} \mathrm{X}_{35}+\mathrm{X}_{46}+\mathrm{X}_{56}-\mathrm{X}_{65}=-12 \\
& \begin{aligned}
-\mathrm{X}_{15}-\mathrm{X}_{35}-\mathrm{X}_{56}-\mathrm{X}_{65}=-12 \\
-\mathrm{X}_{46}-\mathrm{X}_{56}+\mathrm{X}_{65}=-13
\end{aligned} \\
& \mathrm{X}_{12} \leq 3 ; \mathrm{X}_{13} \leq 12 ; \mathrm{X}_{15} \leq 6 ; \mathrm{X}_{21} \leq 7 ; \mathrm{X}_{24} \leq 10 ; \mathrm{X}_{34} \leq 8 ; \mathrm{X}_{35} \leq 8 ; \mathrm{X}_{46} \leq 17 ; \mathrm{X}_{56} \leq 7 ; \mathrm{X}_{65} \leq 5 \\
& \text { All } \mathrm{X}_{\mathrm{ij}} \text { ' } \mathrm{X} \geq 0
\end{aligned}
$$

We can develop a spreadsheet and solve this linear programming model directly. However, in Figure 4.18 we show the results from using the TRANSSHIPMENT worksheet of the network.xls template. The input instructions are given in Appendix 4.1.

FIGURE 4.18
Optimal Solution for Depot Max


As we see from the right side of this screen, the optimal solution is to follow the shipping pattern below to achieve a minimum total shipping cost of $\$ 645$.

| Alexandria-Fairfax | $(1-3)$ | 9 workstations |
| :--- | :---: | ---: |
| Alexandria-Falls Church | $(1-5)$ | 6 workstations |
| Chevy Chase-Alexandria | $(2-1)$ | 5 workstations |
| Chevy Chase-Georgetown | $(2-4)$ | 10 workstations |
| Fairfax-Georgetown | $(3-4)$ | 1 workstation |
| Fairfax-Falls Church | $(3-5)$ | 8 workstations |
| Georgetown-Bethesda | $(4-6)$ | 11 workstations |
| Falls Church-Bethesda | $(5-6)$ | 2 workstations |

### 4.4 Assignment Networks

In many business situations, management finds it necessary to assign personnel to jobs, jobs to machines, machines to job locations within a plant, or salespersons to territories within the distribution area of the business. In each of these cases, management would like to make the most effective or cost-efficient assignment of a set of workers (or oljects) to a set of jolss (or assignments). The criteria used to measure the effectiveness of a particular set of assignments may be total cost, total profit, or total time to perform a set of operations. Such assignment models are characteri\%ed as follows:

## Assignment Model

1. $m$ workers are to be assigned to $m$ jobs.
2. A unit cost (or profit) $C_{i j}$ is associated with worker $i$ performing $j o b j$.

Goal: Minimize the total cost (or maximize the total profit) of assigning workers to jobs so that each worker is assigned one job and each job is performed.

Which set is considered objects and which set assignments is irrelevant. For example, assigning four machines to four projects is equivalent to assigning four projects to four machines, as long as each project is completed and each machine is assigned.

The assignment model has been studied extensively since the early part of the twentieth century, and many solution algorithms have been proposed, including: (1) total enumeration of all possibilities; (2) linear programming; (3) a transportation approach (we will show that the problem is indeed a special case of the transportation problem); (4) dynamic programming (see Chapter 13); (5) a binary branch and bound approach (see Supplement CD4); and (6) an efficient approach developed specifically for this problem, known as the Hungarian algorithm (see Supplement CD5). ${ }^{5}$

The problem faced by Ballston Electronics is typical of problems for which the assignment model is appropriate.

## BALLSTON ELECTRONICS

Ballston Electronics, a manufacturer of small electrical devices, has purchased an old warehouse and converted it into a primary production facility. The physical dimensions of the existing building left the architect little leeway for designing locations for the company's five assembly lines and five inspection and storage areas, but these have now been constructed and exist in fixed areas within the building.

[^22]The following is a simplified view of Ballston's manufacturing process. Products are manufactured simultaneously on each assembly line. As items are taken off the assembly lines, they are temporarily stored in containers (moderately large bins) at the end of each line. At approximately 30 -minute intervals, the bins are physically transported from the temporary storage area near the end of the assembly line to one of the five inspection areas within the plant. 'Those products that pass inspection are stored in a space directly behind the inspection area, while those that do not pass are put into the inspection station's recycling bin.

Because different volumes of product are manufactured at each assembly line and different distances must he traversed from each assembly line to each inspection station, transporting items between each assembly line and inspection area location requires different times. The company must designate a separate inspection area for each assembly line.

An industrial engineer at Ballston has performed a study showing the times needed to transport finished products from each assembly line to each inspection area in minutes (see Table 4.3).

Under the current arrangement, which has been operational since Ballston moved into the building, work performed on assembly lines $1,2,3,4$, and 5 is transported to inspection areas $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$, and E , respectively. This arrangement of $1-\mathrm{A}, 2-\mathrm{B}, 3-\mathrm{C}, 4-\mathrm{D}$, and $5-\mathrm{E}$ requires $10+7+12+17+19=65$ man-minutes of labor each half hour. Given that the average worker costs Ballston $\$ 12$ per hour, Ballston incurs a labor cost of $(\$ 12)(65 / 60)=\$ 13$ during each half-hour period.

Since Ballston runs two eight-hour shifts a day, 250 days per year, it operates $(250)(16)=4000$ hours a year, or $(4000)(2)=8000$ half-hour periods annually. Thus, the total annual cost of moving items from the assembly lines to the inspection areas is $(\$ 13)(8000)=\$ 104,000$.

Ballston is under severe pressure to cut costs. One possible cost savings would result from a more efficient arrangement for this process. Accordingly, management would like to determine whether some other designation of production lines to inspection areas may require less total time, and, if so, what the annual savings would be.

Table 4.3 Minutes to Transport from Assembly Lines to Inspection Areas

|  | Inspection Area |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | ---: | :--- |
|  | A | B | C | D | E |  |
|  | 1 | 10 | 4 | 6 | 10 | 12 |
| Assembly Line | 2 | 11 | 7 | 7 | 9 | 14 |
|  | 3 | 13 | 8 | 12 | 14 | 15 |
|  | 4 | 1,4 | 16 | 13 | 17 | 17 |
|  | 5 | 19 | 11 | 17 | 20 | 19 |

## SOLUTION

The problem Ballston Electronics faces is an example of the classic assignment problem consisting of $m=5$ workers (the assembly lines) and $m=5$ jobs (the inspection areas). Management can use the assignment model to determine how items will be transported from the assembly lines to the inspection areas in order to minimize the "total cost" (expressed in minutes). Each assembly line is assigned to one inspection area, and each inspection area services one line. Ballston can determine the actual dollar costs of a policy by multiplying the total time required to transport the products by the labor cost of $\$ 12$ per hour.

FIGURE 4.19
Ballston Electronics Assignment Network Representation


Figure 4.19 shows the network representation for the Ballston assignment model. As you can see, an assignment model can be viewed as a transportation model in which all the supplies and all the demands equal 1 . Thus, techniques that solve the transportation model can also be used to solve the assignment model.

The mathematical programming formulation of the assignment model parallels that of the transportation model discussed in Section 4.2, except that the right-hand side for each constraint is 1 . The Ballston problem contains 25 variables, $\mathrm{X}_{\mathrm{ij}}$ ( i and j both range from 1 to 5), defined as the number of assembly lines of type $i$ assigned to inspection area j . Obviously, each $\mathrm{X}_{\mathrm{ij}}$ can only be 1 (if assembly line i is assigned to inspection area $j$ ) or 0 (if it is not). But, again, because of the special structure of this problem, these restrictions can be ignored in the problem formulation.

The complete linear programming model for Ballston Electronics is:
$X_{i j}=$ the number of assignments of assembly line $i$ to inspection area $j$

$$
\begin{aligned}
& \text { MIN 10X } X_{11}+4 X_{12}+\cdots+20 X_{5+}+19 X_{55} \\
& \text { ST } \\
& X_{11}+X_{12}+X_{13}+X_{1+}+X_{15}=1 \text { (Assembly Line } 1 \text { is assigned) } \\
& X_{21}+X_{22}+X_{23}+X_{24}+X_{25}=1 \text { (Assembly Line } 2 \text { is assigned) } \\
& X_{31}+X_{32}+X_{33}+X_{34}+X_{35}=1 \text { (Assembly Line } 3 \text { is assigned) } \\
& X_{+1}+X_{42}+X_{43}+X_{44}+X_{45}=1 \text { (Assembly Line } 4 \text { is assigned) } \\
& X_{51}+X_{52}+X_{53}+X_{54}+X_{55}=1 \text { (Assembly Line } 5 \text { is assigned) } \\
& X_{11}+X_{21}+X_{31}+X_{41}+X_{51}=1 \text { (Inspection Area } 1 \text { is assigned) } \\
& X_{12}+X_{22}+X_{32}+X_{42}+X_{52}=1 \text { (Inspection Area } 2 \text { is assigned) } \\
& X_{13}+X_{23}+X_{33}+X_{43}+X_{53}=1 \text { (Inspection Area } 3 \text { is assigned) } \\
& X_{14}+X_{24}+X_{34}+X_{+4}+X_{54}=1 \text { (Inspection Area } 4 \text { is assigned) } \\
& X_{15}+X_{25}+X_{35}+X_{45}+X_{55}=1 \text { (Inspection Area } 5 \text { is assigned) } \\
& \text { All } X_{i 1}{ }^{\prime} \leq 0
\end{aligned}
$$

## COMPUTER SOLUTION OF ASSIGNMENT MODELS

One approach used to solve assignment models is to list all worker-job possibilities and choose the one with the lowest cost. For small problems that have only two or three workers and jobs, this may, in fact, be the most efficient method. We can easily show, however, that the number of such possibilities is m!. The problem faced by Ballston Electronics involves $\mathrm{m}=5$ workers and jobs; thus, $5!=120$ such combinations exist. For problems requiring $\mathrm{m}=8$ assignments, over 40,000 assignment combinations are possible; for $\mathrm{m}=11$, almost $40,000,000$; and for $\mathrm{m}=$ 20, almost $250,000,000,000,000,000$.

Thus, we must employ a technique other than direct enumeration for problems of any practical size. Since an assignment model is simply a special case of a transportation model, we can develop a spreadsheet similar to that developed in Section 4.2. Figure 4.20 gives the spreadsheet for the Ballston Electronics model. This spreadsheet is equivalent to the one in Figure 4.9 for the Carlton Pharmaceutical model except that there is no supply column or demand row. Since we know that the "supplies" and "demands" are all equal to 1 , we simply enter the number " 1 " in the right side of the Add Constraint dialogue box, giving the resulting Solver Parameters dialogue box shown in Figure 4.20.

FIGURE 4.20
Spreadsheet Solution for Ballston Electronics


This same result can also be generated using the ASSIGNMENT worksheet of the network.xls template as shown in Figure 4.21.

Using either approach, we see that only 55 man-minutes are required to transport products from the assembly lines to the inspection areas each half-hour. This is accomplished by reassigning line 1 to area C , line 2 to area D , line 3 to area E , line 4 to area A, and line 5 to area B. The labor savings is 10 man-minutes per half hour, or $32(10)=320$ man-minutes per day over the current arrangement, an av-

FIGURE 4.21
Solution for Ballston Electronics Using the network.xls Template

erage savings of $10 / 65=15.4 \%$. The company will save $(0.154)(\$ 104,000)=$ $\$ 16,000$ annually.

## ASSUMPTIONS AND MODIFICATIONS

In the model for Ballston Electronics, the number of assembly lines to be assigned exactly equals the number of inspection areas. In a general assignment model in which workers are assigned to jobs, in order for each job to be completed, the number of possible workers must be at least equal to the number of jobs to be performed. This model parallels a transportation model in which the workers represent supply nodes, each with a supply of 1 , and the jobs represent demand nodes, each with a demand of 1 , and the total supply (workers) must be at least equal to the total demand (jobs). In this case, the constraint for each worker would be changed from a " $=$ " constraint to a " $\leq$ " constraint.

A second modification to the general assignment model is that workers may be able to perform more than one job. Another is that the objective criterion could be a maximization. These are easily handled in the Excel spreadsheet by changing the right-hand side of the corresponding worker constraint to the number of jobs the worker can perform and by placing the dot in the Max option, of the Solver dialogue box respectively.

### 4.5 Shortest Path Networks

We have all had occasion to look at a road map and try to plan the best route to our destination. This may mean finding the route of shortest distance or time, or, considering the costs of gasoline, maintenance, and tolls, the route of least cost. Our objective is to choose a path of minimum distance, time, or cost from a starting point, the start node, to a destination, the terminal node. Such problems are called shortest path models.

## Shortest Path Model

1. There are $n$ nodes, beginning with start node 1 and ending with terminal node $n$.
2. Arcs connect adjacent nodes $i$ and $j$ with nonnegative distances, $d_{i j}$.

Goal: Find the path of minimum total distance that connects node 1 to node $n$.

There are several specialized algorithms for shortest path models that greatly reduce the computational time and effort required to determine an optimal solution. The Dijkstra algorithm (named for its developer, Dutch researcher E. W. Dijkstra) is particularly efficient for solving the traditional shortest path problem. The details of this algorithm are provided in Supplement CD5 on the accompanying CD-ROM. However, a shortest path model is also a network flow problem that can be solved as a linear program with binary variables.

The situation faced by Fairway Van Lines is a typical shortest path model.

## FAIRWAY VAN LINES

Fairway Van Lines is a nationwide household mover with franchisees located in every state of the continental United States. One of its current jobs is to move goods from a household in Seattle, Washington, to El Paso, Texas.

Fairway trucks travel interstate highways almost exclusively, since average driving speeds are reasonable and driving difficulty is minimal. The move will take place in the summer, so weather conditions should not be a factor.

Figure 4.22 shows the set of interstate highways Fairway trucks can travel to transport the goods. Management would like to determine the route of minimum distance from Seattle to El Paso.


FIGURE 4.22 Fainway Van Lines Shortest Route Network Representation

## SOLUTION

## The Linear Programming Approach

This problem can be formulated and solved using linear programming with decision variables, $\mathrm{X}_{\mathrm{i}}$, representing utilization of the highway from City ito City $\mathrm{j} . \mathrm{X}_{\mathrm{i}}$ is 1 if a truck travels on the highway from City $i$ to City $j$; it is 0 if it does not. Thus, $X_{12}=1$ implies that a truck uses the highway from Seattle to Butte, while $X_{56}=0$ implies that the truck does not travel the highway from Cheyenne to Salt Lake City.

The objective is to minimize the total distance traveled from Seattle to El Paso, which is found by summing all the distances ( $\mathrm{d}_{\mathrm{ij}}$ ) of the highways traveled. Since $\mathrm{X}_{\mathrm{ij}}=1$ for the highways traveled, and $\mathrm{X}_{\mathrm{ij}}=0$ for those not traveled, the objective can be expressed as: MINIMIZE $\sum \mathrm{d}_{\mathrm{ij}} \mathrm{X}_{\mathrm{ij}}$.

The constraints for the shortest path model require that for each intermediate city:
(The number of highways used to travel into the city) -
(The number of highways traveled leaving the city) $=0$
For example, the constraint for Boise (City 4) is:

$$
\mathrm{X}_{1+}+\mathrm{X}_{34}-\mathrm{X}_{46}=0
$$

This implies that if Boise were on the route, the number of highways traveled into Boise would be 1 , and the number of highways traveled leaving Boise would also be 1. Similarly, if Bosie were not used on the route, the number of highways traveled into Boise would be 0 , as would the number of highways traveled leaving Boise.

In addition, we must ensure that the number of highways traveled out of Seattle is 1 and that the number of highways traveled into El Paso is 1 . This is accomplished by adding the constraints

$$
\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{14}=1
$$

and

$$
\mathrm{X}_{9,12}+\mathrm{X}_{10,12}+\mathrm{X}_{11,12}=1
$$

Since our model is expressed in terms of the net flow out of each node, we rewrite this last expression as:

$$
-\mathrm{X}_{9,12}-\mathrm{X}_{10,12}-\mathrm{X}_{11,12}=-1
$$

Thus the complete linear programming model is:
MIN $599 \mathrm{X}_{12}+180 \mathrm{X}_{13}+\ldots+314 \mathrm{X}_{11,12}$
ST $\quad \mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{14} \quad=1$ (Seattle: Flow Out $=1$ )
$\mathbf{X}_{25}+\mathrm{X}_{26}-\mathrm{X}_{12}=0$ (Butte: Flow out $=$ Flow in)
$\mathrm{X}_{34}+\mathrm{X}_{37}-\mathrm{X}_{13}=0$ (Portland: Flow out $=$ Flow in)
$\mathrm{X}_{46}-\mathrm{X}_{1+}-\mathrm{X}_{3+}=0$ (Boise: Flow out $=$ Flow in $)$
$\mathrm{X}_{56}+\mathrm{X}_{59}-\mathrm{X}_{25}=0$ (Cheyenne: Flow out $=$ Flow in)
$\mathrm{X}_{68}+\mathrm{X}_{69}-\mathrm{X}_{26}-\mathrm{X}_{46}-\mathrm{X}_{56}=0$ (Salt Lake City: Flow out $=$ Flow in)
$\mathrm{X}_{78}+\mathrm{X}_{7,10}-\mathrm{X}_{37}=0$ (Bakersfield: Flow out = Flow in)
$\mathrm{X}_{89}+\mathrm{X}_{8,10}-\mathrm{X}_{68}-\mathrm{X}_{78}=0$ (Las Vegas: Flow out $=$ Flow in)
$\mathrm{X}_{9,12}-\mathrm{X}_{59}-\mathrm{X}_{69}-\mathrm{X}_{89}=0$ (Albuquerque: Flow out $=$ Flow in)
$\mathrm{X}_{10,11}+\mathrm{X}_{10,12}-\mathrm{X}_{7,10}-\mathrm{X}_{8,10}=0$ (Phoenix: Flow out $=$ Flow in)
$\mathrm{X}_{11,12}-\mathrm{X}_{10,11}=0$ (Tucson: Flow out = Flow in $)$
$-\mathrm{X}_{9,12}-\mathrm{X}_{10,12}-\mathrm{X}_{11,12}=-1$ (El Paso: Flow In = $1($ Flow Out $=-1)$ )
All $X_{i j}$ 's $=0$ or 1

## Solution Using the network.xls Template

We could solve this model straightforwardly by creating a spreadsheet with one column for each decision variable (corresponding to each arc) and one row for each functional constraint (corresponding to each node). In Figure 4.23 we show the results generated from using the SHORTEST PATH worksheet of the network.xls template. Input instructions for this worksheet are given in Appendix 4.1.

FIGURE 4.23
Solution for Fairway Van Lines Using the network.xls Template


In Figure 4.23 the arcs with a flow value of 1 in column J are the ones that make up the shortest path. Thus the shortest path is: node 1 (Seattle) to node 4 (Boise) to node 6 (Salt Lake City) to node 9 (Albuquerque) to node 12 ( $\mathrm{El} \mathrm{Paso)}$ The minimum distance of 1731 (shown in cell J1) is the sum of the arc lengths along this path.

## The Effects of Bidirectional Arcs

Sometimes flow is allowed in both directions along an arc between node i and node $j$. In addition, the distance from node i to node j may not be the same as the distance from node $j$ back to node i. In cases where flow is allowed in either direction, one would simply treat this situation as if there were two arcs, one from $i$ to $j$ and one from j to i .

### 4.6 Maximal Flow Networks

Have you ever been stuck in traffic and wondered why you weren't moving? Or have you ever attempted to call your mother on Mother's Day only to get the message, "We're sorry! All circuits are busy at this time. Please try again later." Both problems arise because the system is bottlenecked somewhere between you and your ultimate destination. Designing systems that eliminate or reduce such bottlenecks is a task that can be modeled as a maximal flow problem.

Maximal flow models consist of a single start node, called the source, from which all flow emanates, and a terminal node, called the sink, into which the flow is deposited. Along the way, the flow travels on arcs connecting intermediate nodes. Each arc has a capacity that cannot be exceeded; the arc capacities need not be the same in each direction. For example, an arc corresponding to a "one-way street" may have a capacity of 400 cars per hour in one direction but a capacity of 0 cars per hour in the other.

## The Maximal Flow Model

1. There is a source node (labeled 1), from which the network flow emanates, and a terminal node (labeled $n$ ), into which all network flow is eventually deposited.
2. There are $\boldsymbol{n}-2$ intermediate nodes (labeled $2,3, \ldots, n-1$ ). At each of these nodes, the flow into the node must equal the flow out of the node.
3. There are capacitiess $C_{i j}$ for flow on the arc from node $i$ to node $j$.

Goal: Find the maximum total flow possible out of node 1 that can flow into node $n$ without exceeding the capacities on any arc.

The situation faced by United Chemical Company can be represented using a maximal flow model.

## UNITED CHEMICAL COMPANY

The United Chemical Company is a small producer of pesticides and lawn care products. One production area contains a huge drum that holds up to 100,000 gallons of a poisonous chemical used in making various insecticides. The drum is routinely filled to a level somewhere between 80,000 and 90,000 gallons. The flow of the chemical is then regulated through a series of pipes to production areas, where the chemical is mixed with other ingredients and blended into finished products.

In Figure 4.24, the drum is denoted by node 1, and the production areas are labeled nodes 2, 3, 4, 5, and 6. Node 7 is the disposal area, where waste is deposited into a large "safe tub." It is then collected from the tub and disposed of in a manner consistent with federal regulations.

The flows during the production process occur at relatively low speeds that do not begin to approach the flow capacities of any of the pipes. But, as part of the company's Emergency Preparedness Plan, the Safety Division of the company


FIGURE 4.24
United Chemical Company
Piping System
must have a procedure to empty the tank completely into the safe tub in the event of an unforeseen emergency. In such an emergency, the company must shut the valves correctly at the production sites to regulate the flow so that the drum containing the poisonous chemicals can empty in the minimum amount of time.

Table 4.4 gives the volume that can flow through each pipe expressed in terms of thousands of gallons per minute.

The plan must determine which valves to open and shut, as well as provide an estimated time for total discharge of the poisonous chemicals into the secure waste area.

Table 4.4 Capacity of Pipes (in 1000 gallons/minute)

|  |  | To |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 |  |
|  | 1 |  | 10 | 10 |  |  |  |  |
|  | 2 |  |  | 1 | 8 |  | 6 |  |
|  | 3 | 1 |  |  | 12 | 4 |  |  |
| 0 | 4 |  |  |  |  |  | 3 |  |
| $m$ | 5 |  |  |  |  |  | 2 |  |
|  | 6 |  |  | 4 | 3 | 2 |  |  |
|  | 7 |  |  |  |  |  |  |  |

## SOLUTION

Figure 4.25 gives a network representation for this problem. The numbers closest to each node indicate the capacity on the corresponding arc for flow from that node. Note that flow is possible in either direction between nodes 2 and 3,3 and 6 , 4 and 6 , and 5 and 6 . Flow is restricted to one direction for all other arcs.


## A LINEAR PROGRAMMING APPROACH

This problem can easily be formulated as a linear program and solved using a standard linear programming module. Again, because of the network structure, the solution will be integer-valued. Using $\mathrm{X}_{\mathrm{ij}}$ to represent the flow (in thousands of gallons per hour from node $i$ to node $j$ ), we can set out the linear programming formulation for the United Chemical problem as follows:

## Objective

Maximize the flow out of source node 1:

$$
\operatorname{MAX} \quad \mathrm{X}_{12}+\mathrm{X}_{13}
$$

## Constraints

There are no restrictions concerning the net flow out of node 1 or the net flow into node 7 . For the intermediate nodes $2,3,4,5$, and 6 , the total flow out of the node must equal the total flow into the node, that is (flow out) - (flow in) $=0$ :

| $\mathrm{X}_{23}+\mathrm{X}_{24}+\mathrm{X}_{26}$ | $-\mathrm{X}_{12}-\mathrm{X}_{32}$ | $=0($ node 2$)$ |
| :--- | :--- | :--- |
| $\mathrm{X}_{32}+\mathrm{X}_{35}+\mathrm{X}_{36}$ | $-\mathrm{X}_{13}-\mathrm{X}_{23}-\mathrm{X}_{63}$ | $=0($ node 3$)$ |
| $\mathrm{X}_{46}+\mathrm{X}_{47}$ | $-\mathrm{X}_{24}-\mathrm{X}_{64}$ | $=0($ node 4$)$ |
| $\mathrm{X}_{56}+\mathrm{X}_{5}$ | $-\mathrm{X}_{35}-\mathrm{X}_{65}$ | $=0($ node 5) |
| $\mathrm{X}_{63}+\mathrm{X}_{64}+\mathrm{X}_{65}^{6}+\mathrm{X}_{67}-\mathrm{X}_{26}-\mathrm{X}_{36}-\mathrm{X}_{46}-\mathrm{X}_{+6}-\mathrm{X}_{56}$ | $=0($ node 6$)$ |  |

The flows cannot exceed the arc capacities:

$$
\begin{aligned}
& \mathrm{X}_{12} \leq 10 ; \mathrm{X}_{13} \leq 10 ; \mathrm{X}_{23} \leq 1 ; \mathrm{X}_{24} \leq 8 ; \mathrm{X}_{26} \leq 6 ; \mathrm{X}_{32} \leq 1 ; \\
& \mathrm{X}_{35} \leq 12 ; \mathrm{X}_{36} \leq 4 ; \mathrm{X}_{46} \leq 3 ; \mathrm{X}_{47} \leq 7 ; \mathrm{X}_{56} \leq 2 ; \mathrm{X}_{57} \leq 8 \\
& \mathrm{X}_{6,3} \leq 4 ; \mathrm{X}_{64} \leq 3 ; \mathrm{X}_{65} \leq 2 ; \mathrm{X}_{67} \leq 2
\end{aligned}
$$

The flows cannot be negative:

$$
\text { All } X_{i \mathrm{i}} \text { 's } \geq 0
$$

## COMPUTER SOLUTION OF THE MAXIMAL FLOW MODEL

Since this model is a linear programming network flow model, we can use the MAX FLOW worksheet of the network.xls template to solve for the maximal flow. ${ }^{6}$ Input instructions are given in Appendix 4.1.

Using this worksheet generates the output shown in Figure 4.26. (Flows and capacities are in thousands of gallons.) We see that a maximum flow of 17,000 gallons per minute can be attained by sending flows along the arcs as indicated in the figure. If the drum is full with 100,000 gallons, it will take about $100,000 / 17,000=$ 5.88 minutes to empty the entire contents into the safe tub.

## THE ROLE OF CUTS IN MAXIMAL FLOW NETWORKS

Consider drawing any straight line through the network which puts the source node 1 on one side of the line and the terminal node 7 on the other. In Figure 4.27 the line "cuts" the network in two, putting node 1 on one side of the cut and nodes $2,3,4,5,6$, and 7 on the other. Since all flow that runs from node 1 to node 7 must cross this line, the sum of the arc capacities of 20 on the cut ( 10 from 1-2 and 10 from 1-3) provides one upper bound for the maximum flow from node 1 to node 7. The maximal flow would equal 20 if, in the optimal solution, the arcs from both 1-2 and 1-3 are saturated.

[^23]FIGURE 4.26
Optimal Solution for United Chemical Company Using the network.xls Template

FIGURE 4.27
Cut Between Nodes (1) and (2, 3, 4, 5, 6, 7)



The sum of the arc capacities of any cut that puts node 1 on one side and node 7 on the other similarly provides an additional upper bound for the value of the maximum flow. Figures 4.28 and 4.29 illustrate two additional cuts. In Figure 4.28, another upper bound is 27 , found by summing the capacities on the arcs from $1-3$, $2-3,2-6,4-6$, and $4-7\left(=10^{6}+1+6+3+7\right)$. The upper bound of 20 from Figure 4.27 is a tighter upper bound, however.

In Figure 4.29 we find still another upper bound by summing the capacities on the arcs from $4-7,6-7$, and $5-7$. This gives us an upper bound of $7+2+8=17$, which is less than our previously observed upper bound of 20 . Because the capacities of any cut in the network place an upper bound on the maximum flow, the cut with the minimum capacity is the tightest upper bound for the total flow in the network. This lowest upper bound is actually met and is the value of the maximal flow. This condition is known as the Max Flow/Min Cut result.

## The Max Flow/Min Cut Theorem

1. The value of the maximum flow = the sum of the capacities of the minimum cut.
2. The flow of all arcs on the minimum cut will be at their upper bounds.

FIGURE 4.28
Cut Between Nodes (1, 2, 4) and ( $3,5,6,7$ )


For example, from the template we see that the maximum flow is indeed 17 and that all arcs on the cut of Figure 4.29 are saturated. That is, the flow on each of the arcs on the cut equals the capacity of that arc: the flow on the arc $4-7$ is its capacity of 7 ; the flow on arc 6-7 is its capacity of 2 ; and the flow on arc $5-7$ is its capacity of 8 .

### 4.7 Traveling Salesman Network

We now discuss the first of two models we designate as network connectivity models. The traveling salesman model (which some now designate as the "traveling salesperson" model) has been the subject of intense study for over half a century. In its simplest form, the traveling salesman problem can be expressed as follows:

## The Traveling Salesman Problem

1. There are $m$ nodes.
2. Unit costs $C_{i j}$ are associated with utilizing the arc from node $i$ to node $j$.

Goal: Find the cycle that minimizes the total distance required to visit all nodes without visiting any node twice.

The problem gets its name from the situation faced by the traveling salesman who begins at his home city (City $m$ ) and visits each of $m-1$ other cities (in no

Fema-assignment-net.xls Femalp.xls


FIGURE 4.30
Federal Emergency Management Agency (FEMA)
Traveling Salesman Network Representation
particular order) before returning to the home city. He wishes to make this tour at minimum total cost, without making a return visit to any city.

The traveling salesman problem, which can be expressed so easily in words, is cumbersome to express mathematically. A problem that involves 20 cities requires over 500,000 linear constraints; 50 cities requires over 500 trillion constraints; 120 cities, ${ }^{7}$ well, . . . Efficient algorithms, especially for large problems, have been elusive.

The traveling salesman problem has a variety of scheduling applications, including determining a salesperson's route, ordering drill positions on a drill press, school bus routings, and military bombing sorties. Such problems are also of theoretical importance to mathematicians because they represent a large class of difficult problems known as NP-bard problems. If an efficient solution scheme can be found for the traveling salesman problem, the same type of approach could be applied to solving any other NP-hard problem. ${ }^{8}$

A traveling salesman model can be used to solve the problem faced by officials at the Federal Emergency Management Agency (FEMA) after a recent earthquake in southern California.

## THE FEDERAL EMERGENCY MANAGEMENT AGENCY

FEMA, the Federal Emergency Management Agency, has responded to a recent earthquake in southern California by setting up a home office in Northridge, near the quake's epicenter. The director in charge is responsible for visiting each of four local offices and returning to the home office in Northridge to file his reports and manage the operations. Given the blockage of certain major transportation arteries, ' $a b l e ~ 4.5$ gives the estimated travel time between each pair of offices.

The director wishes to visit each local office and return to the home office in the shortest time possible.

Table 4.5 Travel Time in Minutes Between Offices

|  | To |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Office 2 | Office 3 | Office 4 | Home |
| From |  |  |  |  |
| Office 1 | 25 | 50 | 50 | 30 |
| Office 2 |  | 40 | 40 | 45 |
| Office 3 |  | 35 | 65 |  |
| Office 4 |  |  |  | 80 |
|  |  |  |  |  |

The FEMA situation is an example of a symmetric traveling salesman problem; that is, the travel time between a pair of offices is the same in each direction. For example, the travel time from office 1 to office 2 or from office 2 to office 1 is 25 minutes. ${ }^{"}$ Figure 4.30 shows the network representation for this model.

[^24]
## SOLUTION APPROACHES FOR THE TRAVELING SALESMAN PROBLEM

One approach to solving a traveling salesman problem is to list every possible cycle, sum the values on the arcs for each cycle, and select the one yielding the lowest total. A problem with $m$ nodes has ( $\mathrm{m}-1$ )! possible cycles. For symmetric problems, since the total cost of a cycle is the same as the total cost of that cycle listing the nodes in reverse order, there are actually only $(\mathrm{m}-1)!/ 2$ cycles. The $(5-1)!/ 2=4!/ 2=12$ different cycles for the FEMA problem are listed in Table 4.6.

Table 4.6 Possible Cycles for FEMA

| Cycle | Total Cost |
| :--- | :--- |
| 1. H-O1-O2-O3-O4-H | 210 |
| 2. H-O1-O2-O4-O3-H | $195 \leftarrow$ Minimum |
| 3. H-O1-O3-O2-O4-H | 240 |
| 4. H-O1-O3-O4-O2-H | 200 |
| 5. H-O1-O4-O2-O3-H | 225 |
| 6. H-O1-O4-O3-O2-H | 200 |
| 7. H-O2-O3-O1-O4-H | 265 |
| 8. H-O2-O1-O3-O4-H | 235 |
| 9. H-O2-O4-O1-O3-H | 250 |
| 10. H-O2-O1-O4-O3-H | 220 |
| 11. H-O3-O1-O2-O4-H | 260 |
| 12. H-O3-O2-O1-O4-H | 260 |

Here, H stands for the home office, while $\mathrm{O} 1, \mathrm{O} 2, \mathrm{O} 3$, and O 4 stand for offices $1,2,3$, and 4 , respectively. As this table indicates, the optimal cycle is $\mathrm{H}-\mathrm{O} 1-\mathrm{O} 2-\mathrm{O} 4-\mathrm{O} 3-\mathrm{H}$ (or $\mathrm{H}-\mathrm{O} 3-\mathrm{O} 4-\mathrm{O} 2-\mathrm{O} 1-\mathrm{H}$ ), with a minimum time of 195 minutes.

This method can only be used on the smallest of problems, however. The number of cycles for just 10 nodes is 181,440 ; for 15 nodes, the number swells to over 840 trillion. Obviously, for most practical problems, direct enumeration is unrealistic, even using the fastest computer and the best computer code.

You might think that this problem is akin to a typical assignment problem; here the workers are the "From" nodes, the jobs the "To" nodes, and the costs the times on the arcs between the nodes. This interpretation results in the symmetric matrix shown in Table 4.7.

Table 4.7 Matrix of Times Between Offices

|  | To |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Office 1 | Office 2 | Office 3 | Office 4 | Home |
| From |  |  |  |  |  |
| Office 1 | - | 25 | 50 | 50 | 30 |
| Office 2 | 25 | - | 40 | 40 | 45 |
| Office 3 | 50 | 40 | - | 35 | 65 |
| Office 4 | 50 | 40 | 35 | - | 80 |
| Home | 30 | 45 | 65 | 80 | - |

Fema-assignment-net.xls

FIGURE 4.31
Solving a the FEMA Traveling Salesman Model As an Assignment Model

When this approach is taken, however, the network.xls template provides the output shown in Figure 4.31. (Note that we have entered a large distance100,000 -for distances from one office to itself to ensure that these impossibilities do not occur.) As you can see, instead of one cycle covering all the nodes, the result is two cycles: O1-O2-H-O1 and O3-()4-O3. These two cycles are called subtours. ${ }^{10}$


## LINEAR PROGRAMMING FORMULATION FOR THE TRAVELING SALESMAN PROBLEM

In order to build a mathematical model for the traveling salesman problem, we define the variables $X_{i j}$ as the number of arcs used from i to j in the cycle. $\mathrm{X}_{\mathrm{ij}}$ is 1 if the arc is on the tour, and 0 if it is not. Thus two constraints are as follows.

1. The sum of the arcs used out of each node is 1 .
2. The sum of the arcs used into each node is 1 .

These are precisely the constraints of an assignment problem. As we discussed earlier, however, using the assignment approach may result in a series of subtours. To prevent subtours from occurring, additional constraints, known as subtour constraints, must be added to the model. Unfortunately, there is no compact way to express mathematically the requirement, "No subtours." Instead, an inequality constraint must be created for each possible subtour.

For example, to state that the subtour $\mathrm{H}-\mathrm{O} 2-\mathrm{O} 1-\mathrm{H}$ is not permissible, it must be true that all three arcs (H-O2, ()2-O1, and O1-H) are not utilized at the same time. Referring to the home office as node 5 , we find that this constraint is:

$$
X_{52}+X_{21}+X_{15} \leq 2
$$

[^25]To state that the subtour O1-O2-O3-O4-O1 is not permissible, the constraint is:

$$
\mathrm{X}_{12}+\mathrm{X}_{23}+\mathrm{X}_{34}+\mathrm{X}_{+1} \leq 3
$$

The traveling salesman problem then has all the constraints of the assignment model (e.g., $\mathrm{X}_{11}+\mathrm{X}_{12}+\mathrm{X}_{13}+\mathrm{X}_{14}+\mathrm{X}_{15}=1$, etc., and $\mathrm{X}_{11}+\mathrm{X}_{21}+\mathrm{X}_{31}+\mathrm{X}_{41}+$ $X_{51}=1$, etc.). Also, all possible subtours must be identified and a constraint written forbidding each such subtour possibility. The FEMA problem has five 1 -node subtour constraints, ten 2 -node subtour constraints, ten 3 -node subtour constraints, and five 4 -node subtour constraints. These are as follows.

## One-Node Subtour Constraints

$$
\mathrm{X}_{11} \leq 0, \mathrm{X}_{22} \leq 0, \mathrm{X}_{33} \leq 0, \mathrm{X}_{+4} \leq 0, \mathrm{X}_{55} \leq 0
$$

## Two-Node Subtour Constraints

$$
\begin{array}{ll}
\mathrm{X}_{12}+\mathrm{X}_{21} \leq 1 & \mathrm{X}_{13}+\mathrm{X}_{31} \leq 1 \\
\mathrm{X}_{14}+\mathrm{X}_{41} \leq 1 & \mathrm{X}_{15}+\mathrm{X}_{51} \leq 1 \\
\mathrm{X}_{23}+\mathrm{X}_{32} \leq 1 & \mathrm{X}_{2+}+\mathrm{X}_{+2} \leq 1 \\
\mathrm{X}_{25}+\mathrm{X}_{52} \leq 1 & \mathrm{X}_{3+}+\mathrm{X}_{43} \leq 1 \\
\mathrm{X}_{35}+\mathrm{X}_{53} \leq 1 & \mathrm{X}_{45}+\mathrm{X}_{54} \leq 1
\end{array}
$$

## Three-Node Subtour Constraints

$$
\begin{array}{ll}
\mathrm{X}_{12}+\mathrm{X}_{23}+\mathrm{X}_{31} \leq 2 & \mathrm{X}_{12}+\mathrm{X}_{24}+\mathrm{X}_{41} \leq 2 \\
\mathrm{X}_{12}+\mathrm{X}_{25}+\mathrm{X}_{51} \leq 2 & \mathrm{X}_{13}+\mathrm{X}_{3+}+\mathrm{X}_{41} \leq 2 \\
\mathrm{X}_{13}+\mathrm{X}_{35}+\mathrm{X}_{51} \leq 2 & \mathrm{X}_{1+}+\mathrm{X}_{45}+\mathrm{X}_{51} \leq 2 \\
\mathrm{X}_{23}+\mathrm{X}_{3+}+\mathrm{X}_{42} \leq 2 & \mathrm{X}_{23}+\mathrm{X}_{35}+\mathrm{X}_{52} \leq 2 \\
\mathrm{X}_{24}+\mathrm{X}_{45}+\mathrm{X}_{52} \leq 2 & \mathrm{X}_{34}+\mathrm{X}_{45}+\mathrm{X}_{53} \leq 2
\end{array}
$$

## Four-Node Subtour Constraints

$$
\begin{aligned}
& \mathrm{X}_{12}+\mathrm{X}_{23}+\mathrm{X}_{34}+\mathrm{X}_{41} \leq 3 \\
& \mathrm{X}_{12}+\mathrm{X}_{23}+\mathrm{X}_{35}+\mathrm{X}_{51} \leq 3 \\
& \mathrm{X}_{12}+\mathrm{X}_{24}+\mathrm{X}_{45}+\mathrm{X}_{51} \leq 3 \\
& \mathrm{X}_{13}+\mathrm{X}_{34}+\mathrm{X}_{45}+\mathrm{X}_{51} \leq 3 \\
& \mathrm{X}_{23}+\mathrm{X}_{34}+\mathrm{X}_{45}+\mathrm{X}_{52} \leq 3
\end{aligned}
$$

Although certain of these constraints are redundant (an even greater number are redundant when the matrix is symmetric), as we have noted, the number of such constraints grows astronomically as the number of nodes in the problem increases. Solving a traveling salesman problem with even a modest number of nodes by linear programming can involve billions of constraints (or more). Even the fastest supercomputers cannot solve such problems in our lifetime.

## SOLVING TRAVELING SALESMEN MODELS USING SOLVER

Traveling salesmen models with a modest number of nodes can be solved using Solver by writing the model in the manner we used in Chapters 2 and 3, with one column used to represent each $\mathrm{X}_{\mathrm{ij}}$ variable and one row required for each constraint. Given the 10 constraints of the assignment model as well as the 30 subtour constraints developed earlier, Figure 4.32 shows the output from using Solver.

As can be seen from the output, the minimal total traveling distance is 195 miles. Since $\mathrm{X}_{53}, \mathrm{X}_{34}, \mathrm{X}_{42}, \mathrm{X}_{21}$, and $\mathrm{X}_{15}=1$, the optimal circuitous route is the one that goes from Home Office (node 5) to Office 3 to Office 4 to Office 2 to Office 1 back to the Home Office.


FIGURE 4.32 Optimal Solution to the FEMA Traveling Salesman Model

Fema.xls

## SPECIAL CASES

The following "special cases" may arise in applying the traveling salesman problem.

## Revisiting Nodes

One special case of the traveling salesman problem occurs when the salesman is allowed to return to a city before returning home. For example, suppose a salesman is on the last leg of a trip, returning home to Boston from Los Angeles after already stopping in New York, Chicago, and Dallas. As frequent fliers know, airlines often give better fares to travelers who accept a change of plane rather than a nonstop flight. Thus, although the salesman may have already visited Chicago, it may be worthwhile to go there again on the return flight to obtain the cheaper air fare.

This situation can easily be converted to a traveling salesman problem by first finding the cheapest or shortest path from each city to each other city and substituting this value for the "direct distance" value. Although such prescreening requires additional work, algorithms for finding shortest distances are very efficient (see Section 4.5 ) and can be found quickly using a computer.

## n-Person Traveling Salesman Problem

Consider a school bus routing problem in which $n=15$ school buses must pick up students at 80 stops. Each school bus travels to several pickup points, but no two school buses visit the same point. The goal might be to minimize (1) the overall miles traveled, (2) the longest distance traveled by any bus, or (3) the total costs incurred. Such problems are known as $n$-person traveling salesman problems. Solutions to these problems are beyond the scope of this text.

### 4.8 Minimal Spanning Tree Networks

In Section 4.1, we defined a tree as a set of connected arcs that contains no cycles, and we showed that a spanning tree that connects all n nodes of a network consists of $\mathrm{n}-1$ arcs. Although there can be a large number of spanning trees in a network, the minimal spanning tree is the one that connects all the nodes in minimal total distance.

## Minimal Spanning Tree Model

1. There are n nodes.
2. There are distances $\mathrm{d}_{\mathrm{ij}}$ between nodes i and j . The arcs are bidirectional.

Goal: Find the set of arcs that connects all the nodes in minimum total distance. (The result is a spanning tree.)


FIGURE 4.33 A Minimal Spanning Tree

A minimal spanning tree approach typically is appropriate for problems for which redundancy is expensive (such as building trails between campsites in a national park) or the flow along the arcs is considered instantaneous (such as electrical current). To illustrate the concept of a minimal spanning tree, consider the simple three-node problem depicted in Figure 4.33.

Suppose the arcs represent the cost (in $\$ 1000$ s) to connect three campsites. If the arcs between location 1 and location 2 and between location 2 and location 3 are selected, it will cost $\$ 3000+\$ 4000=\$ 7000$ to connect all three locations. While the cost from location 1 to location 3 is $\$ 7000$, compared to $\$ 5(000$ for a direct route between the two, the optimal strategy is to give up this convenience to minimize the overall total construction cost.

To further illustrate the use of a minimal spanning tree model, consider the situation faced by the Metropolitan Transit District.

## THE METROPOLITAN TRANSIT DISTRICT

The Metropolitan Transit District has held public hearings concerning the development of a new light rail transportation system for the city of Vancouver. As a result of these hearings, the district has decided to build a system linking eight residential and commercial centers at minimum cost to taxpayers.

The district's engineers have drafted a series of feasible lines, as illustrated in Figure 4.34. The district has solicited sealed bids from contractors interested in building some or all of the system, and determined the lowest feasible bid for each possible link. These costs may be further reduced on certain routes due to private funding pledges made by local businesses that have a stake in the design of the system.

The numbers on the arcs in Figure 4.34 represent the lowest bid less any amount pledged by local businesses (in $\$ 1$ million). The district must decide which set of routes to select in order to minimize the total cost to taxpayers, while still providing a way to travel from any one of the centers to any of the other seven centers served by the system.

FIGURE 4.34
Metropolitan Transit District Spanning Tree Network Representation


## SOLUTION

The problem is to find the most cost-effective way to connect all eight centers. This is precisely the situation that can be modeled using a minimal spanning tree approach.

## A NETWORK APPROACH

Minimal spanning tree models do not lend themselves to linear programming formulations. Fortunately, very easy (some might even say trivial) algorithms can be applied to the network to solve the minimal spanning tree problem. These algorithms, which we illustrate here and in Supplement CD5 on the accompanying CD-ROM, are from a class of techniques known as Greedy algorithms.

One Greedy algorithm that is perhaps the easiest to implement visually is to simply be "greedy" and start by including the two smallest arcs as a "selected set" for the tree. Then the next smallest are will be added unless it forms a cycle with the arcs already in the selected set. This process of selecting the next smallest arc unless it forms a cycle with those already in the selected set is repeated until all nodes are connected. For a network with n nodes, the spanning tree will require exactly $n-1$ arcs.

For the Metropolitan Transit District model in Figure 4.34, the process is shown in the following list. Note that $(1,2)$ means the node from node 1 to node 2 or from node 2 to node 1 .

| Arc Distance | Arc | Added to Selected Set? |
| :---: | :---: | :--- |
| 28 | $(1,2)$ | YES-smallest |
| 30 | $(3,4)$ | YES-second smallest |
| 32 | $(2,4)$ | YES-does not form a cycle |
| 33 | $(1,3)$ | NO-forms a cycle with $(1,2),(2,4),(3,4)$ |
| 34 | $(2,3)$ | NO-forms a cycle with $(2,4),(3,4)$ |
| 35 | $(2,5)$ | YES-does not form a cycle |
| 36 | $(6,7)$ | YES-does not form a cycle |
| 37 | $(2,7)$ | YES-does not form a cycle |
| 38 | $(5,8)$ | YES-does not form a cycle |

At this point, 7 arcs $(\mathrm{n}-1)$ have been selected and all 8 nodes are connected. Thus, the minimum taxpayer cost of building the light rail transit system is $\$ 236$ million, using routes from the City Center to West Side, Business District, University, and South Side, and routes from Business District to North Side, from East Side to University, and from South Side to Shopping Center. The minimal spanning tree giving the recommended transit links is shown in Figure 4.35.

FIGURE 4.35 Metropolitan Transit District Minimum Cost Light Rail System


A second form of the greedy algorithm begins by selecting the arc with the smallest arc length. This time, at each subsequent iteration, arcs are added only if the arc connects to an already selected arc and it does not form a cycle. In this approach, the selected arcs at any iteration form a tree and exactly one new node is connected to the tree at each iteration. Arcs can be skipped at one iteration because they do not connect to arcs in the selected set, but could be added in a subsequent iteration as more nodes are added to the tree. At the end of $\mathrm{n}-1$ iterations, the tree will be a minimal spanning tree.

This added condition, that an arc is added only if it connects to the selected set, is easier to program and monitor on a spreadsheet. Although standard spreadsheet operations do not allow these operations to be performed without programming a macro, Figure 4.36 shows how we can use a spreadsheet to perform the process manually. Initially, all arc lengths and their starting and ending nodes are listed in columns $\mathrm{A}, \mathrm{B}$, and C . Then by highlighting all three columns and using the sort ascending feature on the standard toolbar ( $\mathrm{A} Z \downarrow$ ), the arcs will be arranged in order from the smallest to the largest.

By having the arcs in ascending order, the selected arcs of the tree can he manually selected from the smallest arc that adds exactly one more node to the selected set. In Figure 4.36 we show which of these arcs are selected at each iteration in column E, and we keep track of the selected nodes after the arc is selected in columns F through M . The formulas in column N print the distance of the arc if it is added at a particular iteration. The formula in cell Q5 keeps a running total of the selected arc distances.


FIGURE 4.36 Optimal Solution for Metropolitan Transit
Let us illustrate how this procedure was implemented to determine the minimal spanning tree for the Metropolitan Transit District in Figure 4.36.

Iteration 1: We begin the algorithm by selecting the arc of minimum distance (28) which is from node 1 to node 2 . We enter a 1 in cell E2 and "x's" into cells F2 and G2 to denote the selected set after this iteration. Its distance (28) will appear in cell N 2 because of the formula entered in that cell.

Iteration 2: The next shortest arc (30) from node 3 to node 4 is not selected at this iteration since neither node 3 nor node 4 is in the connected set. Thus we drop down to the next shortest arc (32) from node 2 to node 4 . Since one of these nodes (node 2 ) is in the selected set and one is not (node 4 ), this arc is added to the spanning tree. We put a 2 in cell E 4 (to indicate that it was selected at the second iteration) and x's in cells F2, G2, and I2 to denote that the selected set now consists of nodes 1,2 , and 4 .

Iteration 3: The unselected arc of minimum distance (30) is again the one from node 3 to node 4 . Since now one node is in the selected set (node 4 ) and one is not (node 3 ), the arc is added this time. The selected set now consists of nodes 1 , 2,3 , and 4 .

Iteration 4: The unselected ade of minimum distance (33) is from node 1 to node 3 . Since both of these nodes are in the selected set, this arc will never be added to the tree and can be dismissed from further consideration. The same is true for the next unselected arc (34) from nodes 2 to 3 . Continuing down the list, the next shortest arc (35) is from a node in the selected set (node 2 ) and one in the unselected set (node 5). Thus it is added to the spanning tree, and the connecting set consists of nodes $1,2,3,4$, and 5 .

Iteration 5: Given that the arcs from 1 to 3 and 2 to 3 will not be selected, the unselected arc of minimum distance (36) is the one from node 6 to node 7 . However since neither of these are in the selected set, it is skipped at this iteration. Rather, the next shortest arc (37), having one node in the connected set (node 2) and one from the unselected set, is added to the spanning tree. The connected set now consists of nodes $1,2,3,4,5$, and 7 .

### 4.9 Summary

Iteration 6: Now the arc from the unselected node 6 to the selected node 7 (36) is added, and the selected set consists of nodes $1,2,3,4,5,6$, and 7 .

Iteration 7: The next shortest arc (38) is from the connected node 5 to the unselected node. Since the selected set now consists of all 8 nodes, this completes the minimal spanning tree.

Many typical managerial situations can best be expressed using network models. Network models-problems expressed in terms of nodes and arcs and functions defined on the nodes and/or arcs-are easy to work with. Because of their special structure, many network problems provide efficient solution techniques that are streamlined versions of linear programming algorithms or that do not rely on linear programming solution techniques at all to obtain an optimal solution.

Network models fall into two basic groups: (1) network flow models and (2) network connectivity models. Network flow models can be formulated as linear programs that can be easily solved using spreadsheets or specialized software or spreadsheet templates such as network.xls.

Network connectivity models include the traveling salesman model and the minimal spanning tree model. Minimal spanning tree models cannot be expressed as a linear program, while the number of constraints required to define a traveling salesman model of any real size prohibits the use of linear programming in general, and spreadsheets in particular, as useful solution strategies.

The following table summarizes the characteristics of each of the network models introduced in this chapter and lists some potential applications.

| Network Model | Description | Applications |
| :---: | :---: | :---: |
| Transportation/Transshipment Capacitated Transshipment | Find the total minimum cost of shipping goods from supply points to destination points. | - Department store branch shipments <br> - Monthly production scheduling <br> - Marketing strategy approaches <br> - Emergency supply allocation |
| Assignment | Find the minimum cost assignment of objects to tasks. | - Salesmen to territories <br> - Pilots to aircraft <br> - Programming tasks to programmers <br> - Machines to locations |
| Shortest Path | Find a path through some of the nodes of the network which minimizes the total distance from a source node to a destination node. | - Highway travel between cities <br> - New road construction <br> - Facility location <br> - Equipment replacement |
| Maximal Flow | Find the maximum total flow possible from a source node to a sink mode without violating arc capacities. | - Traffic flow systems <br> - Production line flows <br> - Shipping |
| Traveling Salesman | Find the minimum cost of visiting all nodes of a network, returning to a starting node without repeating any node. | - Scheduling service crews <br> - Designing robotics manufacturing equipment <br> - Scheduling security patrols |
| Minimal Spanning Tree | Find the minimum total distance that connects all nodes in the network. | - Sewer system design <br> - Computer system layout <br> - Cable television connections <br> - Mass transit design |

## ON THE CD-ROM

- Template for solving network flow models
- Excel spreadsheet for a transportation model
- Excel spreadsheet for an assignment model
- Excel spreadsheet of a linear programming model for a traveling salesman model
- Excel template spreadsheet for a transportation model
- Excel template spreadsheet for a transshipment model
- Excel template spreadsheet for an assignment model
- Excel template spreadsheet for a shortest path model
- Excel template spreadsheet for a maximum flow model
- Excel spreadsheet for a minimal spanning tree model
- Algorithms for Solving Network Models
- Problem Motivations
- Problems 41-50
network.xls
Carlton.xls
Ballston.xls
Fema.xls

Carlton-net.xls

Office Depot-net.xls
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## APPENDIX 4.1

## Using the network.xls Template

## A4.1.1 General Information

- The network.xls template can be used to solve the following network flow models: (1) transportation; (2) transshipment; (3) assignment; ( + ) shortest path; and (5) maximum flow.
- Each model has its own worksheet on the template and has a Solver dialogue box preprogrammed so that the user only has to call Solver and click:


## Solve

- The size of the model that can be solved is limited. Model sizes are given in the discussion of each worksheet. Some of this limitation is due to the fact that the standard version of Solver allows for a maximum of 200 decision variables.
- Solver is preprogrammed to solve the maximum size problem. Hence the solution time may be a couple of seconds rather than virtually instantaneously.
- When saving a particular model, Excel will save the entire workbook, including the worksheets for the four modules you did not use. This can utilize a lot of space on your disk or hard drive. The following is recommended:

1. Open network.xls and select the appropriate worksheet for your module.
2. From the Edit menu select Move or Copy Sheet.
3. As shown in Figure A4.1, in the Move or Copy dialogue box, select (new book) from the pull down menu under "To book:". Also check "Create a copy." You can rename the worksheet by using "Save As" from the File menu.
4. Click OK.


- You can add to or modify the entries in the default Solver dialogue box. Although this is not recommended, eliminating some of the default rows and columns can speed up the solution time and eliminate meaningless entries in the Answer and Sensitivity Reports. Note that some of the entries refer to hidden columns that you may not wish to modify.


## A4.1.2 The Transportation Worksheet

Default Size Limitations: 14 sources and 14 destinations
Default objective criterion: Minimization
If objective criterion is maximization, change bullet in Solver dialogue box in MAX (Figure A4.2).

1. Enter source names in column $B$ and destination names in row 3

Note: These will automatically be copied to the source and destination names for the solution, further down in column B and in row 20 respectively.
2. Enter supplies in column A and demands in row 2

Requirement: (Total Supply) $\geq$ (Total Demand), or else the problem will be infeasible. If (Total Demand) $>$ (Total Supply), add a supply node having a supply equal to the excess demand and unit shipping costs to all demand nodes of 0 .
3. Enter unit Shipping Costs in cells C3:P16.


FIGURE A4.2 Input for the Transportation Worksheet

## A4.1.3 The Assignment Worksheet

Default Size Limitations: 14 workers and 14 tasks
Default objective criterion: Minimization
If objective criterion is maximization, change bullet in Solver dialogue box to MAX (Figure A4.3).

1. Enter worker names in column $B$ and task names in row 2

Note: These will automatically be copied to the worker and task names for the solution further down in column B and in row 20 respectively. The number of workers (rows) must be at least as great as the number of tasks (columns) or the problem will be infeasible. If the number of workers is less than the number of tasks, add the required number of workers with 0 costs for all tasks.
2. Enter Worker-Task Costs in cells C3:P16


FIGURE A4.3 Input for the Assignment Worksheet

## A4.1.4 The Transshipment Worksheet

Default Size Limitations: 30 total nodes and 60 total arcs
Default objective criterion: Minimization
If objective criterion is maximization, change bullet in Solver dialogue box to MAX (Figure A4.4).

1. In the Node Input Section enter:

- Node names in column A
- The corresponding supply in column B (if the node is a supply node)
- The corresponding demand in column $C$ (if the node is a demand node)


## Notes:

(1) Node numbers will automatically be assigned in column B when the node name is entered.
(2) Rows 1,2 , and 3 will always be on the screen.
(3) The total supply must be at least as great as the total demand or the problem will be infeasible. If the total supply is less than the total demand, add a node with supply equal to the excess demand and add arcs having 0 shipping costs from this node to all nodes with demand.
2. In the Arc Input Section, for each arc enter:

- Its beginning node, ending node, unit shipping cost, and capacity in columns F, G, H, and I, respectively

Notes:
(1) If there is no capacity,
do not leave the entry in column I blank; enter a large number.
(2) The beginning and ending node numbers will automatically be copied to the Solution section in columns K and L .
(3) Rows 1,2 , and 3 will always be on the screen.


FIGURE A4.4 Input for the Transshipment Worksheet

## A4.1.5 The Shortest Path Worksheet

Default Size Limitations: 50 total nodes and 100 total arcs (Figure A4.5)

1. In the Node Input Section enter node names in column A

Notes:
(1) Node numbers will automatically be assigned in column B when the node name is entered.
(2) Rows 1 and 2 will always be on the screen.
2. In the Arc Input Section for each arc, enter its beginning node, ending node, and corresponding arc distance in columns $\mathrm{D}, \mathrm{E}$, and F , respectively

## Notes:

(1) The beginning and ending node numbers for each arc will automatically be copied to the Solution section in columns H and I respectively.
(2) Rows 1 and 2 will always be on the screen.


FIGURE A4.5 Input for the Shortest Path Worksheet

## A4.1.6 The MAX FLOW Worksheet

Default Size Limitations: 50 total nodes and 100 total arcs (Figure A4.6)

1. In the Node Input Section enter node names. The source node must be entered in cell B3 and the sink node must be entered in cell B4. Then the other nodes are entered in column $B$ beginning with row 5 .
Notes:
(1) Node numbers will automatically be assigned when the node name is entered, and the Sink node will be assigned the highest number.
(2) Rows 1 and 2 will always be on the screen.
2. In the Arc Input Section for each arc, enter its beginning node, ending node, and corresponding arc capacity in columns $\mathrm{E}, \mathrm{F}$, and G, respectively.

Notes:
(1) The beginning and ending node numbers for each arc will automatically be copied to the Solution section in columns I and J.
(2) Rows 1 and 2 will always be on the screen.


FIGURE A4.6 Input for the MAX FLOW Worksheet

1. NW Lumber is a logging and lumber processor located in northern California, Oregon, and Washington. NW is currently logging in an area near Garberville, California, as well as Grant's Pass, Oregon, and Willard, Washington. It owns and operates processing plants in Eureka, California, Crescent City, California, and Coos Bay, Oregon. For the upcoming month, processing capacities are 2000 tons at Eureka, 1400 tons at Crescent City, and 1500 tons at Coos Bay. It is forecasted that NW could harvest 1600 tons of timber during the month at each of the three logging locations.

The following table gives the transportation costs per ton. How should the 4800 tons of timber be shipped to ${ }^{*}$ the processing plants in the coming month in order to minimize total transportation costs for NW Lumber?

| Transportation Cost per loon |  |  |  |
| :--- | :---: | :---: | :---: |
|  | Fo |  |  |
|  | Eureka | Crescent City | Coos Bay |
| From |  |  |  |
| Garberville | $\$ 175$ | $\$ 225$ | $\$ 250$ |
| Grant's Pass | $\$ 150$ | $\$ 100$ | $\$ 100$ |
| Willard | $\$ 300$ | $\$ 275$ | $\$ 200$ |

2. 'The city of Beckley, West Virginia, has solicited bids from interested construction firms for five projects it wishes to complete during this fiscal year. Six firms have submitted bids on the projects, as indicated in the table for problem 2. (An " X " means that the firm did not submit a bid for that project.)

Since the projects will be ongoing simultaneously, no firm will be able to complete more than one project.
a. How should the contracts be awarded?
b. If the total amount budgeted this year for these capital projects is $\$ 2$ million, can all the projects be funded? If not, list some options the city of Beckley may wish to consider.
3. Calimex International is an agricultural company that has two primary regions for growing tomatoes, one in the Coachella Valley of California, the other in northern Mexico. During the peak season, tomatoes are picked daily and sent to one of three inspection stations in southern California. After the tomatoes have been inspected, they are transported to one of four packing houses.

Each day 4500 pounds of tomatoes are picked in California, and 4000 pounds are picked in Mexico. Each inspection station can process over 10,000 pounds per day. Since total daily supplies amount to only 8500 pounds, capacity at the inspection stations imposes no constraints on the shipments. That is, all tomatoes that arrive at any of the three inspection stations can be processed and sent on to the packaging plants. The packaging plants can handle $1500,2500,2000$, and 2500 pounds per day, respectively.

The table for problem 3 gives the shipping cost per truck from each growing region to each inspection station and from each inspection station to each packaging plant; 500 pounds of tomatoes are shipped in each truck.
a. Find the shipping pattern that minimizes transportation costs from the growing area to the packaging plants.
b. Suppose a maximum of three trucks are available to travel each route. Which shipping pattern minimizes transportation costs from the growing areas to the packaging plants?
c. The situation modeled here consists of picking and loading tomatoes in the growing region, inspecting them at the inspection stations, and packing them at the packaging plants. Why might the assumption that the flow into the transshipment points (inspection stations) equals the flow out of the transshipment points be violated?

Problem 2

|  | Refurbish Courthouse | $\begin{aligned} & \text { Build } \\ & \text { New } \\ & \text { Library } \end{aligned}$ | Modernize Playground | Build Parking Structure | Improve City Park |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Millard Associates | \$800,000 | \$750,000 | \$300,000 | \$450,000 | \$200,000 |
| QM Construction | \$950,000 | \$725,000 | X | \$500,000 | \$275,000 |
| Latham Brothers | X | X | \$200,000 | X | \$225,000 |
| Beckley Engineering | \$650,000 | \$700,000) | \$250,0)0) | \$400,000 | \$225,000 |
| WRT, Inc. | \$700,000 | \$800,000 | \$175,000 | \$300,000 | \$300,000 |
| B\&P Enterprises | \$850,000 | \$900,000 | \$270,000 | \$475,000 | X |

Problem 3

|  | Inspection Station |  |  |  | Packaging Plant |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |  | 1 | 2 | 3 | 4 |
| Region |  |  |  | Inspection Station |  |  |  |  |
| California | \$200 | \$400 | \$9(0) | 1 | \$1000 | \$14()) | \$1800 | \$2000 |
| Mexico | \$600 | \$200 | \$+()) | 2 | \$1800 | \$1200 | \$1400 | \$2000 |
|  |  |  |  | 3 | \$2800) | \$1600) | \$1+()) | \$80) |

4. A recent tragic fire in Carbonville, Illinois, has prompted the City Council to draft a new ordinance requiring all buildings to have fully operational sprinkler systems installed by the end of the year. The Talcon Building is affected by this ordinance. From the original blueprints, engineers have designed positions for the location of eight powerful sprinkler heads that are to be connected to the sprinkler controller. The feasible connections between these eight sprinkler heads and the controller with distance shown in feet are depicted in the figure for problem 4.
a. What design of the sprinkler system will minimize the total amount of pipe required (and hence give the maximal water pressure throughout the system)?
b. Suppose the engineers discovered that the connection between Office \#1 and the Storage Room could not be made because of a recently installed air conditioning duct. What design of the sprinkler system would now minimize the total amount of pipe required?

Problem 4


Talcon Building Sprinkler Location
5. Clare Walker sells hospital supplies throughout the Midwest and Plains states. She depends on small, local commuter airlines for transport between cities. The following table gives the current air fares between the cities she must visit this week, as well as between these cities and her home in Kansas City. In which order
should Clare visit the cities to minimize her total air fare cost for the week?

|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Lincoln | Daven- <br> port | St. Louis | Tulsa |
| From |  |  |  |  |
| Kansas City | $\$ 200$ | $\$ 260$ | $\$ 75$ | $\$ 125$ |
| Lincoln |  | $\$ 330$ | $\$ 145$ | $\$ 180$ |
| Davenport |  |  | $\$ 100$ | $\$ 300$ |
| St. Louis |  |  |  | $\$ 110$ |

6. Jo Yu, vice president of Broadtech, Inc., a distributor of PC clone computers located in San Bernardino, California, must travel to the port of Los Angeles, located in San Pedro, California, to pick up a shipment of computers from Taiwan. A freeway map of southern California with distances in miles shown on the arcs is given.
a. What route should Jo take to minimize the distance between his office and San Pedro?
b. Suppose Jo is traveling during the morning rush hour. Jo's average speed on east-west routes during rush hour is only 25 miles per hour, whereas he averages 40 miles per hour on north-south routes. (The routes considered east-west routes are in black; the north-south routes are in blue.) What route should Jo take to minimize the travel time between his office and San Pedro?

Problem 6


[^26]7. Silverton is the latest planned community to be proposed for central Florida. The community will have two exits onto Interstate 4 and will consist of 11 small roads. The traffic capacities of each road (in terms of hundreds of vehicles per hour) are provided on the following map of the project. What is the maximal hourly flow of vehicles that can travel from the north exit of Interstate 4 through Silverton to the south exit of Interstate 4?

Problem 7


Silverton Road System
8. Pauline's, the Queen of Big Screen, is a chain of electronics stores specializing in big-screen televisions. In late January, the week before the Super Bowl, Pauline's always has a big sale. This January, two of its seven stores have excess supply of Mitsubishi 50-inch televisions, and the other five are requesting additional shipments. The word from Mitsubishi is that the orders will not arrive until after the Super Bowl. Hence,
Pauline's has decided to redistribute some of its current inventory among its seven stores.
a. What assumption about the individual transportation costs in the standard transportation model will most likely be violated in this situation?
b. The network shown in the figure for problem 8 shows the stores with excess demand (the Downtown store and Harbor Boulevard store), the stores requesting additional televisions (stores at Taylor Mall, Ocean View Center, Edison Heights, Cypress Hill, and Regents Street), and the mileages between them. The network also shows the amount of excess supply, the demands, and the distances between those stores with supply and those with demand.

Transportation costs are figured at $\$ 0.50$ per mile per television. This cost must be added to the fixed labor charges for loading and unloading, given in the following table.

| Store | Labor Charges <br> per Television |
| :--- | :---: |
| Downtown | $\$ 5.50$ |
| Harbor Boulevard | $\$ 4.50$ |
| Taylor Mall | $\$ 3.00$ |
| Ocean View Center | $\$ 3.25$ |
| Edison Heights | $\$ 3.75$ |
| Cypress Hill | $\$ 4.00$ |
| Regents Street | $\$ 5.00$ |

How should the stock of 50-inch Mitsubishi television sets be redistributed prior to Super Bowl Sunday?
c. If each store requesting additional stock must receive at least $50 \%$ of its request, how should the stock of 50 -inch Mitsubishi television sets be redistributed prior to Super Bowl Sunday?
d. What would happen if Pauline's insisted that every store requesting additional stock receive at least $75 \%$ of its request?

Problem 8


Pauline's: the Queen of Big Screen
9. Lisa Alvarez has just been hired by Fox Television to help the station compete more successfully against the other commercial networks and cable television. Management has given her free rein to keep or bring in whomever she feels necessary to run the various operations: News, Sports, Features, Marketing, and Development. Lisa is considering seven people for the five positions. They have submitted resumes listing the following years of experience in each field.

Problem 9 Years of Experience

|  | News | Sports | Features | Marketing | Development |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Tony Hernandez | 8 | 7 | 0 | 0 | 2 |
| Jim Lampsy | 2 | 12 | 4 | 1 | 3 |
| Monica Fish | 7 | 2 | 7 | 2 | 4 |
| Connie Chu | 2 | 0 | 7 | 8 | 6 |
| Scott Young | 0 | 10 | 0 | 0 | 5 |
| Linda Harlan | 10 | 0 | 10 | 5 | 2 |
| Ann Chambers | 5 | 0 | 5 | 11 | 9 |

a. If years of experience is a measure of success, whom should Lisa choose to head each department?
b. Suppose Lisa is considering consolidating Features and Development into one unit. In this case, whom should she choose to head each department?
10. Ponderosa Homes has just made a commitment to build the new gated community of Windstream. This community will consist of 110 homes in an undeveloped area off Hicks Canyon Boulevard. The gate for the community will be placed on a 150 -foot-long street (tentatively called Venida Street) that will lead from Hicks Canyon Boulevard into the Windstream community. Venida Street as well as any other street constructed in the community, will be 35 feet wide.

Roads inside the community must be built so that every house has access to Venida and, hence, to all the other houses. Given the geography and other cost factors, the figure for problem 10 shows the possible set of streets that can be built between the 10 clusters (of 11 homes each) and Venida Street. (Distances are in feet.)

Problem 10


Hicks Canyon Boulevard
The Windstream Community

Since Ponderosa Homes, and not the city, must pay for constructing the streets, and costs are proportional to the total area of streets built, what set of streets do you recommend Ponderosa build? Including Venida Street, what is the total square footage of streets required for the Windstream community?
11. Elders Tax Service employs tax specialists in four different regional offices who will be assigned to four separate accounts in various parts of the country. The costs (transportation, lodging, per diem, etc.) are given in the following table.

|  | Phoenix | Fresno | Austin | Miami |
| :--- | :---: | :---: | :---: | :---: |
| Ann Byers | $\$ 2,300$ | $\$ 3,210$ | $\$ 1,850$ | $\$ 4,000$ |
| Bill Cole | $\$ 2,850$ | $\$ 2,980$ | $\$ 3,320$ | $\$ 3,450$ |
| Ko Nguyen | $\$ 2,500$ | $\$ 2,500$ | $\$ 1,900$ | $\$ 3,200$ |
| Dave King | $\$ 3,000$ | $\$ 2,950$ | $\$ 2,875$ | $\$ 3,350$ |

a. Determine the minimum cost assignment of tax specialists to cities.
b. Suppose Elders' client list has grown to 20 accounts in Phoenix, 15 in Fresno, 22 in Austin, and 36 in Miami and that Elders now employs 25 specialists in each of Ann's, Bill's, Ko's, and Dave's offices. If the assignment cost per specialist has not changed, determine the optimal number of specialists Elders should send from each office to each city.
12. Harris Rent-A-Truck operates exclusively in California and rents large-capacity vehicles designed primarily for household moves. One reason Harris fares well against its competitors in California is that it offers attractive one-way rates between the various cities it serves.

Although Harris has 250 trucks, at any point in time many of these trucks are rented and are not available for new customers. Every two weeks the company analyzes the location of the trucks it has available and attempts to balance its inventory by keeping at least 12 trucks at each of its seven locations. Thus trucks are relocated to cities having fewer than 12 trucks from cities that have an excess. Transportation is to take no more than one day, however; hence trucks in the northernmost areas of the state (Eureka and Redding) are unavailable to those in the southernmost areas (Los Angeles and Needles), and vice versa.

On March 15, Harris found that 160 of its trucks were out on rentals. The remaining 90 trucks were at the following locations:

Eureka-11
Redding- 7
San Francisco-6
Fresno-25
Bakersfield-18
Los Angeles-7
Needles-16
The table for problem 12 gives the cost of relocating a truck between cities. These costs include driver time, gasoline, and driver return air/bus trip cost.

What should Harris's relocation strategy be on March 15?

Problem 12 Cost of Relocating a Truck*

|  | To |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Redding | San Francisco | Fresno | Bakersfield | Los Angeles | Needles |
| Eureka | $\$ 175$ | $\$ 250$ | $\$+00$ | $\$+80$ | N/A | N/A |
| Redding |  | $\$ 220$ | $\$ 380$ | $\$ 420$ | N/A | N/A |
| San Francisco |  |  | $\$ 300$ | $\$ 300$ | $\$ 350$ | $\$ 650$ |
| Fresno |  |  |  | $\$ 110$ | $\$ 200$ | $\$ 300$ |
| Bakersfield |  |  |  |  | $\$ 150$ | $\$ 275$ |
| Los Angeles |  |  |  |  |  | $\$ 350$ |

(*Costs are the same in either direction.)
13. In designing a new digital circuit module for a component of the space shuttle, engineers must connect the six pins in the figure for problem 13 with small strands of copper. Distances are in millimeters. In order to give maximum clarity to the signal, the total length of the wiring should be minimized.

If any number of wires can be attached to a single pin, find the minimum amount of wire required for the circuit design.

Problem 13


Digital Circuit Module
14. Thirteen Savage Beasts is a popular rock group that has toured all over North America. It is now beginning its Japanese tour and will be playing to a sold-out house in a major sports stadium in Osaka.

After strategically positioning 12 banks of loudspeakers, the manager for the group has found that the local government requires all cables and wires be housed in specially insulated rigid casings. (In the United States, the group simply lays the cables along the ground or across rafters, but this is unacceptable to the Japanese authorities.)

A diagram of the stage area and the 12 banks of loudspeakers with distances in meters is shown in the figure for problem 14. What is the minimum amount of
the insulated casings the group must purchase before the rock concert can proceed? (Note: Loudspeakers may be comnected to one another or directly to the stage.)

Problem 14


Distances are in meters
15. The accounting firm of Barnes, Fernandez, and Chou has just hired six new junior accountants, who are to be placed into six specialty areas within the firm: auditing, corporate tax, personal tax, financial analysis, information systems, and general accounting. Fach applicant has been given an overall skills test in the specialty areas; the results are presented in the table for problem 15.
a. If test scores are judged to be a measure of potential success, which junior accountant should be assigned to which specialty?
b. In addition to the primary specialty area, each new junior accountant will be trained in a second specialty so that the company has two junior accountants with training in each specialty area. Eliminating the original assignments found in part a, what assignments now give the maximal potential for the second specialty?

Problem 15 Barnes, Fernandez, and Chou Test Scores

|  | Auditing | Corporate <br> Tax | Personal <br> Tax | Financial <br> Analysis | Information <br> Systems | (ieneral <br> Accounting |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Any Chang | 62 | 75 | 80 | 93 | 95 | 97 |
| Bob Szary | 75 | 80 | 82 | 85 | 71 | 97 |
| Sue Crane | 80 | 75 | 81 | 98 | 90 | 97 |
| Maya Pena | 78 | 82 | 84 | 80 | 50 | 98 |
| Moo Thanh | 90 | 85 | 85 | 80 | 85 | 99 |
| Lyn Ortiz | 65 | 75 | 80 | 75 | 68 | 96 |

16. Pisa Pizza makes home deliveries of pizzas. Pisa usually waits until four pizzas need to be delivered, but it will deliver any pizza that has been out of the oven for 12 minutes. During peak hours, the former condition usually applies.

Vince Petralia is one of several college students working as a delivery person for Pisa Pizza. The following network depicts the time between the destinations of the four pizzas he is to deliver at 6:00 p.м. Note that, because of traffic patterns, delivery times between points could depend on the direction traveled.

Problem 16

*Times are the same in each direction unless noted.

## Pisa Pizza Delivery Times*

a. Suppose the time spent at each delivery point (walking to the door and collecting the money) is about three minutes. What is the minimum time it will take Vince to deliver the four pizzas and return to Pisa Pizza?
b. Suppose the situation in part (a) is representative of a "typical" pizza run for Vince during his shift from 5:00 P.M. to 11:00 P.M. Assume that, on the average, once Vince returns to Pisa Pizza he spends 15 minutes at the store (depositing the money collected from the previous run, waiting for and picking up the pizzas, and studying the map to determine the locations of the next set of deliveries). If he is paid $\$ 5$ per hour by Pisa Pizza, and averages a $\$ 1$ tip from each pizza delivery, how much can Vince expect to earn in a typical night?
17. Build and Grow is a chain of five hardware stores serving southern Alabama and Mississippi. Each morning at

6:00, five large trucks are loaded at the warehouse with orders from each store. Given loading times at the warehouses and unloading time at the stores, the shipments are received at the stores by 1:00 P.M. and the trucks return to the warehouse by 5:00 P.M., where they are prepared for the next day's operations.

Each truck usually goes out full, but, on occasion, there may be some excess capacity. Around 2:30 each afternoon, large vans travel between stores transferring goods that are needed by one and in excess supply at another.

On April 23, the store at location 5 in the following network requested 50050 -pound bags of Topper Mulch from the warehouse after the delivery trucks from the warehouse to locations 4 and 5 had already left. No other store could spare any Topper Mulch for location 5. However, there was spare capacity in the trucks that had not yet left from the warehouse to stores 1,2 , and 3 of 200,200 , and 150 bags, respectively. This situation is depicted in the network for problem 17, along with the corresponding capacities left in the vans traveling between stores.

Will location 5 be able to receive the 500 bags of Topper Mulch by the end of the day? If not, how many bags will it receive? How will the bags be transported?

Problem 17


Build and Grow Distribution Network
18. Eastern Europe is interested in building a highway system similar to the Interstate Highway System of the United States. Currently, few such highways existnone between Budapest, Hungary, and the Polish Baltic port of Gdansk. This route is of particular interest to Hungary, the Czech Republic, Slovakia, and Poland.

Funds for such construction in Eastern Europe are still scarce; thus, the governments have decided to build a superhighway between the two cities by expanding certain existing smaller highways and secondary roads, as shown in the figure for problem 18. Distances are in kilometers. What series of roads minimizes the highway distance between Budapest and Gdansk?

Problem 18 $\therefore 4$


Eastern European Highway System
19. The Police Department in Fargo, North Dakota, begins the morning shift by informing all first-shift patrol persons of the previous evening's activities and giving assignments to the various team members. On a particular day, the following three activities must be accomplished: (1) delivery of a DARE (Drug Abuse Resistance Education) lecture at a local elementary school; (2) instruction of the rookie police class in using the baton; and (3) preparation of a report for the evening's City Council meeting on drug activities over the past three months.

To help fulfill the mayor's promise of "keeping more police on the street," only three officers will be
assigned to these activities. The goal is to minimize the total time these officers will be absent from street patrol. Given the expertise of each officer, the table for problem 19 gives each officer's time estimates for each activity, including any preparation time that may be needed. Because the assignments will be occurring simultaneously, each officer will be assigned to only one of the activities.

|  | Expected Times (Hours) |  |  |
| :--- | :---: | :---: | :---: |
|  | DARE Lecture | Baton Training | Drug Analysis |
| Officer Borel | + | 2 | 8 |
| Officer Frank | 4 | 3 | 7 |
| Officer Klaus | 3 | 1 | 6 |

a. Determine the minimal time assignment by direct enumeration of all possible combinations.
b. Draw the network representation of this problem.
c. Give the linear programming formulation for this problem and solve using a linear programming module.
d. Interpret this problem as a special case of the transportation problem and solve using the transportation approach.
e. Use the assignment approach to solve the problem.
20. Consider the police allocation problem for Fargo, North Dakota (problem 19). Suppose that two additional officers are available for assignment to one of the three activities:

|  | Expected Tomes (hours) |  |  |
| :--- | :---: | :---: | :---: |
|  | DARE Lecture | Baton Training | Drug Analysis |
| Officer Muntz | 5 | + | 5 |
| Officer Clark | $\vdots$ | 3 | 6 |

a. If you were to consider all possible assignments by direct enumeration, how many combinations would have to be considered? How many combinations would there be if there were also one additional activity? two additional activities?
b. Solve the five-officer, three-activity problem using the assignment approach to the model.
c. Suppose (Officer Clark could perform two of the activities. Give the linear programming formulation for this problem and solve using a linear programming module.
d. Develop an assignment matrix for the problem in part c and solve.
21. Heavenly Flower Shop contracts with Floral Transportation Service (FTS) to deliver phone orders to the four cemeteries in town. FTS charges Heavenly a flat $\$ 2.50$ per order plus $\$ 0.15$ per mile for delivery per arrangement from one of Heavenly's two locations to the appropriate cemetery. The distances from

Heavenly's two stores to the four cemeteries are given in the table for problem 21.

Problem 21

|  | Cemetery |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Heavenly <br> Store Locations | Lilac <br> Hills | Forest <br> Glen | St. Mary's | Chelsea <br> Pines |
| City Center | 26 | 17 | 20 | 15 |
| North Central | 18 | 5 | 35 | 24 |

It is Memorial Day, and Heavenly has received telephone orders for 20 arrangements to be delivered to Lilac Hills, 16 to Forest Glen, 18 to St. Mary's, and 22 to Chelsea Pines. Heavenly has enough flowers in its City Center location to make 45 arrangements, and enough in its North Central location to make 40 arrangements. Heavenly adds a flat $\$ 10$ fee for delivery charges to all telephone orders.

How many of the orders for each cemetery should be filled at each location so that Heavenly maximizes its profit from delivery charges? What is the optimal profit?
22. Gerald Morris, president of Queen's County National Bank, makes periodic trips from the bank's home office to each of its seven branch offices in the Queen's County area. The map for problem 22 shows the driving times (in minutes) between the home office and the branches. Since some of the routes are major highways, and others are surface streets with many stop lights, driving times are not directly proportional to the distance traveled.

What are the minimum driving times and the routes that should be taken from the home office to each of the branches?
23. Next Tuesday, Gerald Morris, president of Queen's County National Bank (problem 22), will make a surprise inspection of each branch office. He plans to leave the home office at 9:00 A.m., have a one-hour lunch break during the day, and return at 5:00 P.M.
a. In which order should Gerald Morris visit the branches to minimize his total driving time for the day if he wishes to visit or drive by any branch only once?
b. What is the minimum total driving time?
c. If Gerald is to spend the same amount of time inspecting each of the four branch offices, how much time will he be able to spend at each branch?
24. For the Queen's County National Bank problem (problems 22 and 23), Gerald Morris has decided that although he will not revisit any branch, he is willing to drive by a previously visited branch if doing so will decrease his overall driving time.
a. Find the minimum driving time between each branch pair.
b. Use your result for part a to determine the minimum driving time to visit each branch if Gerald can drive by a previously visited branch.
c. Assume that Gerald will spend the same amount of time at each branch. Give a minute-by-minute schedule that begins with his leaving the home office at 9:00 A.M. and ends with his return to the home office at 5:00 P.M. Schedule Gerald's one-hour lunch break to be as close to 12:00 as possible.
25. Federal Electric produces compressors for air conditioning units. Labor and production costs average $\$ 60$ per unit when they are produced during regular time and $\$ 66$ per unit when they are produced in overtime. The average carrying (holding) cost for a unit from one quarter to the next is $\$ 15$ per compressor. Thus a unit produced in the first quarter during regular time but not sold until the third quarter would cost the company $\$ 60$ to produce plus $\$ 30$ in carrying costs ( $\$ 15$ for each of the two quarters stored). Each quarter, 750 hours of regular time and 500 hours of overtime are available for production. The average time it takes to produce a compressor is 30 minutes.

Given the following quarterly demand projections for compressors, what production plan minimizes total yearly costs for Federal Electric?

| Quarter | Projected Demand |
| :---: | :---: |
| 1 | 1250 |
| 2 | 625 |
| 3 | 3750 |
| 4 | 250() |

Problem 22


Queen's County National Bank Distances Between Branches
26. The Orange County Transportation Commission is planning to develop a road system linking Mission Viejo (City 1) and Fullerton (City 10). Two proposals are under serious consideration:
a. A series of six-lane "superstreets" linking all 10 Orange County cities between Mission Viejo and Fullerton.
b. A 10-lane freeway extension connecting Mission Viejo with Fullerton (which does not necessarily pass through all 10 cities).
Forecasts indicate that either proposal will improve north-south traffic flow through the county and ease
traffic congestion on other secondary streets. The proposed transportation corridors are depicted in the following network, including mileages between various Orange County cities.

Superstreets are estimated to cost taxpayers $\$ 500,000$ per mile to build, whereas each mile of freeway will cost $\$ 700,000$. Although many factors should be considered, if total cost is the primary consideration, which system would Orange County taxpayers prefer?

Problem 26


Orange County Transportation Corridors
27. AlaCom, a manufacturer of motherboards for personal computers, is opening a new manufacturing plant in Birmingham, Alabama. Once the boards have been manufactured at various areas in the plant, they will be transported to a packaging area, using an overhead conveyor belt system. A line in the system will be installed from each of the four production areas to a central switching station. From the switching station, the products will be rerouted along the main conveyor belt to the packaging area. Given the location of air conditioning, ventilation, and lighting systems in the plant, there are many possible configurations for the
design of the conveyor belt system from the switching station to the packaging area as shown in the figure for problem 27. Distances are in feet.

Each leg of the system will consist of two conveyor belts, one going in each direction. It will cost AlaCom $\$ 100$ per linear foot to install the conveyor belt in each direction. Additional costs include $\$ 18,000$ for each start station at the production area, $\$ 20,000$ for the finish station at the packaging area, and $\$ 52,000$ for the switching station. Given the possible choices for constructing the conveyor belt system, what is the minimum-cost conveyor belt system AlaCom can install?

Problem 27

28. Ithaca Delivery of Ithaca, New York, makes daily pickup/deliveries to four locations in the city and is interested in finding a route that will begin at its headquarters, make deliveries to all four locations, and return to its headquarters in the minimum amount of time. The network for problem 28 depicts the situation, giving the average driving times between each point.

What routing do you recommend if Cornell University is to be visited at the: (i) earliest time on the route; (ii) the latest time on the route. Hint: The problem is symmetric. An optimal solution in one direction is optimal in the reverse direction.

Problem 28

29. The College of Business and Economics at Minnesota State University is designing a local area network of computers that connect to the file server on the third floor of Langford Hall. This network will link together computers in smart classrooms, the dean's office, and two computer support labs. The network for problem 29
shows the costs of laying cable between possible computer connections.
a. How should the local area network be designed to minimize the total cost for Minnesota State University?
b. What will be its total cost?

Problem 29

30. PrimeBeef.com supplies four major restaurant chains (Ponderosa, Ranchero, Bar H, and TexMex) in the Oklahoma City area with top grade steaks prepared and stored in three warehouses located in the northern, southern, and western parts of the city. It receives orders over the Internet daily, and every morning at 6:30 A.M. deliveries are made to the restaurant locations. On July

23, PrimeBeef.com received orders of 2400 pounds from Ponderosa, 2000 pounds from Ranchero, 1600 pounds from Bar H, and 2800 pounds from TexMex. The following table gives the transportation costs per truckload from each PrimeBeef.com warehouse to each restaurant distribution location. Each truckload consists of 400 pounds. If PrimeBeef.com has 3200 pounds of
beef at each warehouse, how should it ship the beef from its warehouses to the restaurant distribution locations to minimize its total shipping cost?

|  | Ponderosa | Ranchero | Bar II | Tex Mex |
| :--- | :---: | :---: | :---: | :---: |
| North | $\$ 90$ | $\$ 55$ | $\$ 75$ | $\$ 75$ |
| South | $\$ 65$ | $\$ 90$ | $\$ 50$ | $\$ 65$ |
| West | $\$ 45$ | $\$ 45$ | $\$ 60$ | $\$ 35$ |

31. In an effort to increase sales, Wilbury Press has experimented with rotating its sales staff of business college textbooks among its six sales regions. Based on past performance, the table for problem 31 gives a computer model of projected revenues of sales (in $\$ 1000$ s) for the fall semester, based on assigning each book representative to each sales region. Using these projections, which book representatives should it send to each region to maximize its projected fall semester sales?

Problem 31

|  | North- <br> east | South- <br> east | Mid- <br> west | South- <br> west | West <br> Coast | Foreign |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Annie | 235 | 135 | 85 | 115 | 200 | 35 |
| Barhara | 285 | 155 | 50 | 123 | 201 | 75 |
| Curt | 335 | 238 | 99 | 146 | 253 | 85 |
| Marla | 250 | 149 | 104 | 130 | 192 | 18 |
| Gerri | 171 | 154 | 45 | 105 | 210 | 66 |
| Noreen | 290 | 132 | 85 | 115 | 222 | 56 |
| Phil | 288 | 187 | 77 | 134 | 185 | 27 |
| Steve | 212 | 101 | 111 | 100 | 225 | 44 |

32. Riosplash Sportswear is gearing up for the summer season. Its manufacturing season for bikinis is January through June, for sales to retail outlets from March through August. Because of the availability of temporary workers and fabric, manufacturing costs differ from month to month. The table for problem 32 gives the average production cost, the storage costs, the monthly production capacities, and the demands during each of the months from January to August per 1000 bikinis.

Problem 32

|  | Average. <br> Prod. <br> Cost | Storage <br> Cost <br> (first <br> month) | Storage <br> Cost (each <br> additional <br> month) | Prod. <br> Capacity | Demand |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Jan. | $\$ 8200$ | $\$ 125$ | $\$ 75$ | 12 | 3 |
| Feb. | $\$ 8800$ | $\$ 125$ | $\$ 75$ | 15 | 7 |
| Mar. | $\$ 8700$ | $\$ 135$ | $\$ 75$ | 18 | 14 |
| Apr. | $\$ 8900$ | $\$ 150$ | $\$ 75$ | 30 | 20 |
| May | $\$ 9000$ | $\$ 165$ | $\$ 75$ | 32 | 28 |
| June | $\$ 8500$ | $\$ 170$ | $\$ 75$ | 40 | 31 |
| July |  |  |  |  | 30 |
| Aug. |  |  |  | 8 |  |

Use a transportation model to determine an optimal production/storage/sales plan for bikinis at Riosplash Sportswear.
33. Tiffany Thair is an independent salesperson of medical supplies. On a particular day Tiffany must visit Children's Hospital, Dr. Rashid, Lakeview Pharmacy, and the County Medical Center. Tiffany, who has a dinner date at 7:00 P.M. and would like to be home by 5:00 P.M. to get ready, will leave her house at 9:00 A.M. She estimates she will have to spend one hour each at Children's Hospital and the County Medical Center, 30 minutes at Dr. Rashid's office, 45 minutes at the Lakeview Pharmacy, and she plans to take a one-hour lunch break. Given the table for problem 33 of estimated travel times (in minutes) between locations, will Tiffany be able to take a one-hour lunch break if she wants to be home by 5:00 P.M.?

Problem 33

|  | Children's <br> Hospital | Dr. Rashid | Lakeview <br> Pharmacy | County <br> Med. Center |
| :--- | :---: | :---: | :---: | :---: |
| Home | 33 | 69 | 57 | 75 |
| Children's |  | 85 | 78 | 99 |
| $\quad$ Hospital |  |  | 45 | 25 |
| Dr. Rashid |  |  |  | 80 |
| Lakeview |  |  |  |  |
| Pharmacy |  |  |  |  |

34. CompLounge Industries produces three different models of recliners. All three have a computer and keyboard installed in the left arm. Installed in the right arm, Model 234 has a telephone, Model 450 has a small refrigerator (for drinks), and Model 815 has a smaller refrigerator and a keypad that can be used as both a telephone and a remote control. The models are sold to retailers for $\$ 1500, \$ 2000$, and $\$ 2200$, respectively.

CompLounge produces some recliners itself but also contracts with independent manufacturers (Lazyman, Relaxer, and SeatComp) to fill its orders. The following table gives the cost to CompLounge for each model. For the upcoming month CompLounge has orders for 300 Model 234s, 250 Model 450s, and 500 Model 815 s.

|  | CompLounge | Laryman | Relaxer | SeatComp |
| :--- | :---: | :---: | :---: | :---: |
| Model 234 | $\$ 770$ | $\$ 850$ | $\$ 800$ | $\$ 900$ |
| Model 450 | $\$ 900$ | $\$ 1250$ | $\$ 1125$ | $\$ 1050$ |
| Model 815 | $\$ 1150$ | $\$ 1350$ | $\$ 1400$ | $\$ 1500$ |

a. If it takes roughly the same amount of time to produce each type of chair, and production capacities at the four plants are $400,375,275$, and 125 per month, respectively, how should production be scheduled at the plants this month? What is the minimum total cost to CompLounge? What will be its total profit?
b. Suppose that resources at the independent manufacturers (LazyMan, Relaxer, and SeatComp) are such that the maximum number of Model 450 s that can be produced are 75,100 , and 50 , respectively, and the maximum number of Model 815 s that can be produced are 125,150 , and 25 , respectively. Now, how should production be scheduled at the plants this month? What is the minimum total cost to CompLounge? What will be its total profit?
35. Socker Shoes manufactures "Made in the USA" sneakers at plants in Tallahassee, Florida, and Tucson, Arizona. The shoes are shipped weekly in truckloads from each of the two plants to four regional distribution warehouses located in Allentown, Pennsylvania, Gary, Indiana, Houston, Texas, and Riverside, California. Inventory at each warehouse is evaluated on a weekly basis, and forecasts of demands for additional shoes are faxed to Socker Shoe's management. This information determines the weekly production schedule for each plant and the shipping pattern between the plants and warehouses.

During the week of February 14, the following requests were received from the individual warehouses:

| Warchouse | Request |
| :--- | ---: |
| Allentown | 6000 |
| Gary | 8000 |
| Houston | 9000 |
| Riverside | 15,000 |

Each plant can produce up to 19,000 pairs of shoes for the week, and production costs for a pair of shoes are the same at each plant. The shoes are shipped via truck in lots of 1000 pairs. The forecasted shipping cost per truckload from each plant to each warehouse is given in the table for problem 35.

Problem 35 Shipping Cost per Truckload

|  | To |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| From | Allentown | Cary | Houston | Riverside |
| Tallahassee | $\$ 2500$ | $\$ 2800$ | $\$ 2200$ | $\$ 3500$ |
| Tucson | $\$ 3000$ | $\$ 2900$ | $\$ 2200$ | $\$ 1800$ |

a. For the week of February 14, how many pairs of shoes should be produced in Tallahassee? in Tucson?
b. What is Socker Shoes' minimum cost shipping pattern for the week of February 14? What will be the total shipping cost?
36. Consider the Socker Shoe situation in problem 35.
a. What is the largest value for the shipping cost from Tucson to Riverside for which this solution remains optimal?
b. Suppose that the maximum weekly production capacity at each plant was 15,000 instead of 19,000 . What is the new minimum cost shipping pattern? What are the ramifications of this situation? Do you think this minimum cost solution is tolerable? Explain.
c. Suppose that weekly production capacity is 25,000 at Tallahassee and 25,000 at Tucson. What is the new optimal shipping pattern? How should production be scheduled between the two plants? Does this seem practical and sensible from a management point of view?
37. Consider the Socker Shoe situation in problem 35. Suppose Socker decided to locate a plant in Juarez, Mexico, which is also capable of producing 19,000 pairs of shoes per week. (It will therefore change the "Made in the USA" slogan to "Made in North America.")

Mexican drivers' wages and benefits are lower, a factor that has been taken into account in the following estimates of the shipping cost (per truckload) from Juarez to the warehouse distribution centers:

To
Allentown Gary Houston Riverside
From
Juarez $\quad \$ 2800 \quad \$ 2400 \quad \$ 2000 \quad \$ 1500$
a. Suppose a tariff of $\$ 2$ per pair of shoes from Mexico exists. If this plant were in operation, what is the effect on the production schedule for the week of February 14 given that production costs per shoe are the same for the Juarez plant as for the Tallahassee and Tucson plants?
b. Mexican production costs are substantially lower than U.S. costs, for both labor and material. Estimates indicate that overall production costs in Mexico are only $40 \%$ of U.S. costs. Currently, it costs roughly $\$ 5.00$ to produce each pair of sneakers in the United States. Considering both the tariff costs and the savings in production costs, what would be the effect on the production schedule for the week of February 14?
c. Suppose that under union contract, Socker Shoe has agreed to produce at least 30,000 pairs of sneakers each week in the United States. Modify your formulation of part $b$ and express the results in a transportation format. Solve for the optimal production and shipping schedule for the week of February 14.
d. Under the North American Free Trade Agreement (NAFTA), all tariffs between Mexico and the United States will be eliminated. At the same time, Mexican wages should rise. Assume that the increase in driver wages would add $\$ 400$ per truckload to the figures given above. To what level (in terms of the percentage of U.S. production costs) would Mexican production costs have to rise for there to be no difference between producing all the units in the United States and producing some units in Mexico?
38. Red Tag Maintenance Corporation runs a "fixed fee" repair operation using seven independent repair people. Its motto is: "We do it right for less!" Red Tag's policy is to quote, over the phone, a fixed fee for the service, plus parts and taxes. Thus it is in their best interest to

- assign repair people to services so that the total cost is minimized. Because of the various skill levels of the individual repair persons and the locations of the service calls, different costs will be accrued by Red Tag for the various service/repair person assignments.

On Thursday morning six service calls were waiting when the company opened for business. Given the location of the job and the type of repair, the computer generated the job cost estimates in the table for problem 38. (An " X " means the repair person is not capable of doing this repair.)
a. Which repairman should be assigned to each service call? What will be the total cost to Red Tag?
b. If Red Tag wants to make a $30 \%$ profit on each service, how much should it quote for each individual repair? What will be Red Tag's profit on these six service calls?

Problem 38

|  | Washer | Dishwasher | Air Conditioner | Toilet | Refrigerator | Stove |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Alice | $\$+0$ | $\$ 45$ | $\$ 250$ | $X$ | $\$ 125$ | $\$ 80$ |
| Bob | $\$ 50$ | $\$ 50$ | $\$ 275$ | $\mathbf{X}$ | $\$ 95$ | $\$ 150$ |
| Chuck | $\$ 35$ | $\$ 35$ | $\$$ | $\mathbf{X}$ | $\$ 125$ |  |
| Darren | $\$ 25$ | $\$ 60$ | $\$ 190$ | $\$ 75$ | $\$ 100$ | $\$ 1(0)$ |
| Ellen | $\$ 20$ | $\$ 30$ | $\$ 200$ | $\$ 50$ | $\$ 180$ | $\$ 145$ |
| Francisco | $\$ 40$ | $\$ 40$ | $\$ 180$ | $\$ 8()$ | $\$ 1+0$ | $\$ 130)$ |
| George | $\$ 50$ | $\$ 25$ | $X$ | $X$ | $\$ 130$ | $\$ 115$ |

39. TransClobal Airlines (TGA), based in New York City, is a charter airline with seven pilots. In assigning routes, the most senior pilot chooses first, then the next most senior, and so on. TGA discovered, however, that some pilots had very little preference, while others cared a great deal about which route they were assigned. Hence, a senior pilot sometimes selected a route that a more junior pilot would have preferred, even though the senior pilot was ambivalent about his or her choice.

As a result of complaints from some of the junior pilots, TGA is considering implementing a new policy. Each pilot, regardless of seniority, would rate in
numerical order his or her five most preferred cities as well as standby and vacation preference. (Each period, one pilot is on standby and another pilot is on vacation.) TGA would then create a schedule that maximizes overall pilot satisfaction (giving the lowest total overall preference value).
a. Given the rankings in the table for problem 39 submitted by the pilots for the current scheduling period, what schedule should be assigned?
b. The pilots are listed in order of seniority. Explain why Captain Smith and Captain Jones, the two most senior pilots, are particularly upset with this period's schedule.

|  | Route |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | London | Paris | Moscow | Hawaii | Cokyo | Standby | Vacation |
| Captain Smith | 1 | 2 | 5 | 3 | 4 | 6 | 7 |
| Captain Jones | 2 | 1 | 7 | 3 | 6 | 4 | 5 |
| Captain Heinz | 7 | 2 | 6 | 3 | 4 | 5 | 1 |
| Captain Chang | 2 | 1 | 6 | 4 | 7 | 5 | 3 |
| Captain Wells | 1 | 3 | 7 | 2 | 4 | 6 | 5 |
| Captain Blinn | 2 | 3 | 7 | 1 | 6 | 5 | 4 |
| Captain Klein | 5 | 4 | 7 | 3 | 2 | 6 | 1 |

40. Consider the TGA situation in problem 39. When TGA attempted to schedule pilots using the new policy, it found that there can be many options for the total minimal ranked schedulc. Furthermore, sometimes the most senior pilots are relegated to routes they truly do not prefer, while more junior pilots receive their first choice. Another problem is that such a ranking procedure does not show the depth of displeasure between one route and the next. For example, Captain Smith may be relatively indifferent to the London and Paris routes but certainly prefers either to Hawaii (his third choice).

In an effort to take seniority into account, a young management consultant has suggested another method. Each pilot would receive 10 points for each year of service
to distribute in any manner among the five routes, standby, and vacation. Suppose this method yielded the point scores for this period shown in the table for problem 40.
a. Construct a lost opportunity matrix from these points by replacing the numbers in each column by the difference between the numbers and the maximum number in the column.
b. Solve the optimal assignment using this approach.
c. Why is Captain Smith still unhappy? How could Captain Smith be assured of always getting his first preference using this approach?
d. List some other potential pitfalls that might occur using this approach. Suggest other approaches that might be fairer.

Problem 40

|  | Route |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | London | Paris | Moscow | Hawaii | Tokyo | Standl)y | Vacation |
| Captain Smith | 115 | 115 | 0 | 0 | 0 | 0 | 0 |
| Captain Jones | 50 | 150 | 0 | 10 | 0 | 0 | 0 |
| Captain Heinz | 0 | 50 | 0 | 50 | 50 | 0 | 50 |
| Captain Chang | 75 | 100 | 0 | 0 | 0 | 0 | 15 |
| Captain Wells | 160 | 0 | 0 | 0 | 0 | 0 | 0 |
| Captain Blinn | 0 | 0 | 0 | 80 | 0 | 0 | 0 |
| Captain Klein | 20 | 10 | 10 | 1 | + | 3 | 2 |

## CASE STUDIES

CASE 1: Kaybee Amusements, Inc.

Kaybee Amusements, Inc. is developing a theme park for the city of Baton Rouge, Louisiana. It is tentatively titled Heritageland; the concept is to build theme areas based on heritages common to six of the cultures that have influenced the Southern and Midwestern regions of the United States: (1) English; (2) French; (3) Spanish; (4) African; (5) German; and (6) Native American. Each of the six theme areas will have a theme restaurant, a cultural center with a $360^{\circ}$ theater, a stage show pavilion, and amusement attractions. In addition, the park will include a main plaza area with a multicultural atmosphere and a parking lot.

The following map of the park includes all pedestrian corridors between the theme areas, the plaza, and the parking lot. Distances are in feet.

One of the proposed attractions is the Far West Strectcar Line, which, for a fee, will transport visitors in strect-


## LCASE 2: GSA Industries

GSA Industries produces four models of prefabricated housing units in each of two locations: one in El Cajon, California, the other in Elkhart, Indiana. The manufactured houses are transported to regional distribution centers in Phoenix, Nashville, and Miami. Because of current economic conditions, GSA is able to sell all the units it manufactures during the year. The following table gives the outstanding orders for the year as well as the production plan GSA has approved for the Elkhart, Indiana, plant.
cars powered by underground cables. Because of costs, the park will only run seven streetcars, each starting in one theme area, traversing to a second area, and then returning to the original one through the same corridor. Each streetcar ride will move directly down the center of the pedestrian corridor running between the two theme areas. Kaybee would like to use the minimal distance of underground cable while enabling patrons to travel to any theme area, the plaza, and the parking lot via street cars.

For those who prefer a more modern form of transportation, a monorail system will be constructed to provide transportation among all areas. The system will consist of two circuitous routes. One will include the parking lot, the Main Plaza, and the Spanish, French and Native American pavilions. The other will link the parking lot, the Main Plaza, and the English, German, and African pavilions. The links for the monorail system among areas will be constructed directly above pedestrian corridors. To conserve costs, the monorail lines should be constructed to minimize distance.

Finally, for those who prefer walking (or do not wish to pay for the other modes of transportation within the park), the park will provide every visitor with a welcome brochure. One page in the brochure will be a map, including directions showing the visitor how to get "From Here to There" in the shortest walking distance.

Prepare a report for Kaybee Amusements suggesting the design of the most cost-cffective strectcar and monorail routes. Also provide the copy for the page entitled "From Here to There" in the welcoming brochure that gives visitors the routes of shortest distance between any two theme areas, the plaza, and the parking lot.

## - i,

Orders and Production Quantities at Elkhart, Indiana

|  | Model |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Picket <br> Fence | Town | House | Stream |
| Strean | Presidente |  |  |  |
| Phoenix | 50 | 60 | 60 | 90 |
| Nashville | 80 | 60 | 30 | 20 |
| Miami | 75 | 90 | 85 | 90 |
| Production at | 100 | 75 | 75 | 120 |
| $\quad$Elkhart Plant |  |  |  |  |

The El Cajon plant is being reconfigured for this year's models. 'The plant consists of four separate buildings, each of which will produce a different model. The number of prefabricated houses that can be produced in a building depends on many factors, including the size and shape of the building and the existing production facilities. The accompanying table gives the estimated production quantities of each model.

For example, if Building 1 is used to produce the Picket Fence Model, 30 such models can be produced; if it is used to produce the Town House model, 25 such models can he produced, and so on. Because of the design of Building 3, no El Presidente models can be produced in Building 3.

| Production Levels |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Model |  |  |  |
|  | Picket | Town | Cientle | El |
|  | Fence | House | Stream | Presidente |
| Building 1 | 30 | 25 | 20 | 10 |
| Building 2 | 60 | 55 | 50 | 45 |
| Building 3 | 40 | 35 | 30 | N/A |
| Building 4 | 95 | 85 | Sce text | 65 |

These production quantities were determined by analyzing the rate at which various subassemblies can be manufactured and passed along to the next operation. The production of the subassemblies has constraining capacities. A network representation for the Gentle Stream model in Building 4 is shown below.

The gross profit per unit (excluding transportation costs and fixed labor and overhead cost) for GSA is given in the following table.

Gross Profit per Unit

| Model | Gross Profit |
| :--- | :---: |
| Picket Fence | $\$ 9,600$ |
| Town House | $\$ 11,520$ |
| Gentle Stream | $\$ 15,360$ |
| El Presidente | $\$ 19,200$ |

Unit transportation charges from either the Elkhart, Indiana, plant or the El Cajon plant are independent of the model shipped. Thus, each model has exactly the same transportation cost between a particular pair of cities. The following unit transportation costs have been determined for the Elkhart, Indiana, plant.

Unit Transportation Costs
from Elkhart, Indiana

| To | Cost |
| :--- | :---: |
| Phoenix | $\$ 1,+50$ |
| Nashville | $\$ 725$ |
| Miami | $\$ 2,500$ |

The unit transportation costs from El Cajon depend on the mode and time of transportation. Various truck, rail, and boat routes are available under contract to GSA. These are summarized in the table at the top of the next page. The cost of changing modes of transportation at a city (rail to truck, truck to rail, or truck to ship) is $\$ 250$ per vehicle.


Building 4 Subassembly Capacities for Gentle Stream Model

Shipping Routes

|  | To | No. of <br> Days | Cost/Day |
| :--- | :--- | :---: | :---: |
| From | (1) |  |  |
| Truck Routes | Phoenix | 1 | $\$ 375$ |
| El Cajon | Dallas | 3 | $\$ 300$ |
| El Cajon | Rapid City | 2 | $\$ 250$ |
| Phoenix | Oklahoma City | 2 | $\$ 175$ |
| Phoenix | New Orleans | 1 | $\$ 300$ |
| Dallas | Chicago | 3 | $\$ 325$ |
| Rapid City | Oklahoma City | 2 | $\$ 250$ |
| Rapid City | Nashville | 4 | $\$ 200$ |
| Rapid City | Nashville | 2 | $\$ 300$ |
| Chicago | Raleigh | 3 | $\$ 375$ |
| Chicago | New Orleans | 3 | $\$ 225$ |
| Oklahoma City | 4 | $\$ 300$ |  |
| Oklahoma City | Nashville | 4 | $\$ 200$ |
| Oklahoma City | Raleigh | 5 | $\$ 350$ |
| Nashville | Miami | 3 | $\$ 250$ |
| Raleigh | Miami | 4 |  |
| Rail Routes |  |  |  |
| El Cajon | Phoenix | 2 | $\$ 250$ |
| El Cajon | Dallas | 4 | $\$ 350$ |
| Phoenix | Rapid City | 3 | $\$ 175$ |
| Chicago | Nashville | 3 | $\$ 200$ |
| Chicago | Raleigh | 4 | $\$ 225$ |
| Oklahoma City | Ralcigh | 3 | $\$ 250$ |
| Raleigh | Miami | 3 | $\$ 300$ |
| Boat Routes |  |  |  |
| New Orleans | Miami | 4 | $\$ 400$ |

Fixed labor costs at both plants combined are expected to be $\$ 3$ million; other overhead is estimated to be $\$ 2$ million.

Prepare a report for GSA that analyzes the El Cajon operation in light of previous commitments at the Elkhart, Indiana, plant. Analyze:

1. The maximum production capacity of the Gentle Stream model at Building 4 in El Cajon.
2. Which building should produce which model at the El Cajon plant in order to maximize gross profit. (Ignore transportation costs in this analysis and discuss why this is probably valid with this particular set of data. Discuss how the model would change if it were not valid.)
3. The minimal total transportation costs from El Cajon to each of the distribution cities. (Discuss any time implications of your recommendation.)
4. The allocation of each housing model from each production city to each distribution city.
5. The net profit for the company for the year.

## LCASE 3: The Sandy Company ${ }^{1}$

The Sandy Company is an excavation company located in southwestern Colorado. In recent months, the company has expanded its activities, purchased several new bulldozers, and sought out new contracts. This past week it successfully obtained a contract for a new project to begin on July 15. The contract involves excavation at four separate sites in the area: (1) Los Bungalos, (2) Buffalo Valley, (3) Parker Falls, and (4) Upper Lufferton.

A major cost faced by the Sandy Company is the transportation of bulldozers from their sites at the three storage locations of Groveton, High Point, and Grand River along some very narrow construction roads to the excavation sites. The bulldozers will be transported by the Emmons Company using commercial trailers specifically designed for this purpose. The transportation cost per

[^27]bulldozer is $\$ 200$ plus $\$ 6$ per mile from any storage location to any excavation site.

The four sites require a total of 21 bulldozers: five at Los Bungalos; six at Buffalo Valley; six at Parker Falls; and four at Upper Lufferton. Thus the fixed cost, over which the Sandy Company has no control, is $\$ 4200$ each way ( $=21 \times \$ 200$ ). The company must determine the most efficient routes to travel from each of the storage sites to the excavation sites and how many bulldozers it wishes to transport from each storage site to each excavation site.

The Sandy Company has 24 bulldozers: eight at Groveton; nine at High Point; and seven at Grand River. The bulldozers must be returned to their original sites. A map detailing the distances between junction points of the construction roads and between the storage sites and the excavation sites follows. Complicating the process is the possibility that the project will not be completed until late October. By that time snow could make certain roads

impassable. In particular, the roads between Grand River and Junction 4, and between Junction 13 and Los Bungalos are very susceptible to closure. In addition, a new 70-mile construction road between Junction 2 and Junction 15 may be open.

Prepare a report that includes the following.

1. The minimum cost distribution and transportation plan to the excavation sites under current conditions
2. Given that the bulldozers have been allocated as in (1), a minimum cost return transportation plan under each of the eight possible sets of conditions:

| Grand River- | Function 13- | Function 2- |  |
| :---: | :---: | :---: | :---: |
| Function 4 | Los Bungalos | Function 15 |  |
| Open | Open | Closed | (Current) |
| Open | Open | Open |  |
| Open | Closed | Closed |  |

Grand River-
function 4
Open
2. Open
3. Open

## 7unction 13-

Open
Closed

Grand River- Function 13- Function 2function 4 Los Bungalos Junction 15
4. Open
5. Closed Open Closed

Closed
Open
6. Closed Open Open
7. Closed Closed Closed
8. Closed Closed Open
3. An analysis of the situation in which Sandy knows in advance that both the Grand River-Junction 4 road and the Junction 13-Los Bungalos road will be closed on the return trip (i.e., suppose the roads automatically close on October 1). Recommend a minimum cost distribution and transportation plan for both the case in which the Junction 2-Junction 15 road is open and the case in which it is closed (cases 7 and 8).
(Hint: Since the bulldozers must be returned to their original sites, round-trip mileages must now be considered.)

## Project Scheduling Models

Chapter


DURING THE LAST week of April 1992, the worst riots in recent U.S. history occurred in south central Los Angeles. Within a three-day period, hundreds of businesses were damaged or destroyed. Among them was a local Taco Bell restaurant.

To demonstrate its commitment to the people of the community, Taco Bell (http://www.tacobell.com) pledged to rebuild and reopen the restaurant in record time. On Tuesday, June 9, 1992, Taco Bell began a crash project to construct a new restaurant on the same site as the one devastated by the riots. At 10:00 A.M. on Thursday, June 11 , just 48 hours later, construction of the restaurant was completed, and the first taco was sold.

Less than two years later, in January 1994, another disaster struck the Los Angeles area. An earthquake measuring 6.7 on the Richter scale devastated homes, businesses, and property. Several freeways, including the Santa Monica Freeway, the most heavily traveled in the world, were severely damaged, as concrete cracked and bridges tumbled.

Roadways had to be repaired, and bridges and overpasses retrofitted to meet earthquake standards. In only three months, more than two months ahead of what many had considered to be an overly optimistic schedule, the repair work was completed and the freeway was reopened. Because the project was completed well ahead of schedule, the federal government covered all cbsts, and contractors were awarded $\$ 15$ million in bonuses for their efforts.

The positive outcomes in both of these cases were accomplished with considerable coordination and management of the numerous individual tasks that had to be performed. Response to a disaster, of course, is only one area in which project planning plays a crucial role. New product development, manufacture of existing products, conference planning, audit design, and development of marketing campaigns are just some of the many areas in which careful project planning is essential.

### 5.1 Introduction to Project Scheduling

We can think of a project as a collection of tasks a person or firm desires to complete in minimum time or at minimal cost. For example, in painting the outside of a house a contractor must: (1) select color(s); (2) purchase paint; (3) clean existing siding; (4) mask windows; (5) spray paint large areas; (6) hand paint trim; and (7) clean up. Factors affecting the completion time might include the number of painters the contractor employs, the availability of the individual paint colors, and the square footage and special details of the house. The painting contractor's primary objective might be to finish painting the outside of the house in minimal time so that he can move on to another project, or at minimal total cost so that he will earn the maximum profit from his work.

The tasks of a project are called activities. Estimated completion times (and sometimes costs) are associated with each activity of a project. Activities can be defined broadly or narrowly, depending on the situation. For example, an activity involved in bringing a new play to Broadway might be "Hire Cast." Although this description is appropriate for some models, in other cases it might be beneficial to subdivide this part of the project into much narrower sets of activities, such as:
"Hold Auditions for Principal Characters"
"Arrange for Call-Back Auditions of Principal Characters"
"Cast Principal Characters"
"Hold Auditions for Extras"
"Cast Extras"
"Hold Preliminary Run-Through"
"Make Final Cast Selections"
The degree of detail depends on both the application and the level of specificity in the available time and cost data.

In any project, certain activities must be completed before others are started, whereas others may be completed simultaneously. For a Broadway play, "Hire Cast" certainly must precede "Dress Rehearsal," but "Dress Rehearsal" need not precede "Advance Ticket Sales," or vice versa. Determining an accurate set of precedence relations among the activities-that is, detailing which activities must precede others-is crucial to developing an optimal schedule for the individual activities.

The completion time for each activity, and, thus, the overall project completion time, is generally related to the amount of resources committed to it. In the opening vignette, the completion time of the Taco Bell restaurant could not have been reduced from its normal completion time of almost two months to its crash completion time of two days without spending extra money (on overtime wages and talented crews willing to work at night). And even though Taco Bell was committed to meeting a prepublicized deadline of 48 hours, it wished to do so at minimum total cost. Similarly, in the freeway repair problem, since contractors were offered a bonus of \$15 million for completing the repairs before a specified date, additional resources were committed to critical activities in the successful effort to meet this deadline. In both cases, the positive results did not just happen. Rather, each success was the result of careful and comprehensive project planning, scheduling, and monitoring.

## OBJECTIVES OF PROJECT SCHEDULING

Project scheduling is used to plan and control a project efficiently. Some of the objectives of project scheduling include:

- Determining a schedule of earliest and latest start and finish times for each activity that leads to the earliest completion time for the entire project
- Calculating the likelihood that a project will be completed within a certain time period
- Finding the minimum cost schedule that will complete a project by a certain date
- Investigating how delays to certain activities affect the overall completion time of a project
- Monitoring a project to determine whether it is proceeding on time and within budget
- Finding a schedule of activities that will smooth out the allocation of resources over the duration of the project

The above objectives can be accomplished using project scheduling approaches, such as PERT (Program Evaluation and Review Technique) and CPM (Critical Path Method). These methods, which were both developed in the mid1950s, use project networks to help schedule a project's activities. Although the distinction between the two techniques has blurred in recent years, PERT is generally regarded as a method that treats the completion time of the activities as random variables with specific probability distributions, whereas CPM assumes that the completion time of an activity is solely dependent on the amount of money spent to complete the activity.

Both PERT and CPM require the modeler to identify the activities of the project and the precedence relations between them. This involves determining a set of immediate predecessors for each activity. An activity's immediate predecessors are those jobs that must be completed just prior to the activity's commencement. A precedence relations chart identifies the separate activities of the project and their precedence relations. From this chart a PERT/CPM network representation of the project can then be constructed.

### 5.2 Identifying the Activities of a Project

To illustrate the concepts of project scheduling, consider the situation faced by Klone Computer, Inc.

## KLONE COMPUTERS, INC.

Klone Computers is a small manufacturer of personal computers which is about to design, manufacture, and market the Klonepalm 2000 palmbook computer. The company faces three major tasks in introducing a new computer: (1) manufacturing the new computer; (2) training staff and vendor representatives to operate the new computer; and (3) advertising the new computer.

When the proposed specifications for the new computer have been reviewed, the manufacturing phase begins with the design of a prototype computer. Once the design is determined, the required materials are purchased and prototypes manufactured. Prototype models are then tested and analyzed by staff personnel who have completed a staff training course. Based on their input, refinements are made to the prototype and an initial production run of computers is scheduled.

Staff training of company personnel begins once the computer is designed, allowing the staff to test the prototypes once they have been manufactured. After the computer design has been revised based on staff input, the sales force undergoes full-scale training.

Advertising is a two-phase procedure. First, a small group works closely with the design team so that once a product design has been chosen, the marketing team can begin an initial preproduction advertising campaign. Following this initial campaign and completion of the final design revisions, a larger advertising team is introduced to the special features of the computer, and a full-scale advertising program is launched.

The entire project is concluded when the initial production run is completed, the salespersons are trained, and the advertising campaign is underway. As a first step in generating a project schedule, Klone needs to develop a precedence relations chart that gives a concise set of individual tasks for the project and shows which other tasks must be completed prior to the commencement of each task.

## SOLUTION

The entire project can be represented by the ten activities-five manufacturing, three training, and two advertising-given in Table 5.1. For easy reference, each activity is designated by a letter symbol. ${ }^{1}$ After identifying the activities, we determine the immediate predecessors for each one using the reasoning in Table 5.2.

Table 5.1 Klonepalm 2000 Activity Description

|  | Activity | Description |
| :--- | :---: | :--- |
|  | A | Prototype model design |
| Manufacturing activities | B | Purchase of materials |
|  | C | Manufacture of prototype models |
|  | D | Revision of design |
|  | E | Initial production run |
| Training activities | F | Staff training |
|  | G | Staff input on prototype models |
|  | H | Sales training |
|  | I | Preproduction advertising campaign |
|  | J | Post-redesign advertising campaign |

These relations, along with Klone's estimates of the expected completion time for each activity (based on its past experiences manufacturing similar products), are summarized in the precedence relations chart shown in Table 5.3. We will use this chart to construct graphical representations of the project.

If each activity of the Klonepalm 2000 project were performed sequentially, ignoring the possibility that some of the activities of the project could be completed simultaneously, the estimated completion time of the project would be $90+15+5+20+21+25+14+28+30+45=293$ days. Since work on several of the activities can be underway at the same time, however, the time required to complete the project will be less than 293 days. The goal of the management science team is to schedule activities so that the entire project is completed in the minimal number of days.

[^28]Table 5.2 Immediate Predecessors for Klonepalm 2000 Activities

| Activity | Requirements | Immediate <br> Predecessors |
| :---: | :---: | :---: |
| Prototype design | No requirements | - |
| B <br> Purchase of materials | Materials can be purchased only after the prototypes have been designed (A). | A |
| Manufacture of prototypes | Materials must be purchased (B) before the prototypes can be manufactured. | B |
| $\begin{gathered} \text { D } \\ \text { Revision of design } \end{gathered}$ | Both prototype manufacturing (C) and staff input (G) must precede the design revision. However, since prototype manufacturing precedes staff input, it is not an immediate predecessor. | G |
| E <br> Initial production run | The production run can begin after the design has been revised (D). | D |
| $\begin{aligned} & \text { Staff training } \end{aligned}$ | Staff training begins after the prototype is designed (A). | A |
| G <br> Staff input on prototype | For staff input on prototypes, the prototype must be built ( $C$ ) and the staff trained ( $F$ ). | C,F |
| H Sales training | Salespersons can be trained immediately after the design revision (D). | D |
| Preproduction advertising campaign | The initial preproduction advertising campaign can begin as soon as the prototypes have been designed (A). | A |
| Post-redesign advertising campaign | The large-scale postproduction advertising campaign begins when the initial ad campaign has been completed (I) and the design has been revised (D). | D, I |

Table 5.3 Klonepalm 2000 Precedence Relations Chart

| Activity | Immediate Predecessors | Estimated Completion Time (days) |
| :---: | :---: | :---: |
| A | - | 90 |
| B | A | 15 |
| C | B | 5 |
| D | G | 20 |
| E | D | 21 |
| F | A | 25 |
| G | C,F | 14 |
| H | D | 28 |
| I | A | 30 |
| J | D,I | 45 |

## THE PERT/CPM NETWORK

PERT/CPM is one popular approach used in project scheduling. The PERT/CPM approach is based on a network representation that reflects activity precedence relations. As shown in the network in Figure 5.1, the nodes designate activities and their time duration, and the arcs define the precedence relations between the activities. When an activity immediately precedes one or more other activities, a directed arc is drawn from its node to each node representing one of the subsequent activities. Note that there is one arc for each distinct entry in the immediate predecessor column in Table 5.2.

FIGURE 5.1
PERT/CPM Network for the Klonepalm 2000 Project


### 5.3 The PERT/CPM Approach for Project Scheduling

Two primary objectives of PERT/CPM analyses are (1) to determine the minimal possible completion time for the project; and (2) to determine a range of start and finish times for each activity so that the project can be completed in minimal time. To illustrate how the above network can be used to achieve these objectives, let us return to the planning process faced by Klone Computers.

## KLONE COMPUTERS, INC. (CONTINUED)

Management at Klone Computers would like to schedule the activities of the Klonepalm 2000 project so that it is completed in minimal time. In particular, management wishes to know:

1. The earliest completion date for the project
2. The earliest and latest start times for each activity which will not alter this date
3. The earliest and latest finish times for each activity which will not alter this date
4. The activities that must adhere to a rigid fixed schedule and the activities that can possibly be delayed without affecting the project completion time.

## SOLUTION

The PERT/CPM approach for the Klonepalm 2000 computer project is illustrated by referring to the network developed for this problem in Figure 5.1. This is dynamically displayed on the PowerPoint slides on the accompanying CD-ROM.

## EARLIEST START/FINISH TIMESEARLIEST COMPLETION DATE

To determine the earliest start time (ES) and the earliest finish time (EF) for the activities, a forward pass is made through the network. We begin by evaluating all activities that have no immediate predecessors-in this case, only activity A. The ES for an activity with no predecessors is 0; its EF is simply the activity's completion time. Thus, for activity $\mathrm{A}, \mathrm{ES}(\mathrm{A})=0, \mathrm{EF}(\mathrm{A})=90$.

We then proceed by selecting any node for which the EF of all its immediate predecessors has been determined-in this case B, F, and I. Since all of an activity's immediate predecessors must be completed before the activity can begin, the

ES for this activity is the maximum of the EFs of its immediate predecessors. Its EF then equals its ES plus the time to complete the activity. Since activities B, F, and I require only the completion of activity A , and since the activity completion times for activities B, F, and I are 15,25 , and 30 , respectively, we conclude:

$$
\begin{array}{ll}
\mathrm{ES}(\mathrm{~B})=90 & \mathrm{EF}(\mathrm{~B})=90+15=105 \\
\mathrm{ES}(\mathrm{~F})=90 & \mathrm{EF}(\mathrm{~F})=90+25=115 \\
\mathrm{ES}(\mathrm{I})=90 & \mathrm{EF}(\mathrm{I})=90+30=120
\end{array}
$$

Since activity B is the immediate predecessor for activity C and $\mathrm{EF}(\mathrm{B})=105$, we now can conclude:

$$
\mathrm{ES}(\mathrm{C})=105 \quad \mathrm{EF}(\mathrm{C})=105+5=110
$$

Now consider activity G. Both activity C (with earliest finish time of 110) and activity F (with earliest finish time of 115) are immediate predecessors of activity G. Since both must be completed before activity G can commence, the earliest start time for activity G is the maximum of the earliest finish times for activities C and F :

$$
\operatorname{ES}(\mathrm{G})=\operatorname{MAX}(\mathrm{EF}(\mathrm{C}), \operatorname{EF}(\mathrm{F}))=\operatorname{MAX}(110,115)=115
$$

and,

$$
\mathrm{EF}(\mathrm{G})=115+14=129
$$

Hence we see that the following relationships exist when calculating ES and EF times.

> Earliest Start/Finish Time for an Activity
> ES $=$ MAXIMUM EF of all its immediate predecessors
> $E F=E S+$ (Activity Completion Time)

We now repeat this process until all nodes have been evaluated. This gives us a schedule of earliest start and finish times for each activity. The maximum of the EF times of all nodes is the earliest completion time for the project. The sequence of calculations that determine these times is given in Table 5.4. The maximum of EF times, 194, is the estimated completion time of the entire project.

TABle 5.4 Sequence of ES and EF Calculations

| Activity | Immediate Predecessors (EF) | ES | EF |
| :---: | :---: | ---: | ---: |
| A | - | 0 | $0+90=90$ |
| B | A (90) | 90 | $90+15=105$ |
| F | A (90) | 90 | $90+25=115$ |
| I | B (105) | 90 | $90+30=120$ |
| C | C (110), F (115) | 105 | $105+5=110$ |
| G | G (129) | 115 | $115+14=129$ |
| D | D (149) | 129 | $129+20=149$ |
| E | D (149) | 149 | $149+21=170$ |
| H | D (149), I (120) | 149 | $149+28=177$ |
| J |  | 149 | $149+45=194$ |

FIGURE 5.2
Earliest Start and Finish Times for the Klonepalm 2000 Project

The ES and EF for each activity are represented on the PERT/CPM network by a pair of numbers above the node representing the activity, as shown in Figure 5.2.


## LATEST START/FINISH TIMES

To determine the latest start time (LS) and latest finish time (LF) for each activity which allows the project to be completed by its minimal completion date of 194 days, a backwards pass is made through the network. We begin by evaluating all activities that have no successor activities. These are activities E, H, and J, which have completion times of 21,28 , and 45 , respectively. The LF for each of these activities is the minimal project completion time ( 194 days). The LS for each of these activities is determined by subtracting the corresponding activity's duration from its LF value. Thus,

$$
\begin{array}{ll}
\mathrm{LF}(\mathrm{E})=194 & \mathrm{LS}(\mathrm{E})=194-21=173 \\
\mathrm{LF}(\mathrm{H})=194 & \mathrm{LS}(\mathrm{H})=194-28=166 \\
\mathrm{LF}(\mathrm{~J})=194 & \mathrm{LS}(\mathrm{~J})=194-45=149
\end{array}
$$

Continuing the backwards pass through the network, we see that activity J is the only successor activity to activity I. Activity I must therefore be finished in time to start activity by activity J's latest start time:

$$
\mathrm{LF}(\mathrm{I})=\mathrm{LS}(\mathrm{~J})=149
$$

Thus,

$$
\operatorname{LS}(\mathrm{I})=149-30=119
$$

Activity D, however, is the predecessor to three activities (E, H, and J). Hence it must be finished in time to start each of these activities by their LS times. That is, activity D must be finished in time to start activity E by day 173, in time to start activity H by day 166 , and in time to start activity J by day 149 . For all three of these conditions to be met, activity D must be finished by day 149 , that is,

$$
\operatorname{LF}(\mathrm{D})=\operatorname{MIN}(\mathrm{LS}(\mathrm{E}), \operatorname{LS}(\mathrm{H}), \operatorname{LS}(\mathrm{J}))=\operatorname{MIN}(173,166,149)=149
$$

Thus,

$$
L S(D)=149-20=129
$$

From this discussion we see that the following relationships exist for calculating LF and LS times for any activity.

> Latest Start/Finish Times for an Activity
> $L F=$ MINIMUM LS of all immediate successor activities
> $L S=L F-$ (Activity Completion Time $)$

We repeat this process until all nodes have been evaluated, as shown in Table 5.5.

TAble 5.5 Sequence of LF and LS Calculations

| Activity | Immediate Successors (LS) | LF | LS |
| :---: | :---: | :---: | :---: |
| J | - | 194 | $194-45=149$ |
| H | - | 194 | $194-28=166$ |
| E | - | 194 | $194-21=173$ |
| I | J (149) | 149 | $149-30=119$ |
| D | E (173), H (166), J (149) | 149 | $149-20=129$ |
| G | D (129) | 129 | $129-14=115$ |
| C | G (115) | 115 | $115-5=110$ |
| F | C (115) | 115 | $115-25=90$ |
| B | B (95), F (90), I (119) | 110 | $110-15=95$ |
| A | 90 | $90-90=$ |  |

We denote the LS and LF for each activity on the PERT/CPM network by placing these numbers below the corresponding node representing it. Figure 5.3 is a complete network representation showing both the earliest and latest start and finish times for the Klonepalm 2000 project.

FIGURE 5.3
Earliest/Latest Start and Finish Times for the Klonepalm 2000 Project


## THE CRITICAL PATH AND SLACK TIMES

In the course of completing a project, both planned and unforeseen delays can affect activity start or completion times. For example, revising the design of the computer (activity D), which is scheduled to take 20 days, may actually require 30
days. Or management may have to delay the start of sales training (activity H) by five days because the firm's training classroom might have been previously booked for another function. Some of these delays affect the overall completion date of the project; others may not.

To analyze the impact of such delays on the project, we determine the slack time for each activity. Slack time is the amount of time an activity can be delayed from its ES without delaying the project's estimated completion time. It is calculated by subtracting an activity's ES from its LS (or its EF from its LF). This value for an activity's slack time assumes that only the completion time of this single activity bas been changed and that there are no other delays to activities in the project. Table 5.6 details the slack time calculations for each activity in the Klonepalm 2000 project.

Table 5.6 Slack Times

|  |  |  | (A) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Activity B: | Slack (B) |  | ES(B) |  |  |  |  |  |  |
| Activity C: | Slack (C) | $=$ L | (C) |  |  |  |  |  |  |
|  | Slack (D) | $=L S(D$ | ES(D) |  |  |  |  |  |  |
|  | Slack (E) | $=L S(E)$ | ES( |  |  |  |  |  |  |
| Activity F: | Slack (F) |  | - ES(F) |  |  |  |  |  |  |
| Activity G | Slack (G) | $=$ | - |  |  |  |  |  |  |
|  | Slack (H) | $=L S(H)$ | - ES(H) |  |  |  |  |  |  |
|  | Slack (I) | $=\mathrm{LS}(\mathrm{I})$ | - ES(I) |  |  |  |  |  |  |
| Activity J: | Slack (J) | $=\mathrm{LS}(\mathrm{J})$ | - ES(J) |  |  |  |  |  |  |

When an activity has slack time, the manager has some flexibility in scheduling and may be able to distribute the workload more evenly throughout the project's duration without affecting its overall completion date. This is especially important in projects with limited staff or resources. The concept of resource leveling is discussed in more detail in Section 5.7.

Activities that have no slack time (activities A, D, F, G, and J) are called critical activities. These activities must be rigidly scheduled to start and finish at their specific ES and EF times, respectively. Any delay in completing a critical activity will delay completion time of the entire project beyond 194 days by the corresponding amount.

> Slack Time/Critical Activities
> Slack time for an activity $=\mathrm{LS}-\mathrm{ES}$ or $\mathrm{LF}-\mathrm{EF}$.
> Critical activities are those with slack time $=0$.

As Figure 5.4 illustrates, these critical activities form a path, called a critical path, through the network. The sum of the completion times of the activities on the critical path is the minimal completion time for the project $(90+25+14+20+$ $45=194)$. Because it consists of the sequence of activities that cannot be delayed without affecting the earliest project completion date, the critical path is actually the longest path in the directed network. Summarizing, for the Klonepalm 2000 project, we have:

FIGURE 5.4
Critical Path for the Klonepalm 2000 Project: A-F-G-D-J


It is possible to have more than one critical path in a PERT/CPM network. For example, if the completion time of activity I had been 59 days rather than 30 days, both its earliest and latest start times would be 149. Thus, a second critical path giving a total completion time of 194 days would have consisted of activities A, I, and J.

## Critical Path

1. The critical activities (activities with 0 slack) form at least one critical path in the network.
2. A critical path is the longest path in the network.
3. The sum of the completion times for the activities on the critical path gives the minimal completion time of the project.

## ANALYSIS OF POSSIBLE DELAYS

The ES, EF, LS, LF, and slack for each activity are frequently condensed into a single chart, known as an activity schedule chart (see Table 5.7).

Table 5.7 Activity Schedule Chart: Klonepalm 2000 Project

| Activity | ES | EF | LS | LF | Slack |
| :---: | ---: | ---: | ---: | ---: | ---: |
| A | 0 | 90 | 0 | 90 | 0 |
| B | 90 | 105 | 95 | 110 | 5 |
| C | 105 | 110 | 110 | 115 | 5 |
| D | 129 | 149 | 129 | 149 | 0 |
| E | 149 | 170 | 173 | 194 | 24 |
| F | 90 | 115 | 90 | 115 | 0 |
| G | 115 | 129 | 115 | 129 | 0 |
| H | 149 | 177 | 166 | 194 | 17 |
| I | 90 | 120 | 119 | 149 | 29 |
| J | 149 | 194 | 149 | 194 | 0 |

Using this chart and the PERT/CPM network, we can analyze the effect of possible delays in individual activities on the completion time of the entire project.

## SINGLE DELAYS

A delay in a single critical activity will result in an equivalent delay in the entire project. For example, if activity D, a critical activity with no slack, were delayed six days, the entire project would be delayed six days.

A delay in a noncritical activity will only delay the project by the amount the delay exceeds the activity's slack; a delay less than the slack time of the activity will not affect the project completion time. For example, since activity B has a slack of five days (as shown in the activity chart), delaying it by four days will not delay the entire project, while delaying it by seven will delay the project by $7-5=2$ days.

## MULTIPLE DELAYS

When there is a delay in starting or finishing more than one activity, the activity chart must be complemented by the PERT/CPM network representation to carry out the analysis. Let us consider three cases in which completion of two noncritical activities is delayed.

CASE 1: Activities E and I are each delayed 15 days. From the activity chart we see that activity E has a slack time of 24 days and activity I has a slack time of 29 days. Thus, if either were delayed 15 days individually, the overall project completion date would be unaffected. But we must determine whether the delay in one of these activities will result in the added delay in the start of the other. From the PERT/CPM network (Figure 5.3) we see that there is no path from activity E to activity I. Hence, the completion time of activity E will have no effect on the completion time of activity $I$, and vice versa.
PROJECT DELAY: 0 days.
CASE 2: Activity $B$ is delayed 4 days and activity $E$ is delayed 15 days. Again, if either of these delays occurred individually, the project would not be delayed. From the PERT/CPM network we see that since activity B has five days of slack, this delay does not affect the start and finish dates of activities $G$ and $D$ on the critical path. Thus, activities G and D can be completed on time, and, since activity E has 24 days of slack time, a delay of 15 days will not affect the minimum completion time of the project.
PROJECT DELAY: 0 days.
CASE 3: Activity B is delayed 4 days and activity $C$ is delayed 4 days. Once again, if only one of these delays occurs, the completion time of the entire project is not affected. However, as we see in Figure 5.5, if activity B is delayed 4 days, its EF is now 109 instead of 105 . Thus the ES for activity C is now 109. Adding the normal completion time of five days plus the four-day delay for activity C, we see that its EF is now 118. Since the original LF for activity C is 115 , there is a delay in the overall project completion time.
PROJECT DELAY: 118 - $115=3$ days.
In each of these three cases, two noncritical activities are simultaneously delayed but by less than their slack times. How do these cases differ? In Case 1, there is no path linking the two activities; hence, delaying one does not affect the other. In Case 2, the noncritical activities are on the same path but are separated

FIGURE 5.5
Case 3: Multiple Delays along the Critical Path

by a critical activity. In both cases, the overall project completion date does not change.

In Case 3, however, the two noncritical activities are on the same path and are not separated by a critical activity. Here, a delay in one of the activities reduces the slack time available for the others on the path because activities along a noncritical path "share" the available slack time. In this case, further investigative analyses are required to accurately determine the total effect on the entire project.

Most projects of any size are solved using software specifically designed for project scheduling. When multiple delays are incurred, the easiest way to determine the effect to the project completion time and the critical path is simply to reenter the updated information and re-solve the model.

### 5.4 A Linear Programming <br> Approach to PERT/CPM

Given the estimated completion times for each activity and the immediate predecessor relationships, PERT/CPM networks can actually be modeled and solved as linear programs. One way to do this is to define variables $\mathrm{X}_{\mathrm{A}}, \mathrm{X}_{\mathrm{B}}, \mathrm{X}_{\mathrm{C}}$, and so on, to represent the start times for each of the corresponding activities. The constraint set consists of the nonnegativity constraints and one constraint for each immediate predecessor relationship in the project. These immediate predecessor constraints state that:

$$
\text { Activity Start Time } \geq \text { Immediate Predecessor Finish Time }
$$

Since the finish time for any activity equals its start time plus its completion time, we can restate the relationship above as:

```
Linear Programming Constraints for PERT/CPM
Start Time for an Activity \(\geq\)
Start Time for the Immediate Predecessor Activity + Immediate Predecessor's Activity Completion Time
```

For example, in the Klonepalm 2000 network developed in the last section, both activities C (completion time $=5$ ) and F (completion time $=25$ ) are immediate predecessors for activity G . Thus two constraints of this model are:

$$
\begin{aligned}
& X_{G_{i}} \geq X_{C}+5 \\
& X_{\mathrm{C}_{\mathrm{i}}} \geq \mathrm{X}_{\mathrm{F}}+25
\end{aligned}
$$

Applying this approach to the entire Klonepalm 2000 network, we find that the complete constraint set for this model is:

$$
\begin{aligned}
\mathrm{X}_{\mathrm{E}} & \geq \mathrm{X}_{\mathrm{D}}+20 \\
\mathrm{X}_{\mathrm{H}} & \geq \mathrm{X}_{\mathrm{D}}+20 \\
\mathrm{X}_{\mathrm{J}} & \geq \mathrm{X}_{\mathrm{D}}+20 \\
\mathrm{X}_{\mathrm{J}} & \geq \mathrm{X}_{\mathrm{I}}+30 \\
\mathrm{X}_{\mathrm{D}} & \geq \mathrm{X}_{\mathrm{G}}+14 \\
\mathbf{X}_{\mathrm{G}} & \geq \mathbf{X}_{\mathrm{C}}+5 \\
\mathbf{X}_{\mathrm{G}} & \geq \mathrm{X}_{\mathrm{F}}+25 \\
\mathbf{X}_{\mathrm{C}} & \geq \mathrm{X}_{\mathrm{B}}+15 \\
\mathrm{X}_{\mathrm{I}} & \geq \mathrm{X}_{\mathrm{A}}+90 \\
\mathbf{X}_{\mathrm{F}} & \geq \mathrm{X}_{\mathrm{A}}+90 \\
\mathrm{X}_{\mathrm{B}} & \geq \mathrm{X}_{\mathrm{A}}+90 \\
\text { All } \mathrm{X}^{\prime} & \geq 0
\end{aligned}
$$

## CALCULATING THE EARLIEST START AND FINISH TIMES

It can be shown that if we make the objective function: MIN $\Sigma X^{\prime}$ 's (in this model, MIN $X_{A}+X_{B}+X_{C}+X_{1}+X_{E}+X_{F}+X_{G}+X_{H}+X_{I}+X_{J}$ ), although the actual value of the objective function is meaningless, the resulting set of $X$ 's will give the earliest start (ES) times for each of the activities. The earliest finish (EF) times can then be calculated by adding the activity completion times to these earliest start times. The overall project completion time is then the maximum of these earliest finish times.

## CALCULATING THE LATEST START AND FINISH TIMES

After solving this linear program and determining that 194 is the expected project completion time, we solve a second linear program. This time we assume that the precedence relations are reversed (the arrows on the activity on the PERT/CPM network now point in the opposite direction), and the problem is solved again with constraints now representing this set of reversed directions. The latest finish (LF) times are then found by subtracting the X values generated by this second linear program from 194. Then the latest start (LS) times are found by subtracting the activity completion times from the LS times.

### 5.5 Obtaining Results Using Excel

The Klonepalm model is small enough so that a hand solution is neither tedious nor difficult. To solve this problem using an Excel spreadsheet, one could program each cell's ES and LF times individually as shown in columns D and G of Figure 5.6. The formulas for the cells in columns D and G are given in columns I and J respectively. These formulas show that the ES times must equal the maximum of the corresponding EF times of its immediate predecessor activities listed in column B and the LF times must equal the minimum of the LS for which the corresponding activity is an immediate predecessor. As you can imagine, doing this can take much longer than solving the problem by hand. In fact, you are actually solving the problem by inputting the formulas; all Excel is doing is performing the simple arithmetic operations.

Another approach is to solve the model as a linear program as discussed in the last section. But again, the constraints are problem specific, and entering each constraint into the Solver dialogue box would require about as much work as solving the model by hand.

Klonepalm Excel.xls

FIGURE 5.6
Excel Spreadsheet for the Klonepalm 2000 Project


In this text we include four Excel templates on the accompanying CD-ROM for solving each of the project scheduling models introduced in this chapter: (1) PERT-CPM; (2) CPM-Deadline; (3) CPM-Budget; and, (4) PERT-COST. Each template is based on the linear programming approach but requires no programming on the user's part. After entering the required input for the specific model, Solver is called and one only needs to click "Solve" to obtain the results. Solver is preprogrammed to perform the necessary operations and generate usable output. Each project template operates slightly differently. Instructions for using each template are given in Appendix 5.1.

The output from the PERT-CPM template for the Klonepalm 2000 model is shown in Figure 5.7. At this point ignore the references to standard deviation,

variance, and probability; these will be discussed in Section 5.8. You can see that this output contains the estimated activity times in column D labeled " $\mu$ ", identifies the activities on the critical path in column C by an "*", and gives the ES, EF, LS, LF, and slack times in columns G, H, I, J, and K respectively. The estimated project completion time is given in cell D3 (labeled "MEAN").

### 5.6 Gantt Charts

Klonepalm Gantt.xls

FIGURE 5.8
Earliest Time Gantt Chart for the Klonepalm 2000 Project

Klonepalm Gantt.xls

One responsibility of project managers is to track the progress of the project. A popular device used to display activities and monitor their progress is the Gantt chart. ${ }^{2}$ In a Gantt chart, time is measured on the horizontal axis, each activity is listed on the vertical axis, and a bar is drawn corresponding to its expected completion time. In an earliest time Gantt chart, the bar begins at the earliest moment the activity can be started (which is when all the activity's immediate predecessors are expected to be completed). The end of the bar represents the earliest completion time for the activity.

Figure 5.8 shows the earliest time Gantt chart for the Klonepalm 2000 project. In Appendix 5.2 we give instructions for how to construct this chart from the PERT OUTPUT worksheet of the PERT-CPM template.

Latest time Gantt charts can be similarly constructed as shown in the file Klonepalm Gantt.xls on the accompanying CD-ROM.

## MONITORING PROJECT PROGRESS ON A GANTT CHART

A crucial step in meeting a target completion date and containing costs is management's ability to monitor a project's progress. We can use a Gantt chart as a visual aid for tracking the progress of project activities by shading an appropriate percentage of the corresponding bar to document the completed work. A manager then need only glance at the chart on a given date to see if the project is being completed on schedule with respect to the earliest possible completion times of the activities.

For example, suppose the chart in Figure 5.9 indicates the progress of the Klonepalm 2000 project after 135 days. At this point, the following activities have been completed: prototype design (A), purchase material (B), manufacture prototype (C), staff training ( F ), and the staff input (G). The design revision activity (D) is about $40 \%$ complete, and the preproduction advertising activity (I) is about $50 \%$ complete.

[^29]FIGURE 5.9
Klonepalm 2000 Project: Monitoring the Project after 135 Days


It is important not to misinterpret the meaning of such a chart, however. We might be tempted to say that because activity I is only about one-half completed at day 135 (instead of being totally completed by day 120 as indicated by the bar on the Gantt chart), the project is running behind schedule. This is not true. In fact, the overall project might actually be running abead of schedule! This is because activity I does not have to be completed by the earliest possible completion time indicated on the Gantt chart in order for the entire project to be completed within 194 days.

We saw in Section 5.3 that as long as delays do not extend the completion time for activity I beyond day 149, the project will not be delayed. This potential misinterpretation points out one of the deficiencies of Gantt charts. Table 5.8 summarizes other pros and cons of Gantt charts.

Table 5.8 Advantages and Disadvantages of the Earliest
Time Gantt Chart Approach

| Advantages | Disadvantages |
| :--- | :--- |
| 1. The Gantt chart is easy to construct. | 1. The Gantt chart gives only one possible <br> schedule (the earliest) for the activities. |
| 2. An earliest possible completion date <br> can be determined. | 2. It may not be possible to tell whether the <br> project is behind schedule. |
| 3. A schedule of earliest possible start <br> and finish times for the activities is <br> given that will meet the earliest <br> possible project completion date. | 3. Because precedence relations are not <br> revealed on a Gantt chart, it is not obvious <br> from the chart alone how a delay in one <br> activity will affect the start date of another. |

### 5.7 Resource Leveling

The concept of controlling daily resource requirements and smoothing out their use over the course of the project is known as resource leveling. Because of the mathematical complexities of resource leveling models, heuristics are typically used to generate good, if not optimal, resource leveling plans. For example, suppose it can be assumed that (1) once an activity has been started it is worked on
continuously until it is completed; and (2) that costs accrue at a constant rate over the activity's duration. Then we can determine the cost per day of the critical activities, whose schedule is fixed, and attempt to schedule the noncritical activities in such a way that:

1. The noncritical activities begin within their ES and LS times.
2. They are performed during periods in which there is less required spending on critical and previously scheduled noncritical activities.

To illustrate such an approach, let us revisit the situation at Klone Computer, Inc.

## KLONE COMPUTER INC. (REVISITED)

Management at Klone Computers wishes to design a schedule that will complete the Klonepalm 2000 project in minimal time (194 days), while keeping daily expenditures as constant as possible. Analysts have supplied management with the cost estimates for the activities shown in Table 5.9.

Table 5.9 Cost Estimates for Klonepalm 2000 Activities

| Activity | Description | $\begin{gathered} \text { Total } \\ \text { Cost } \\ (\$ 1000) \\ \hline \end{gathered}$ | Total <br> Time <br> (Days) | Cost <br> Per Day <br> (\$1000) |
| :---: | :---: | :---: | :---: | :---: |
| A | Prototype model design | 2250 | 90 | 25 |
| B | Purchase of materials | 180 | 15 | 12 |
| C | Manufacture of prototype models | 90 | 5 | 18 |
| D | Revision of design | 300 | 20 | 15 |
| E | Initial production run | 231 | 21 | 11 |
| F | Staff training | 250 | 25 | 10 |
| G | Staff input on prototype models | 70 | 14 | 5 |
| H | Sales training | 392 | 28 | 14 |
| 1 | Preproduction advertising campaign | 510 | 30 | 17 |
| J | Postproduction advertising campaign | 1350 | 45 | 30 |
| Total Cost $=5623$ |  |  |  |  |

## SOLUTION

As we saw in the last section, the Klonepalm 2000 project can be completed in 194 days as long as each activity is scheduled between its ES, EF, LS, and LF times. In Figure 5.10 we plot the cumulative daily expenditures using an earliest time assignment (the top solid line) and a latest time assignment (the bottom solid line) of the activities. For example, referring to Table 5.8, using an earliest time assignment, we estimate the total cost at day 118 to be $\$ 3,261,000$ since activities $\mathrm{A}, \mathrm{B}$, C , and F should be finished costing $\$ 2,770,000$, three days of work on activity G should be complete costing $3(\$ 5000)=\$ 15,000$, and 28 days of activity I should be complete costing $28(\$ 17,000)=\$ 476,000$. The total cost using a latest time assignment of activities is estimated to be $\$ 2,785,000$, since again, activities $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and F should be finished, three days of work on activity $G$ should be complete, but activity I has not been started.

FIGURE 5.10
Cumulative Daily Expenditures-Klonepalm 2000 Project Using Earliest Time Assignments


We see from Figure 5.10 that the two lines coincide between days 0 to 90 when, in both schedules, only activity A is being completed, and from days 129 to 149 when, again in both schedules, activities A, B, C, F, G, and I have been finished and only activity D is being completed. These two lines and the two shaded regions on either side of days 129 and 149 represent feasible budgets. The straight line represents a "level budget" of $\$ 28,985(=\$ 5,623,000 / 194)$ per day.

Although we cannot construct a feasible budget that is level throughout the duration of the project, our goal is to smooth the costs as evenly as possible while still completing the project within 194 days. Figure 5.11 is a plot of the average daily expenditures of the critical activities A, F, G, D, and J.


Noncritical activities B and I must be scheduled to begin after day 90 (when activity A is completed), and activities C and I must be completed before day 149 (when activity J is started. It would seem reasonable to schedule these activities in such a way as to take advantage of the lower cost periods from day 90 to day 115

FIGURE 5.12
Resource Scheduling Chart
( 10 per day) and from day 115 to day 129 ( 5 per day). This can be done by scheduling activities B and C at their earliest start times of 90 and 105 , respectively, and then scheduling activity I to start immediately upon completion of activity C (from day 110 to day 140).

We also note that activities E and H must be scheduled during the completion of activity J (from day 149 to 194). To try to get as little overlap as possible, we can schedule activity E to begin at its earliest start time (149) and schedule activity H to conclude at its latest finish time (194). The result of all these schedule modifications is shown in Figure 5.12.


## MANAGEMENT MEMO

Based on this analysis, the following memo to management summarizes the project and resource leveling results. Tables and graphs highlight the main points of the analysis.


To: Stephen Chores Klone Computers, Inc.
From: Student Consulting Group
Subj: Project Scheduling for the Development of the Klonepalm 2000 Palmbook Computer

We have conducted an analysis of the work assignments required to develop, produce, and market the Klonepalm 2000 computer. Based on interviews with management and staff, we have divided the project into ten broad tasks, consisting of five manufacturing, three training, and two advertising activities.

## Manufacturing

1. Design the Klonepalm 2000 model
2. Purchase materials required to manufacture the product
3. Manufacture the first batch of prototype models
4. Design revision based on staff input
5. Produce initial production run for public distribution

## Training

1. Staff training
2. Solicitation of staff input for product modifications
3. Training of sales personnel

## Advertising

1. Preproduction advertising campaign to prepare the public (in general terms) for the introduction of the new model
2. Final advertising campaign

Proper scheduling of these tasks is crucial to ensure that the product will be ready for distribution at the earliest possible date. Accordingly, we have collected cost and time estimates from the departments involved in the project development. Although these data are only forecasts and best estimates, we feel that, because Klone has had experience developing other computer models in the past, these estimates should provide a reasonable foundation on which to base our recommendations.

## RECOMMENDATIONS

Given a February 1 start date, we have developed a schedule for the individual tasks of the Klonepalm 2000 project using a standard project planning technique known as PERT (Programmed Evaluation and Review Technique). The schedule assumes a five-day work week and takes into account holidays such as Presidents Day, Memorial Day, Independence Day, and Labor Day. It also keeps daily expenditures as level as possible throughout the project while completing the project in a minimal time of 194 workdays. The project should be completed by November 3, in time to meet the anticipated demand generated by the Christmas season.

## THE SCHEDULE

The schedule we have developed is shown in Table I.
Table I Klonepalm 2000 Schedule

| Project Activity | Activity <br> Cost | Work- <br> days | Begin <br> Date | Finish <br> Date |
| :--- | :---: | :---: | :--- | :--- |
| Prototype design | $\$ 2,250,000$ | 90 | Feb. 1 | June 8 |
| Purchase of materials | $\$ 180,000$ | 15 | June 9 | June 29 |
| Manufacture of prototypes | $\$ 90,000$ | 5 | June 30 | July 7 |
| Revision of design | $\$ 300,000$ | 20 | Aug. 4 | Aug. 31 |
| Initial production run | $\$ 231,000$ | 21 | Sept. 1 | Sept. 30 |
| Staff training | $\$ 250,000$ | 25 | June 9 | July 14 |
| Staff recommendations | $\$ 70,000$ | 14 | July 15 | Aug. 3 |
| Sales training | $\$ 392,000$ | 28 | Sept. 26 | Nov. 3 |
| Preproduction advertising | $\$ 510,000$ | 30 | July 8 | Aug. 18 |
| Final advertising campaign | $\$ 1,350,000$ | 45 | Sept. 1 | Nov. 3 |

We recommend using the time chart depicted in Figure I to schedule project tasks. Figure II shows the anticipated daily cost requirements of this schedule throughout the lifetime of the project.


FIGURE I Klone Computers, Inc.-Klonepalm 2000 Project


FIGURE II Klonepalm 2000 Project: Daily Cost Requirements

The average daily cost of the project is $\$ 28,985$ and ranges from a low of $\$ 15,000$ during the period from August 19 to August 31 to a high of $\$ 55,000$ during the period from September 26 to September 30. Management should plan its financing accordingly.

In order to meet the target completion date of November 3, the following components must be completed on schedule:

1. Design of the prototype models
2. Staff training
3. Staff recommendations
4. Revised product design
5. Final advertising campaign

A delay in any one of these will extend the project beyond November 3. There is some flexibility in the scheduling of other activities which will still allow completion by the November 3 target date, as summarized in Table II.

Table II Flexibility in Klonepalm 2000 Scheduling

| Activity | May <br> Start By | Must <br> Finish By | Total <br> Flexibility | Recommended <br> Start Date |
| :--- | :--- | :--- | ---: | :---: |
| Purchase of materials | June 9 | July 7 | 5 days* | June 9 |
| Manufacture of prototypes | June 30 | July 14 | 5 days* | June 30 |
| Initial production run | Sept. 1 | Nov. 3 | 24 days | Sept. 1 |
| Sales training | Sept. 1 | Nov. 3 | 17 days | Sept. 26 |
| Preproduction advertising | June 9 | Aug. 31 | 29 days | July 8 |

*The total flexibility in scheduling both the purchase of materials and the manufacturing of the prototypes is a combined total of five days.

Any change to the recommended start and finish times can result in additional project expenses, however, and will definitely affect the distribution of the daily expenditures required for the project. Should scheduling changes be required, we can supply you with revised time and expenditure distribution charts for the project.

### 5.8 PERT-A Probabilistic Approach to Project Scheduling

Activity completion times are seldom known with $100 \%$ accuracy. When it comes to projects that have never been done before, subjective estimates for activity completion times must be made. Even in projects that are repeatedly performed, variability in the activity completion times occurs from one repetition to another. Given this uncertainty, PERT, a technique that treats activity completion times as random variables, can be used to determine the likelihood that a project will be completed within a certain time period.

One method used in PERT to convey activity variability without the undue burden of trying to make forecasts under a potentially limitless set of circumstances is the three time estimate approach. This approach, which is particularly useful for new projects, solicits three time estimates for each activity's completion time:

$$
\begin{aligned}
a & =\text { an optimistic time to perform the activity } \\
m & =\text { the most likely time to perform the activity } \\
b & =\text { a pessimistic time to perform the activity }
\end{aligned}
$$

Estimates $a$ and $b$ are reasonable "best case" and "worst case" scenarios that take into account normal fluctuations in performing the activity and any unforeseen


FIGURE 5.13
(a) Unimodal Beta Distribution Skewed Left; (b) Symmetric Unimodal Beta Distribution; (c) Unimodal Beta Distribution Skewed Right
events that may accelerate or deter its completion. The most likely time estimate, $m$, is an estimate of a usual or typical time to complete an activity; it corresponds to the statistical mode of the probability distribution for completion time.

In reality, we can never be certain that an activity will be completed even within the time period from $a$ to $b$. There is always some (small) probability that the activity will require less time than the optimistic time, $a$, or more time than the pessimistic time, $b$. However, the time estimates selected for $a$ and $b$ should allow for only a relatively small chance, say less than $1 \%$, of this occurring.

With only these three points to work with ( $a, m$, and $b$ ), it is difficult to give a true estimate of this underlying probability distribution. It is important, however, to have some estimate so that we can approximate the mean and standard deviation of the activity's completion time. Statisticians have found that a Beta distribution is useful in approximating distributions with limited data and fixed end points.

The Beta distribution (which many statisticians affectionately term the "chameleon" of the statistical world) can assume a wide variety of shapes, depending on the judicious choice of its defining parameters. Figures $5.13 a, b$, and $c$ show a few forms of unimodal Beta distributions that can arise in a PERT analysis. In each case, all the probability lies within the extreme values $a$ and $b$, and the highest probability density occurs at the modal value, $m$.

In actuality, the assumption that activity times follow a Beta distribution has only a modest effect on the analysis of the completion time of the entire project. Of more concern are approximations for the average, or mean, activity completion time, $\mu$, and its standard deviation, $\sigma$, which are based on the time estimates $a, m$, and $b$. These estimates are:

$$
\begin{aligned}
\mu & =\frac{a+4 m+b}{6} \\
\sigma & =\frac{b-a}{6}
\end{aligned}
$$

The approximation for the mean, $\mu$, is a weighted average of the three data points; $\frac{1}{6}$ of the weight is assigned to each of the extreme values $a$ and $b$, and $\frac{4}{6}$ of the weight is assigned to the mode, $m$. The expression for the standard deviation, $\sigma$, is derived from the fact that, for many distributions (particularly smooth unimodal distributions), the range of values from the highest to the lowest $(b-a)$ covers roughly six standard deviations.

It has been shown that if the mode is within roughly the middle $75 \%$ of the range between $a$ and $b$, theses approximations for $\mu$ and $\sigma$ are very good estimates. For example, if a given activity has an optimistic completion time, $a=10$ days, and a pessimistic completion time, $b=30$ days, the range is $b-a=20$ days. Thus, if the mode lies in the middle 15 days ( $=.75 \times 20$ ), from 12.5 to 27.5 days, the above formulas do indeed provide good approximations for the mean and standard deviation. For modal values outside this interval, correction factors have been derived for these approximations.

## Assumptions for Distribution of Activity Times in PERT

For each activity in a PERT/CPM network:

1. The probability density function for the activity's completion time is a unimodal Beta distribution.
2. Average (Mean) Completion Time: $\mu=\frac{a+4 m+b}{6}$
3. Standard Deviation of Completion Time: $\sigma=\frac{b-a}{6}$


FIGURE 5.14
Mean and Standard Deviation of Activity Completion Times

The probabilistic approach to project scheduling assumes that, for each activity, $j$, its mean, $\mu_{j}$, and its standard deviation, $\sigma_{j}$, have been calculated. The procedure for determining the mean and standard deviation of the project completion time is then based on several simplifying assumptions.

ASSUMPTION 1: A critical path can be determined by using the mean completion times for the activities as if they were fixed completion times. The mean completion time for the project is the sum of the mean completion times of the activities along this critical path; the variance of the completion time of the project is the sum of the variances of the completion times of the activities along this critical path.

This assumption implies that the critical path will not change even though the actual completion time of an activity on the critical path might be less than its average time, and/or the actual completion time of an activity off the critical path might be longer than its average time.

This assumption is often questionable, as we see in Figure 5.14. Using the mean activity completion times, we find that the critical path is A-D, with an expected completion time of $10+50=60$ days. But the large standard deviations for activities C, D, and E make it likely that activity C could take 30 days instead of 25 , activity E could take 28 days instead of 24 , and activity D could take 40 days instead of 50 . In this case, if the other activity times were equal to their mean time, the new critical path would be A-C-E, and the completion time would actually be 68 days rather than the 50 days of the revised A-D path. Such a change in the critical path is expressly ruled out by assumption 1.

ASSUMPTION 2: The time to complete one activity is independent of the time to complete any other activity.

This assumption implies that a hastening or a delay in the completion of one activity will have no effect on the completion time of the other activities in the project. This assumption should be checked for validity.

For example, in a project to build furnished apartments, one activity might be "install refrigerators in the apartments," and another might be "install washer/dryer units." If the same contractor were in charge of installing both the refrigerators and the washer/dryers, should labor problems with the contractor delay the installation of the refrigerators, installation of the washer/dryer units would also likely be delayed. If these installations were performed by different contractors, however, a delay by one subcontractor most likely would not affect the installation time of the other. Assumption 2 reflects this latter situation.

ASSUMPTION 3: There are enough activities on the critical path so that the distribution of the project completion time can be approximated by a normal distribution.

Recall that one form of the central limit theorem of statistics states that the sum of a large number of independently distributed random variables is approximately normally distributed, with a mean equal to the sum of the random variable means and a variance equal to the sum of the random variable variances. In this case, the random variables are the activity completion times of the activities on the critical path.

Assumptions 1 and 2 state that the project completion time is determined by the activities on the critical path and that these variables are independent. As a general rule, we typically want to have 30 or more independent random variables in the sum to employ the central limit theorem. But since we assume that each of
these independent random variables has a distribution close to the shape of a normal distribution (as is the case for unimodal Beta distribution), far fewer than 30 independent random variables are necessary for the normal distribution to provide a good approximation. Since most real-life PERT problems have a significant number of activities on the critical path (each with a Beta distribution), assumption 3 usually does not present a problem.

Taken together, these three assumptions imply that the overall project completion time has an approximately normal distribution, with mean equal to the sum of the mean completion times along the critical path, and variance equal to the sum of the variances of the activities along the critical path. Note that variances are summed, not standard deviations. (Recall that a variance is simply the square of the standard deviation.)

If any one of these assumptions does not hold, simulation methods (discussed in Chapter 10) should be used rather than the method discussed in this section. But if these assumptions are accepted, then the following summarizes the sequence of steps required to describe the overall project completion time.

## Determining the Distribution of the Overall Project Completion Time

1. For each activity $j$, calculate:

$$
\mu_{\mathrm{i}}=\frac{a+4 m+6}{6}, \quad \sigma_{\mathrm{i}}=\frac{b-a}{6}
$$

2. Determine the critical path using the $\mu_{j}$ 's as fixed times.
3. The overall project completion time has a normal distribution with

$$
\begin{aligned}
& \text { Mean: } \mu=\sum_{\text {jon Citital Path }} \mu_{\mathrm{j}} \\
& \text { Variance: } \sigma^{2}=\sum_{\text {jon Citital Path }} \sigma_{\mathrm{i}}^{2} \\
& \text { Standard deviation: } \sigma=\sqrt{\sigma^{2}}
\end{aligned}
$$

To illustrate how we can use probabilities in PERT analyses, consider a revision of the model for the Klonepalm 2000 project.

## KLONE COMPUTERS, INC. (REVISED)

Rather than giving precise estimates for the activities of the Klonepalm 2000 project, the company has supplied the three time estimates for the completion of the activities shown in Table 5.10.

Management at Klone is interested in the following:

1. The probability that the project will be completed within 194 days
2. A reasonable interval estimate of the number of days to complete the project
3. The probability that the project will be completed within 180 days
4. The probability that the project will take longer than 210 days
5. An upper limit for the number of days within which it can be virtually sure the project will be completed.

Table 5.10 Time Estimates for Completion of Klonepalm 2000 Activities

| Activity | Optimistic | Most Likely | Pessimistic |
| :---: | :---: | :---: | :---: |
| A | 76 | 86 | 120 |
| B | 12 | 15 | 18 |
| C | 4 | 5 | 6 |
| D | 15 | 18 | 33 |
| E | 18 | 21 | 24 |
| F | 16 | 26 | 30 |
| G | 10 | 13 | 22 |
| H | 24 | 28 | 32 |
| I | 22 | 27 | 50 |
| J | 38 | 43 | 60 |

## SOLUTION

The mean, variance, and standard deviation for activity A can be found by

$$
\begin{aligned}
& \mu_{\mathrm{A}}=\frac{76+4(86)+120}{6}=90 \\
& \sigma_{\mathrm{A}}=\frac{120-76}{6}=7.33 \\
& \sigma_{\mathrm{A}}^{2}=(7.33)^{2}=53.78
\end{aligned}
$$

Similar calculations for the other activities give the results shown in Table 5.11.
Table 5.11 Mean, Variance, and Standard Deviation of Klonepalm 2000 Activities

| Activity | $\mu$ | $\sigma$ | $\sigma^{2}$ |
| :---: | ---: | ---: | ---: |
| A | 90 | 7.33 | 53.78 |
| B | 15 | 1.00 | 1.00 |
| C | 5 | .33 | .11 |
| D | 20 | 3.00 | 9.00 |
| E | 21 | 1.00 | 1.00 |
| F | 25 | 2.33 | 5.44 |
| G | 14 | 2.00 | 4.00 |
| H | 28 | 1.33 | 1.78 |
| I | 30 | 4.67 | 21.78 |
| J | 45 | 3.67 | 13.44 |

Note that the means for the activities are the same as those used in the previous PERT/CPM analysis. Thus the critical path is $\mathrm{A}-\mathrm{F}-\mathrm{G}-\mathrm{D}-\mathrm{J}$, and the expected completion time of the project, $\mu$, is:

$$
\begin{aligned}
\mu & =\mu_{\mathrm{A}}+\mu_{\mathrm{F}}+\mu_{\mathrm{G}}+\mu_{\mathrm{D}}+\mu_{\mathrm{J}} \\
& =90+25+14+20+45=194
\end{aligned}
$$

The project variance, $\sigma^{2}$, is:

$$
\begin{aligned}
\sigma^{2} & =\sigma_{\mathrm{A}}^{2}+\sigma_{\mathrm{F}}^{2}+\sigma_{\mathrm{G}}^{2}+\sigma_{\mathrm{D}}^{2}+\sigma_{\mathrm{J}}^{2} \\
& =53.78+5.44+4.00+9.00+13.44 \\
& =85.66
\end{aligned}
$$

Thus the standard deviation for the project, $\sigma$, is:

$$
\sigma=\sqrt{\sigma^{2}}=9.255
$$

If management is willing to accept the three assumptions underlying PERT, the completion time for the Klonepalm computer project can be modeled by a normal random variable with mean, $\mu=194$ days and standard deviation, $\sigma=$ 9.255 days. We can then use this model to answer the questions posed by management. In these analyses, we define the following random variable:

$$
\mathrm{X}=\text { completion time of the project }
$$

We can then convert the normally distributed random variable, X , into the standard normal random variable, Z , by

$$
\mathrm{Z}=\frac{\mathrm{X}-\mu}{\sigma}
$$

Here, Z represents the number of standard deviations X is from the mean, $\mu$. A table for the standard normal random variable (Appendix A) can then be used to determine the probability of completing the project within any given time period, including those of concern to management.

1. The first concern-the probability that the project will be completed within 194 days-can be expressed as $\mathrm{P}(\mathrm{X} \leq 194)$. Since 194 is the mean, $\mu$, of the distribution,

$$
\mathrm{P}(\mathrm{X} \leq 194)=\mathrm{P}(\mathrm{Z} \leq 0)=.5000
$$

2. An interval in which we are reasonably sure the completion date lies depends on our interpretation of the words "reasonably sure." Here, we assume that "reasonably sure" means $95 \%$ sure. This includes the middle $95 \%$ of the probability from a normal distribution with $\mu=194$ and $\sigma=9.255$. This interval is:

$$
\mu \pm \mathrm{z}_{.025} \sigma
$$

where $\mathrm{z}_{.025}$ is the z -value that puts a probability of .025 in each tail of the normal distribution. $\mathrm{z}_{.025}=1.96$; hence, the interval is

$$
194 \pm 1.96(9.255)=194 \pm 18.14 \text { days }
$$

Because management would most likely prefer the interval in whole days, we round 18.14 up to 19 days, and the interval is from 175 to 213 days.
3. The probability that the project will be completed within 180 days can be expressed as $\mathrm{P}(\mathrm{X} \leq 180)$. Referring to Figure 5.15, we see that when $\mathrm{x}=180$, $\mathrm{z}=(180-194) / 9.255=-1.51$. Then, $\mathrm{P}(\mathrm{X} \leq 180)=\mathrm{P}(\mathrm{Z} \leq-1.51)=$ $.5000-.4345=.0655$.


FIGURE 5.15
Probability of Completing the Klonepalm 2000 Project in 180 Days
4. The probability that the project will take longer than 210 days can be expressed as $\mathrm{P}(\mathrm{X} \geq 210)$. Referring to Figure 5.16 , when $\mathrm{x}=210$, $\mathrm{z}=(210-$ $194) / 9.255=1.73$. Then, $\mathrm{P}(\mathrm{X} \geq 210)=\mathrm{P}(\mathrm{Z} \geq 1.73)=.5000-.4582=.0418$.
5. "Virtually sure" can mean different things to different people, so let us assume that management will accept a date by which it is $99 \%$ certain of completing the project. This situation is depicted in Figure 5.17.

The $z$-value such that $\mathrm{P}(\mathrm{Z} \leq \mathrm{z})=.9900$ is the value such that $\mathrm{P}(0 \leq \mathrm{Z} \leq \mathrm{z})=$ .4900. From Appendix A, we see that this $z$-value is approximately 2.33 . Since $z=$ $(\mathrm{x}-\mu) / \sigma$, then $\mathrm{x}=\mu+\mathrm{z} \sigma$. Thus,

$$
\mathrm{x}=\mu+\mathrm{z} \sigma=194+2.33(9.255)=215.56 \text { days }
$$

As a result, we can report to management that we are virtually sure that the project will be completed within 216 days.


FIGURE 5.16 Probability That the Klonepalm 2000 Project Will Take Longer Than 210 Days


FIGURE 5.17 (99\%) Certainty of Completing the Klonepalm 2000 Project

These results can be generated using the NORMINV and NORMDIST functions discussed in Chapter 1, as shown in Figure 5.18. They differ from the hand calculations due to roundoff error.


FIGURE 5.18 Klonepalm Results for Management Inquiries

## USING THE PERT-CPM.xls TEMPLATE TO SOLVE FOR PROBABILITIES

We can use the PERT.xls template for solving models in which the activity completion times are random variables. The input instructions are given in Appendix 5.1. Figure 5.19 shows the resulting output screen. Note that on this screen we found that the probability of completing the project within 180 days is .065192 . The slight difference in probability from that shown in Figure 5.18 is due to the fact that in Figure 5.18, the standard deviation was rounded to 9.255 . Here we see the standard deviation is actually 9.255629 .

FIGURE 5.19
PERT-CPM.xls Template Output for the Klonepalm 3-Time Estimate Model


## MULTIPLE CRITICAL PATHS

Sometimes there exists more than one critical path in the PERT/CPM network. Usually, the critical paths are not independent. That is, one or more activities might be part of several critical paths. As a result, even though calculating the probability that the activities along any one critical path will be completed by a certain date is straightforward, calculating the probability that the entire project will be completed before a specific deadline date is a very complex calculation. As mentioned earlier, a simulation approach based on the concepts discussed in Chapter 10 can give a more reliable estimate.

### 5.9 Cost Analyses Using the Expected Value Approach

We have seen that, under a certain set of assumptions, the completion time of a project can be approximated by a normally distributed random variable. This condition can be quite useful when evaluating whether or not to spend extra money in an attempt to shorten a project. In general, spending extra money should decrease
the project completion time, but we must evaluate whether this potential decrease in project completion time is cost effective.

One analytical approach to this problem is to use the expected value criterion to evaluate possible alternatives. Although a more complete discussion of the expected value approach is detailed in Chapter 6, here we will give a brief example of how it can be applied to project scheduling.

The main idea behind the expected value approach is to compare the mean or expected profits (or costs) for each possible alternative. Recall that the expected value of any discrete random variable, Y , denoted $\mathrm{E}(\mathrm{Y})$, is the weighted average of possible outcomes for Y , the weights being the probabilities for each possible outcome of Y ; that is, $\mathrm{E}(\mathrm{Y})=\Sigma \mathrm{P}\left(\mathrm{y}_{\mathrm{i}}\right) \mathrm{y}_{\mathrm{i}}$.

The following example illustrates the use of the expected value approach in a situation faced by Klone Computers, Inc.

## KLONE COMPUTERS: COST ANALYSIS USING PROBABILITIES

Klone has conducted an analysis of its two major competitors, which are known to be developing computers similar to its proposed Klonepalm 2000 models. According to this analysis, one competitor will have its model ready for market in 180 days, the other in about 200 days. Speedy completion of the Klonepalm 2000 project is therefore essential.

The analysis also indicated that if Klone can get the jump on both competitors and have its model ready for sale within 180 days, it should garner an additional profit of $\$ 1$ million. If the Klonepalm 2000 is ready for sale after the first competitor's model is introduced, but before the second (i.e., between 180 and 200 days from now), Klone will gain an additional profit of $\$ 400,000$.

In order to advance the anticipated completion date of the Klonepalm 2000 project, management is considering spending additional funds on training either the staff or the sales personnel. This training will involve extensive overtime and some travel, lodging, and meal expenses for both the trainers and the trainees.

Klone has estimated that by spending an additional $\$ 200,000$ on sales training, it can reduce the optimistic, most likely, and pessimistic times for this training from 24,28 , and 32 days to 19,21 , and 23 days, respectively. It has also estimated that spending an additional $\$ 250,000$ on training the technical staff can reduce the time estimates for staff training from 16,26 , and 30 days to 12,14 , and 16 days, respectively. Management would like to decide which, if either, of these options to pursue.

## SOLUTION

## EVALUATION OF SPENDING AN ADDITIONAL \$200,000 FOR SALES TRAINING

The training of sales personnel, activity H , is not on the critical path for the project. Given the assumption that the overall completion time is determined solely by the activities on the critical path, a reduction in the expected completion time for activity H will not affect the overall completion time of the project. Thus management should not spend the additional $\$ 200,000$ for sales training.

## EVALUATION OF SPENDING AN ADDITIONAL \$250,000 FOR STAFF TRAINING

Staff training, activity F, is on the critical path. Hence, a reduction in its expected completion time will reduce the overall completion time of the project. But will the time savings justify the $\$ 250,000$ expenditure? Using the expected value approach, we can evaluate both spending and not spending the additional $\$ 250,000$.

In this analysis, the gross additional profit earned by Klone is $\$ 1$ million if the project is completed in less than 180 days, $\$ 400,000$ if the project is completed within 180 to 200 days, and $\$ 0$ if the project takes longer than 200 days to complete.

Case 1: The $\$ 250,000$ is not spent on additional staff training. This case represents the current situation in which the project, with the critical path of A-F-G-D-J, has an expected completion time of 194 days and a standard deviation of 9.255 days. We shall let the random variable X denote the completion time of the project.

We saw in Klonepalm-180.xls file shown in Figure 5.19 that:

$$
\mathrm{P}(\mathrm{X} \leq 180)=.065192
$$

When we enter 200 into cell F6 of that spreadsheet (see file Klonepalm-200.xls on the accompanying CD-ROM), we find that:

$$
\mathrm{P}(\mathrm{X} \leq 200)=.741590
$$

Therefore

$$
\mathrm{P}(180 \leq \mathrm{X} \leq 200)=.741590-.065192=.676398
$$

and

$$
\mathrm{P}(\mathrm{X} \geq 200)=1-.741590=.258410
$$

Thus the expected gross additional profit, if the $\$ 250,000$ is not spent is:

$$
\begin{aligned}
\mathrm{E}(\mathrm{GP})= & .065192(\$ 1,000,000)+.676398(\$ 400,000) \\
& +.258410(\$ 0)=\$ 335,751.20
\end{aligned}
$$

Because no additional funds were spent, this is also the net additional expected profit, $\mathrm{E}(\mathrm{NP})$.

Case 2: The $\$ 250,000$ is spent on additional staff training. If the additional $\$ 250,000$ is spent on activity F , its revised time estimates are $a=12, m=$ 14 , and $b=16$. Solving by using the PERT-CPM.xls template, we now find that the project has a new critical path of A-B-C-G-D-J with mean completion time of 189 days and a standard deviation of 9.0185 days. Using the probability calculator on the PERT OUTPUT worksheets, we now find (see files Klonepalm (Revised)-200.xls and Klonepalm(Revised)-180.xls, respectively):

$$
\begin{aligned}
& \mathrm{P}(\mathrm{X} \leq 200)=.888713 \\
& \mathrm{P}(\mathrm{X} \leq 180)=.159152
\end{aligned}
$$

Therefore

$$
\mathrm{P}(180 \leq \mathrm{X} \leq 200)=.888713-.159152=.729561
$$

and

$$
\mathrm{P}(\mathrm{X} \geq 200)=1-.888713=.111287
$$

Thus the expected gross additional profit, if the $\$ 250,000$ is spent is:

$$
\begin{aligned}
\mathrm{E}(\mathrm{GP})= & .159152(\$ 1,000,000)+.729561(\$ 400,000) \\
& +.111287(\$ 0)=\$ 450,976.40
\end{aligned}
$$

Hence, if the additional $\$ 250,000$ were spent, the net additional expected profit, $\mathrm{E}(\mathrm{NP})$, would be:

$$
E(N P)=\$ 450,976.40-\$ 250,000.00=\$ 200,976.40
$$

Because this is less than the net expected profit of $\$ 335,751.20$ if the $\$ 250,000$ is not spent, the additional staff training should not be undertaken. Thus management should not pursue either of the two extra spending options for sales or staff training.

## IS IT APPROPRIATE TO USE THE EXPECTED VALUE APPROACH?

A word of caution must be offered about using the expected value approach. An expected value is a "long-run average" value, which means that if the project were repeated over and over again, in the long run it would not pay to spend the additional $\$ 250,000$ each time for staff training. However, many projects, including this one, are performed only once. Hence, while the results from an expected value analysis can be used as a guide, the decision maker should also consider other data, hunches, and judgments before making a final decision about whether or not to spend the $\$ 250,000$ on additional staff training.

### 5.10 The Critical Path Method (CPM)

The critical path method (CPM) is a deterministic approach to project planning, based on the assumption that an activity's completion time can be determined with certainty. This time depends only on the amount of money allocated to the activity. The process of reducing an activity's completion time by committing additional monetary resources is known as crashing.

CPM assumes that there are two crucial time points for each activity: (1) its normal completion time $\left(\mathrm{T}_{\mathrm{N}}\right)$, achieved when the usual or normal cost $\left(\mathrm{C}_{\mathrm{N}}\right)$ is spent to complete the activity; and (2) its crash completion time $\left(\mathrm{T}_{\mathrm{C}}\right)$, the minimum possible completion time for the activity; the $\mathrm{T}_{\mathrm{C}}$ is attained when a maximum crasb cost $\left(\mathrm{T}_{\mathrm{C}}\right)$ is spent. The assumption is that spending an amount greater than $\mathrm{C}_{\mathrm{C}}$ on an activity will not significantly reduce the completion time any further.

To illustrate this CPM assumption, think of a building project that includes the construction of a large brick wall. The wall will be completed in a normal time if the normal cost is paid to one bricklayer. If extra funds are available to hire two bricklayers, the completion time should be less; a third bricklayer could reduce the completion time even more. But there comes a point when the addition of another bricklayer will not significantly reduce the time further. Plaster between the bricks takes a certain time to dry, regardless of the number of bricklayers. Carried to the extreme, if there are more bricklayers than the number of bricks required for the wall, the completion time cannot be reduced further. Hence, an activity's maximum crash cost is the cost at which most of its significant time reduction has been achieved. CPM analyses are based on the following linearity assumption:

## CPM Linearity Assumption

If any amount between $\mathrm{C}_{\mathrm{N}}$ and $\mathrm{C}_{\mathrm{C}}$ is spent to complete an activity, the percentage decrease in the activity's completion time from its normal time $T_{N}$ to its crash time $T_{C}$ equals the percentage increase in cost from its normal cost to its crash cost.

Figure 5.20 illustrates the linearity concept of crashing. Here:

$$
\begin{aligned}
& \mathrm{R}=\mathrm{T}_{\mathrm{N}}-\mathrm{T}_{\mathrm{C}}= \text { the maximum possible time reduction (crashing) } \\
& \text { of an activity }
\end{aligned} \quad \begin{aligned}
\mathrm{E}=\mathrm{C}_{\mathrm{C}}-\mathrm{C}_{\mathrm{N}}= & \text { the maximum additional (crash) costs required to achieve the } \\
& \text { maximum time reduction } \\
\mathrm{M}=\mathrm{E} / \mathrm{R} \quad= & \text { the marginal cost of reducing an activity's completion time } \\
& \text { by one unit }
\end{aligned}
$$



FIGURE 5.20 CPM Linearity Assumption

Figure 5.20 shows that as costs are increased from the normal cost, $\mathrm{C}_{\mathrm{N}}=$ $\$ 2000$, to the maximum crash cost, $\mathrm{C}_{\mathrm{C}}=\$ 4400$, the activity's completion time is reduced proportionately from the normal time of $\mathrm{T}_{\mathrm{N}}=20$ days to the crash time of $\mathrm{T}_{\mathrm{C}}=12$ days. The maximum time reduction is $\mathrm{R}=20-12=8$ days, and the maximum additional cost is $\mathrm{E}=\$ 4400-\$ 2000=\$ 2400$. Thus the cost per day reduction is $\mathrm{M}=\mathrm{E} / \mathrm{R}=\$ 2400 / 8=\$ 300 /$ day .

If management allocates $\$ 2600$ to complete the activity ( $\$ 600$ more than its normal cost of $\$ 2000$ ), the time reduction from this increase is $\$ 600 / \$ 300=2$ days. That is, the activity is now expected to take $20-2=18$ days to complete.

## MEETING A DEADLINE AT MINIMUM COST

Suppose management is willing to commit additional monetary resources in an attempt to meet a deadline date, D. It would first check to see whether this can be accomplished by spending the normal costs for the activities. In other words, a deterministic PERT/CPM approach (discussed in Section 7.5.3) can be applied to a network using the normal activity times. If this analysis determined that the project could, indeed, be accomplished by time D, no additional funds would have to be spent on the project.

If, however, the completion time of the project using normal times exceeds the target completion date, management will need to spend additional resources to "crash" some of the activities to meet the target deadline. Its objective is to meet the target date at minimal additional cost. To illustrate this concept, consider the problem faced by management at Baja Burrito Restaurants.

## BAJA BURRITO RESTAURANTS

Baja Burrito Restaurants, commonly called BB's, is a chain of fast-food Mexicanstyle restaurants with over 100 locations throughout the Southwest and Great Plains states. It features such items as the Taco Loco Grande, the Quesadilla Quatro (a quesadilla made with four different cheeses), and specialty burritos named after many of the states BB's services (such as the Arizona burrito, the Texas burrito, and the Oklahoma burrito). Like most fast-food restaurants, the basic style and décor of the individual restaurants do not vary greatly from restaurant to restaurant, although the basic design must be modified somewhat to adjust to size constraints and to conform to local codes and ordinances.

BB's is planning to open a new restaurant in Lubbock, Texas, near the site where Texas Tech University plays its football games. It wishes to have the restaurant built and operational prior to the first Texas Tech home football game on September 11, which is 19 weeks away. Table 5.12 details the activities and the immediate predecessor relations in the first two columns and the approximate normal times (in weeks) and costs (in $\$ 1000$ s) for building a restaurant in the third and fourth columns. Thus, under normal conditions, it costs BB's about $\$ 200,000$ to construct a new restaurant.

Based on the normal time estimates, using the PERT-CPM.xls template, we can show that it will take 29 weeks for BB 's to complete the construction project. Since this does not meet the 19-week deadline, management at BB's has requested department heads and project engineers look for ways to speed up the individual activities. These are reflected in the last two columns in Table 5.12. Therefore, if all activities are crashed to their minimum times, the restaurant could be built in 17 weeks at a cost of $\$ 300,000$.

Management is willing to assume that spending additional funds up to the crash amounts submitted by the department heads and engineers will reduce the activity completion times proportionately. They are seeking a minimum cost activity schedule for building the new Lubbock Baja Burrito restaurant that will meet the 19-week deadline.

Table 5.12 Activity Chart for Baja Burrito Restaurants

| Activity | Immediate <br> Predecessors | Normal <br> Time | Normal <br> Cost | Crash <br> Time | Crash <br> Cost |
| :--- | :---: | :---: | :---: | :---: | ---: |
| A. Plan revisions/approvals | - | 5 | 25 | 3 | 36 |
| B. Grade land | A | 1 | 10 | 0.5 | 15 |
| C. Purchase materials | A | 3 | 18 | 1.5 | 22 |
| D. Order/receive equipment | A | 2 | 8 | 1 | 12 |
| E. Order/receive furniture | A | 4 | 8 | 1.5 | 15 |
| F. Pour concrete floor | $\mathrm{B}, \mathrm{C}$ | 1 | 12 | 0.5 | 15 |
| G. Erect frame | F | 4 | 20 | 2.5 | 30 |
| H. Install electrical | G | 2 | 12 | 1.5 | 17 |
| I. Install plumbing | G | 4 | 13 | 2.5 | 21 |
| J. Install drywall/roof | $\mathrm{H}, \mathrm{I}$ | 2 | 10 | 1.5 | 16 |
| K. Construct bathrooms | I | 2 | 8 | 1 | 12 |
| L. Install equipment | $\mathrm{D}, \mathrm{J}$ | 3 | 14 | 1.5 | 22 |
| M. Finish/paint inside | K,L | 3 | 10 | 1.5 | 18 |
| N. Tile floors | M | 3 | 6 | 1 | 9 |
| O. Install furniture | E,M | 4 | 8 | 2.5 | 14 |
| P. Finish/paint outside | J | 4 | 18 | 2.5 | 26 |
| TOTAL |  | $29 *$ | $\$ 200$ | $17 *$ | $\$ 300$ |

[^30]FIGURE 5.21
PERT/CPM Network for Baja Burrito Restaurants

## SOLUTION

Figure 5.21 shows the PERT/CPM network for this model. If this model were solved by hand, the first step would be to determine whether construction of the restaurant would meet the 19 -week deadline using the normal time/cost data. As mentioned earlier, using normal times/costs would give a 29 -week completion time determined by a critical path consisting of activities A, C, F, G, I, J, L, M, and O.


Thus to meet the 19-week deadline, some of the activities must be crashed. Table 5.13 details the maximum time reductions, $\mathrm{R}\left(=\mathrm{T}_{\mathrm{N}}-\mathrm{T}_{\mathrm{C}}\right)$, the extra costs for these reductions, $E$, and the marginal cost per week reductions, $M(=E / R)$.

In order to reduce the project time, the completion time of one or more of the critical activities must be crashed. When the completion time for a critical activity is reduced by a large enough amount, however, other paths will also become critical. To achieve further time reductions, activities on all critical paths must be crashed.

Table 5.13 R, $E$, and $M$ Values for Baja Burrito
\(\left.$$
\begin{array}{cccc}\hline & \begin{array}{c}\text { Maximum } \\
\text { Reduction } \\
\text { Activity }\end{array} & \mathrm{R} & \begin{array}{c}\text { Extra Cost } \\
\text { E }\end{array}\end{array}
$$ \begin{array}{c}Cost Per Week <br>
Reduction <br>

M=\mathrm{E} / \mathrm{R}\end{array}\right]\)| A | 2.0 | 11 | 5.50 |
| :---: | :---: | :---: | :---: |
| B | 0.5 | 5 | 10.00 |
| C | 1.5 | 4 | 2.67 |
| D | 1.0 | 4 | 4.00 |
| E | 2.5 | 7 | 2.80 |
| F | 0.5 | 3 | 6.00 |
| G | 1.5 | 10 | 6.67 |
| H | 0.5 | 5 | 10.00 |
| I | 1.5 | 8 | 5.33 |
| J | 0.5 | 6 | 12.00 |
| K | 1.0 | 4 | 4.00 |
| L | 1.5 | 8 | 5.33 |
| M | 1.5 | 8 | 5.33 |
| N | 2.0 | 3 | 1.50 |
| O | 1.5 | 6 | 4.00 |
| P | 1.5 | 8 | 5.33 |

A heuristic approach to determine the amount of time each activity should be crashed can be developed by taking into account the following: (1) the project time is reduced only when activities on the critical path are reduced; (2) the maximum time reduction for each activity is limited; and (3) the amount of time an activity on the critical path can be reduced before another path also becomes a critical path is limited. For very small problems, an approach based on these observations can work rather well, but as the number of critical paths increases, the procedure becomes cumbersome rather rapidly.

## LINEAR PROGRAMMING APPROACH TO CRASHING

Fortunately, the use of such a heuristic approach is unnecessary. A simple modification to the linear program given in Section 5.4 is all that is required. For this model, we now define two variables for each activity, j .

$$
\begin{aligned}
& \mathrm{X}_{\mathrm{i}}=\text { start time for the activity } \\
& \mathrm{Y}_{\mathrm{i}}=\text { the amount by which the activity is to be crashed }
\end{aligned}
$$

Since the normal cost must always be paid, the objective is to minimize the sum of the additional funds spent to reduce the completion times of activities. The cost per unit reduction for an activity is $M_{i}$, and the amount of time the activity is reduced is the decision variable, $\mathrm{Y}_{\mathrm{i}}$. Therefore, the total extra amount spent crashing the activity is $M_{i} Y_{j}$. Because we want to minimize the total additional funds spent to crash the project, the objective function is the sum of all such costs:

$$
\operatorname{MIN} \sum_{\mathrm{i}} M_{\mathrm{i}} \mathrm{Y}_{\mathrm{i}}
$$

For Baja Burrito Restaurants the objective function is:

$$
\begin{array}{r}
\text { MIN } 5.5 \mathrm{Y}_{\mathrm{A}}+10 \mathrm{Y}_{\mathrm{B}}+2.67 \mathrm{Y}_{\mathrm{C}}+4 \mathrm{Y}_{\mathrm{D}}+2.8 \mathrm{Y}_{\mathrm{E}}+6 \mathrm{Y}_{\mathrm{F}}+6.67 \mathrm{Y}_{\mathrm{G}}+10 \mathrm{Y}_{\mathrm{H}}+ \\
5.33 \mathrm{Y}_{\mathrm{J}}+12 \mathrm{Y}_{\mathrm{J}}+4 \mathrm{Y}_{\mathrm{K}}+5.33 \mathrm{Y}_{\mathrm{L}}+5.33 \mathrm{Y}_{\mathrm{M}}+1.5 \mathrm{Y}_{\mathrm{N}}+4 \mathrm{Y}_{\mathrm{O}}+5.33 \mathrm{Y}_{\mathrm{P}}
\end{array}
$$

## Constraints

There are three types of constraints in this approach:

1. No activity can be reduced more than its maximum time reduction.

For each activity, there is a constraint of the form:

$$
\mathrm{Y}_{\mathrm{j}} \leq \mathrm{R}_{\mathrm{i}}
$$

2. The start time for an activity must be at least as great as the finish time of all immediate predecessor activities.
This represents a series of constraints similar to those described in Section 5.4, of the form:

> (Start Time for an Activity) $\geq$
> (Finish Time for an Immediate Predecessor of the Activity)

Now, however, since the activity finish times are reduced by the amount of time each activity is crashed, these constraints have the form:

There is one such constraint for each immediate predecessor relationship. (This is equivalent to saying that there is one constraint for each arc in the PERT/CPM network.) In this project, for example, activity I (which has a normal completion time of four weeks) is one of the immediate predecessors for activity J. Thus one of the constraints in the linear programming formulation would be:

$$
\mathrm{X}_{\mathrm{J}} \geq \mathrm{X}_{\mathrm{I}}+\left(4-\mathrm{Y}_{\mathrm{I}}\right)
$$

## 3. The project must be completed by its deadline, $D$.

Since the project completion time is determined by the maximum of the finish times of the terminal activities ${ }^{3}$ in the project (the ones that are not predecessors for any other activities), we add constraints of the form:

$$
(\text { Finish Time for a Terminal Activity }) \leq \mathrm{D}
$$

or for each terminal activity,
$($ Activity Start Time) $+($ Activity's Normal Completion Time) -
(Time Activity is Crashed) $\leq \mathrm{D}$

In this model, activities $\mathrm{N}, \mathrm{O}$, and P , having normal completion times of 3,4 , and 4 , respectively, are not predecessors for any other activities. Thus the following constraints would be added:

$$
\begin{gathered}
\mathrm{X}_{\mathrm{N}}+3-\mathrm{Y}_{\mathrm{N}} \leq 19 \\
\mathrm{X}_{\mathrm{O}}+4-4-\mathrm{Y}_{\mathrm{O}} \leq 19 \\
\mathrm{X}_{\mathrm{P}}+4-\mathrm{Y}_{\mathrm{P}} \leq 19
\end{gathered}
$$

The complete linear programming model for Baja Burrito Restaurants is then:

$$
\begin{aligned}
\text { MIN } & \text {. } 5 \mathrm{Y}_{\mathrm{A}}+10 \mathrm{Y}_{\mathrm{B}}+2.67 \mathrm{Y}_{\mathrm{C}}+4 \mathrm{Y}_{\mathrm{D}}+2.8 \mathrm{Y}_{\mathrm{E}}+6 \mathrm{Y}_{\mathrm{F}}+6.67 \mathrm{Y}_{\mathrm{G}}+10 \mathrm{Y}_{\mathrm{H}} \\
& +5.33 \mathrm{Y}_{\mathrm{I}}+12 \mathrm{Y}_{\mathrm{J}}+4 \mathrm{Y}_{\mathrm{K}}+5.33 \mathrm{Y}_{\mathrm{L}}+5.33 \mathrm{Y}_{\mathrm{M}}+1.5 \mathrm{Y}_{\mathrm{N}}+4 \mathrm{Y}_{\mathrm{O}}+5.33 \mathrm{Y}_{\mathrm{P}}
\end{aligned}
$$

$$
\begin{align*}
& \mathrm{Y}_{\mathrm{A}} \leq 2.0 \\
& \mathrm{Y}_{\mathrm{B}} \leq 0.5 \\
& \mathrm{Y}_{\mathrm{C}} \leq 1.5 \\
& \mathrm{Y}_{\mathrm{D}} \leq 1.0 \\
& \mathrm{Y}_{\mathrm{E}} \leq 2.5 \\
& \mathrm{Y}_{\mathrm{F}} \leq 0.5 \\
& \mathrm{Y}_{\mathrm{G}} \leq 1.5 \\
& \mathrm{Y}_{\mathrm{H}} \leq 0.5 \\
& \mathrm{Y}_{\mathrm{I}} \leq 1.5  \tag{1}\\
& \mathrm{Y}_{\mathrm{J}} \leq 0.5 \\
& \mathrm{Y}_{\mathrm{K}} \leq 1.0 \\
& \mathrm{Y}_{\mathrm{L}} \leq 1.5 \\
& \mathrm{Y}_{\mathrm{M}} \leq 1.5 \\
& \mathrm{Y}_{\mathrm{N}} \leq 2.0 \\
& \mathrm{Y}_{\mathrm{O}} \leq 1.5 \\
& \mathrm{Y}_{\mathrm{P}} \leq 1.5
\end{align*}
$$

[^31]

All X's and Y's $\geq 0$

The constraints could be rewritten so that they resemble our usual linear programming form of having the variables on the left side of the constraints and only constants on the right. Regardless, we see that even for this relatively small problem, the linear program consists of 32 variables and 39 functional constraints.

## USING CPM-DEADLINE.xIs TEMPLATE

Fortunately, one does not actually have to write the linear program for CPM; many computer packages do this automatically. We have included the CPMDeadline.xls template on the accompanying CD-ROM to do just that. Figure 5.22 shows the results from the CPM DEADLINE OUTPUT worksheet for the Baja Burrito Restaurant model. We see that the project can be completed in 19 weeks at a cost of $\$ 248,750$ by crashing activities A, C, F, I, L, M, N, and O by certain amounts. A scheduling of the activities that meets this deadline is shown in columns C and D. (Incidentally, the $7.87637 \times 10^{-11}$ entry for the cost of crashing for activity $G$ is simply a roundoff error generated internally from solving the linear program. This number is actually 0.)

## OPERATING OPTIMALLY WITHIN A FIXED BUDGET

The CPM approach presented for the Baja Burrito Restaurants model sought to find the minimum cost of constructing the restaurant within 19 weeks. Many projects, however, including construction projects, marketing campaigns, and research and development studies, must operate within a given fixed budget. In such cases, the objective is to complete the project in minimum time, subject to the budget restrictions. The CPM approach can be modified for these models.

FIGURE 5.22
CPM DEADLINE OUTPUT
Worksheet for
Baja Restaurants

Baja Budget.xls


## BAJA BURRITO RESTAURANTS (CONTINUED)

Suppose Baja Burrito has a policy of not funding a project for more than $12 \frac{1}{2} \%$ above "normal cost" forecasts. In this case, $12 \frac{1}{2} \%=\$ 25,000$, meaning that the maximum spending limit for the project would be $\$ 225,000$. Given this spending limit, management is interested in the earliest it can expect the Lubbock BB's construction project to be completed.

## SOLUTION

The problem is basically the same as that for the previous model, with the following exceptions:

1. The constraints, labeled (3), which state that the project must be completed within 19 weeks, are eliminated.
2. A new constraint is added stating that the maximum "extra spending" cannot exceed $\$ 25,000$ :

$$
\begin{gathered}
5.5 \mathrm{Y}_{\mathrm{A}}+10 \mathrm{Y}_{\mathrm{B}}+2.67 \mathrm{Y}_{\mathrm{C}}+4 \mathrm{Y}_{\mathrm{D}}+2.8 \mathrm{Y}_{\mathrm{E}}+6 \mathrm{Y}_{\mathrm{F}}+6.67 \mathrm{Y}_{\mathrm{G}}+10 \mathrm{Y}_{\mathrm{H}} \\
+5.33 \mathrm{Y}_{\mathrm{I}}+12 \mathrm{Y}_{\mathrm{J}}+4 \mathrm{Y}_{\mathrm{K}}+5.33 \mathrm{Y}_{\mathrm{L}}+5.33 \mathrm{Y}_{\mathrm{M}}+1.5 \mathrm{Y}_{\mathrm{N}}+4 \mathrm{Y}_{\mathrm{O}}+5.33 \mathrm{Y}_{\mathrm{P}} \leq 25
\end{gathered}
$$

3. The objective is changed to $\operatorname{Min}(\operatorname{Max}(\mathrm{EF}))$.

This objective function, however, is not a linear function. In addition, imposing a constraint similar to MIN $\Sigma$ X's that we used in Section 5.4, this time does not guarantee an optimal solution.

To convert this to a linear program, we can imagine creating a dummy node called "END," signifying the end of the project. All termination activities, activities that are not predecessors for other activities, are then immediate predecessors of this END node. In this case, activities $\mathrm{N}, \mathrm{O}$, and P are not predecessors for any other activities and thus would be predecessors for this END node. The end of the PERT/CPM network for this model is shown in Figure 5.23.

FIGURE 5.23
Termination Nodes ( $\mathrm{N}, \mathrm{O}, \mathrm{P}$ ) of the Baja Restaurant Network


The constraints of the previous model would then be amended by deleting the constraints (3), adding the constraint above restricting extra spending to at most $\$ 25,000$, and adding three more precedence relation constraints:

$$
\begin{aligned}
& X_{\mathrm{END}} \geq \mathrm{X}_{\mathrm{N}}+\left(3-\mathrm{Y}_{\mathrm{N}}\right) \\
& \mathrm{X}_{\mathrm{END}} \geq \mathrm{X}_{\mathrm{O}}+\left(4-\mathrm{Y}_{\mathrm{O}}\right) \\
& \mathrm{X}_{\mathrm{END}} \geq \mathrm{X}_{\mathrm{P}}+\left(4-\mathrm{Y}_{\mathrm{P}}\right)
\end{aligned}
$$

The linear objective now is:

$$
\operatorname{MIN} X_{\mathrm{END}}
$$

## USING THE CPM-BUDGET.xIs TEMPLATE

The above is precisely the approach used in the CPM-Budget.xls template. This template is designed specifically to solve project scheduling models with limited budgets. Input instructions are given in Appendix 5.1. Figure 5.24 shows the CPM BUDGET OUTPUT worksheet for the Baja Burrito model.

FIGURE 5.24
CPM BUDGET OUTPUT
Worksheet for Baja
Burrito Restaurants


We see that activities C, I, L, M, and O would all require some crashing and that the minimum completion time for the construction of the restaurant in Lubbock with a $\$ 225,000$ budget is 23.3125 weeks.

### 5.11 PERT/Cost

Prior to the start of a project, management determines cost and time estimates and a set of precedence relations for the activities of the project. PERT/CPM analyses can then be used to calculate the expected project completion time and a set of earliest and latest start and finish times for each activity. Management can then use this information to set an appropriate schedule.

Once a schedule is in place, however, what should happen according to the schedule may differ greatly from what actually does happen. Unexpected expenses can send a project way over budget, while unexpected delays in the completion of some activities can cause a project to fall behind schedule. Because management is interested in completing the project on time and within budget, it is important to be able to gauge a project's progress against scheduled time and cost estimates so that it can take corrective actions if necessary.

Accounting information systems can serve as a mechanism for monitoring the progress of a project, providing management with "snapshot" progress reports that summarize the allocation of total project expenses and activity completion status at any given instant. PERT/Cost, ${ }^{4}$ is one such accounting information system that helps management determine whether the project is coming in under or over budget.

Unlike typical cost accounting systems, which are cost-center based (by location, function, or department), PERT/Cost is a project-oriented system that is based on analyzing a project that has been segmented into a collection of work packages. Work packages are sets of related activities within a project which share common costs or are under the control of one contractor, department, or individual. PERT/Cost utilizes work packages rather than individual activities because, for most projects, the large number and narrow detail of activities make it difficult, if not impossible, to determine how to allocate and measure costs (such as indirect and overhead costs).

Two assumptions are made concerning work packages in PERT/Cost systems:

## Work Package Assumptions for a PERT/Cost System

1. Once a work package has begun, it is performed continuously until it has been completed.
2. The costs associated with a work package are spread evenly throughout its duration.

The first assumption implies that once a work package has commenced, it will not be interrupted for a period of time, begun again, interrupted again, and so on. The second assumption implies that there are no huge costs at any single point of time during the duration of the work package; hence, costs are relatively constant from day to day and week to week. Given these assumptions, a forecasted (weekly) ${ }^{5}$ cost for each work package can be calculated as follows:

Work Package Forecasted Weekly Cost $=\frac{\text { Budgeted Total Cost for Work Package }}{\text { Expected Completion Time for Work Package }}$

[^32]Once a schedule is in place, a PERT/Cost system monitors the progress of a project as it is performed to see whether it is being completed on schedule and within budget. This is done by obtaining current completion and cost data for each work package, including the actual expenditures to date for the work package and an estimate of the percent of the work package completed, p. Using these data, we can calculate the value of the work done to date (expressed in terms of budgeted cost) and the expected time remaining to complete the work package as follows.

```
    Current Status of a Work Package
    Value of Work to date = p* (Budgeted Total Cost for the Work Package)
        Expected Remaining Completion Time = (1-p)*
            (Original Expected Completion Time)
```


## COMPLETION TIME ANALYSIS

Using the estimates for the expected remaining completion times for each incomplete work package, we can use a standard PERT analysis to calculate a revised estimate for the project completion time. This estimate is compared to the project's original completion time estimate to discern whether the project is ahead or behind schedule.

## COST OVERRUN/UNDERRUN ANALYSIS

For each work package that is either completed or in progress, a cost overrun can be determined as follows.

$$
\text { Cost Overrun }=(\text { Actual Expenditures to Date })-(\text { Value of Work to Date })
$$

A negative cost overrun is a cost underrun. The cost overrun for a work package that has not yet been started is 0 . The cost overruns and underruns for all work packages are then summed to determine a cost overrun or underrun for the entire project.

## CORRECTIVE ACTION

What happens if a project is found to be behind schedule or experiencing a cost overrun? The obvious answer is for the manager to seek out the causes for the delay or cost overrun and determine whether corrective action needs to be taken. Perhaps an incorrect estimate was made of a project's completion time or cost. Unforeseen problems can also warrant a reassessment of work package completion times and costs. However, some delays or cost overruns may be the result of problems with one activity within the work package or with one department or contractor, which affect the costs and times of several activities.

In some cases, a moderate delay in the overall completion date of the project may be acceptable and no corrective action need be taken if the project is coming in as budgeted. In other cases, meeting a target completion date is imperative.

Completed work packages that experienced cost overruns or delays are lost causes in terms of meeting project deadlines or budgets. Hence, attention must
focus on work yet to be performed. If the project is behind schedule, the manager is interested in determining whether expediting some activities at additional cost is possible or desirable. For projects experiencing a cost underrun, additional resources may be channeled to problem activities. Even if there is no cost underrun, possible funding may be found within the budget by reducing allocations to some of the noncritical activities of the project.

If the project is coming in over budget, noncritical activities or work packages are evaluated first for cost savings. If reduced funding would cause a delay in a critical activity or work package, however, the estimated project completion date will have to be extended. This may be the price the manager has to pay to correct such cost overruns. Of course, the accumulated delay may be so great or the cost overrun so high that no amount of corrective action will facilitate either an "on-time" or "within budget" project.

The PERT/Cost technique is illustrated by the situation faced by Tom Larkin.

## TOM LARKIN'S POLITICAL CAMPAIGN

With nine months ( 39 weeks) to go before the mayoral election, the incumbent mayor of Springfield, Missouri, has decided not to run for reelection. Tom Larkin, a supporter of the incumbent and a political activist in southern Missouri politics for almost 10 years, has been considering running for mayor himself.

Tom, his family, and a few close friends met and decided on a set of campaign activities necessary to run a competitive campaign. Based on their years of political experience, they were able to determine a set of time and cost estimates for each of these activities as shown in Table 5.14. Bob Stanford, a confidant of Tom Larkin and a graduate of the University of Missouri in Management Science, ran a PERT/CPM analysis and was able to determine that with a $\$ 40,000$ budget, the campaign would take 36 weeks.

Given these estimates, Tom took three weeks to make his decision and, to no one's surprise, chose to enter the mayoral race.

Following Tom's directions, 20 weeks into the campaign, Bob prepared an assessment of the progress to date and the financial outlook for the campaign, as shown in Table 5.15. Tom wants to know if the campaign is on target for completion in 36 weeks and if it is progressing within budget. If it is not, he wants staff recommendations for corrective action.

Table 5.14 Mayoral Campaign Activities

| Activity | Immediate <br> Predecessors | Expected <br> Time <br> (Weeks) | Expected <br> Cost | Forecasted <br> Weekly <br> Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| A. Hire campaign staff | - | 4 | $\$ 2,000$ | $\$ 500$ |
| B. Prepare position papers | - | 6 | $\$ 3,000$ | $\$ 500$ |
| C. Recruit volunteers | A | 4 | $\$ 4,500$ | $\$ 1,125$ |
| D. Raise funds | A,B | 6 | $\$ 2,500$ | $\$ 417$ |
| E. File candidacy papers | D | 2 | $\$ 500$ | $\$ 250$ |
| F. Prepare campaign material | E | 13 | $\$ 13,000$ | $\$ 1,000$ |
| G. Locate/staffheadquarters | E | 1 | $\$ 1,500$ | $\$ 1,500$ |
| H. Run personal campaign | C,G | 20 | $\$ 6,000$ | $\$ 300$ |
| I. Run media campaign | F | 9 | $\$ 7,000$ | $\$ 778$ |
|  | TOTAL |  | $\$ 40,000$ |  |

Table 5.15 Mayoral Campaign Status Report: End of Week 20

| Work Package | Expenditures | Status | Forecasted <br> Weekly Cost |
| :--- | :---: | :--- | :---: |
| A. Hire campaign staff | $\$ 2,600$ | Finished | $\$ 500$ |
| B. Prepare position papers | $\$ 5,000$ | Finished | $\$ 500$ |
| C. Recruit volunteers | $\$ 3,000$ | Finished | $\$ 1,125$ |
| D. Raise funds | $\$ 5,000$ | Finished | $\$ 417$ |
| E. File candidacy papers | $\$ 700$ | Finished | $\$ 250$ |
| F. Prepare campaign material | $\$ 5,600$ | $40 \%$ Complete | $\$ 1,000$ |
| G. Locate/staff headquarters | $\$ 700$ | Finished | $\$ 1,500$ |
| H. Run personal campaign | $\$ 2,000$ | $25 \%$ Complete | $\$ 300$ |
| I. Run Media campaign | $\$ 0$ | $0 \%$ Complete | $\$ 778$ |
| $\quad$ Expenditures to Date | $\$ 24,600$ |  |  |

## SOLUTION

Because the number of activities in the campaign is so small and broadly defined, we shall treat each as a work package. Figure 5.25 shows the PERT/CPM network for this model.


## TIME ANALYSIS

Figure 5.26 shows the network remaining at the end of week 20. Only work packages ( $\mathrm{F}, \mathrm{H}$, and I) remain to be completed. We use a start week of 20 (reflecting the current week) for completing "the rest of the work package." Since, at the end of week 20 , work package F is only $40 \%$ complete and its anticipated completion time is 13 weeks, it is expected to take another $(1-.40)(13)=7.8$ weeks to complete. Similarly, work package H is expected to require another $(1-.25)(.20)=15$ weeks to complete.

Carrying out the remainder of the forward pass, we see that the current expected project completion date is now 36.8 weeks from inception. Thus the staff must find a way of saving 0.8 week from the remaining schedule. This savings must come from work packages F or I .
FIGURE 5.25
PERT/CPM Network
for the Tom Larkin Political Campaign

FIGURE 5.26
Remaining Status As of Week 20

## COST ANALYSIS

Table 5.16 is one version of a project cost control report, which details the cost overruns and underruns for each work package by listing its total budgeted cost, the "to date" status of the percentage of completed work, the estimated value of its completed work to date, and its actual expenditures. The estimated value of the completed work is calculated by multiplying the percentage complete by its budgeted value. The cost overrun is the difference between this value and the actual cost to date.

Table 5.16 Project Cost Control Report

| Week $=20$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Budgeted Values |  | To Date Values |  |  | Cost Overrun |
| Work Package | Total <br> Time | Total Cost | Percent Complete | Estimated Work Value | Actual Expenditure |  |
| A | 4 | \$ 2,000 | 100\% | \$ 2,000 | \$ 2,600 | \$ 600 |
| B | 6 | \$ 3,000 | 100\% | \$ 3,000 | \$ 5,000 | \$2,000 |
| C | 4 | \$ 4,500 | 100\% | \$ 4,500 | \$ 3,000 | $(\$ 1,500)$ |
| D | 6 | \$ 2,500 | 100\% | \$ 2,500 | \$ 5,000 | \$2,500 |
| E | 2 | \$ 500 | 100\% | \$ 500 | \$ 700 | \$ 200 |
| F | 13 | \$13,000 | 40\% | \$ 5,200 | \$ 5,600 | \$ 400 |
| G | 1 | \$ 1,500 | 100\% | \$ 1,500 | \$ 700 | (\$ 800) |
| H | 20 | \$ 6,000 | 25\% | \$ 1,500 | \$ 2,000 | \$ 500 |
| 1 | 9 | \$ 7,000 | 0\% | \$ 0 | \$ 0 | \$ 0 |
| Total |  | \$40,000 |  | \$20,700 | \$24,600 | \$3,900 |

For instance, the entries for work package $F$, which was budgeted for $\$ 13,000$ and is currently $40 \%$ complete with expenditures of $\$ 5600$, are calculated as follows.

$$
\begin{aligned}
\text { Estimated Work Value to Date } & =.40(\$ 13,000)=\$ 5200 \\
\text { Cost Overrun } & =\$ 5600-\$ 5200=\$ 400
\end{aligned}
$$

## USING THE PERT-COST.xls TEMPLATE

The PERT-COST.xls template provided on the accompanying CD-ROM can be used to solve the Tom Larkin political campaign model. Input instructions are given in Appendix 5.1. The PERT-COST OUTPUT worksheet shown in Figure 5.27 analyzes the status of the project given the expenditures and work completed as of Week 20.

As we can observe, the PERT/COST OUTPUT worksheet gives a table similar to Table 5.16. We see from Figure 5.27 that currently:

- The project is .8 week behind schedule.
- There is a cost overrun of $\$ 3900$.
- The remaining uncompleted work packages, F, H, and I, have remaining expected completion times of $7.8,15$, and 9 weeks, respectively.
- Work package F is already experiencing a $\$ 400$ cost overrun, and work package H is currently experiencing a $\$ 500$ cost overrun.


## CORRECTIVE ACTION

Since the PERT/Cost analysis indicates that the campaign is experiencing both a cost overrun of $\$ 3900$ and a project delay of .8 week, Tom may wish to divert funds from personal campaigning (work package H , which is not on the critical path) to preparing campaign material ( F ) and the media campaign (I). This diversion may involve less travel and personal appearances and save on security expenses.

A relatively minor shift in funds away from work package H could bring the campaign in within 36 weeks. Although the original target date of this work package is not met, the overall project deadline of 36 weeks is. Tom has only $\$ 6000$

Larkin PERT-COST.xls

FIGURE 5.27
PERT-COST OUTPUT
Worksheet for the Tom Larkin Political Campaign

| X Microsoft Excel - Larkin PERT-COST |  |  |  |  |  |  |  |  |  | 2ख |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |
| [3] Eio Edt View Insert Format Iooks pota window Holp |  |  |  |  |  |  |  |  |  | [回x] |
|  |  |  |  |  |  |  |  |  |  |  |
| - = |  |  |  |  |  |  |  |  |  |  |
|  | A | B | C | D | E | F | G | H | 1 | $=$ |
| PERT/COST ANALYSIS |  |  |  |  |  |  |  |  |  |  |
| 2 | DATE OF ANALYSIS |  |  |  | 20 | TOTAL PROJECT BUDGET |  |  | 40000 |  |
| 3 | EXPECTED COMPLETION TIME |  |  |  | 36 | COST O | F WORK | TO DATE | 24600 |  |
| 4 | EXPECTED REMAINING TIME |  |  |  | 16.8 | VALUE | OF WORK | TO DATE | 20700 |  |
| 5 | EXPECTED PROJECT DELAY |  |  |  | 0.8 |  | ST OVER | RUN | 3900 |  |
| 5 | BUDGETED VALUES |  |  |  |  |  |  |  |  |  |
| 7 |  |  |  |  | TO DATE VALUES |  |  | ANALYSIS TO DATE |  |  |
| 8 | WORK PACKAGE | NODE | TOTAL TIME | tOTAL COST | PERCENT COMPLETE | $\begin{array}{\|c\|} \hline \text { VALUE } \\ \text { TO DATE } \\ \hline \end{array}$ | COST TO DATE | COST OVERRUN | TIME REMAINING |  |
|  | Hire Staff | A | 4 | 2000 | 100 | 2000 | 2600 | 600 | 0 |  |
| 9 | Position Papers | B | 6 | 3000 | 100 | 3000 | 5000 | 2000 | 0 |  |
| 11 | Recruit Volunteers | C | 4 | 4500 | 100 | 4500 | 3000 | . 1500 | 0 |  |
| 12 | Raise Funds | D | 6 | 2500 | 100 | 2500 | 5000 | 2500 | 0 |  |
| 13 | Candidacy Papers | E | 2 | 500 | 100 | 500 | 700 | 200 | 0 |  |
| 14 | Campaign Material | F | 13 | 13000 | 40 | 5200 | 5600 | 400 | 7.8 |  |
| 15 | Headquarters | G | 1 | 1500 | 100 | 1500 | 700 | 800 | 0 |  |
| 15 | Personal Campaign | H | 20 | 6000 | 25 | 1500 | 2000 | 500 | 15 |  |
| 17 <br> 18 <br> 19 | Media Campaign | 1 | 9 | 7000 | 0 | 0 | 0 | 0 | 9 |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  | $\sim$ |
|  | - MI PERT-COST INPU | $\lambda$ PERT-C | ast Outpu |  |  | \|1] |  |  |  | $\cdot 11$ |
| Ready |  |  |  |  | 1 |  |  |  | M |  |

budgeted for work package H , however, and work package H itself is currently experiencing a $\$ 500$ cost overrun. Although some of the resources might be shifted from H to meet the deadline, large shifts may increase the completion time of this work package so much that it would become a critical work package. In fact, there is not enough money left in the budget to both complete activity H in a reasonable amount of time and cover the current $\$ 3900$ cost overrun.

Hence, an overall project cost overrun appears inevitable unless Tom can find ways to complete work packages F and I within their expected times at much lower projected costs. If the goal is not to come in too far above the targeted budget, Tom should try to make some cost savings in these work packages.

Another option might be for Tom to hold another fund raiser. This would be an added activity in the project, however, and could affect the completion time for the campaign.

### 5.12 Summary

Two basic approaches to project management, PERT and CPM, can help establish efficient scheduling of project activities. PERT assumes that activity completion times are not known with certainty but vary according to a probability distribution with known mean and standard deviation. One method used to estimate an activity's mean time and standard deviation is the three-time estimate approach, which assumes a Beta distribution for an activity's completion time.

Given the time estimates for the mean and standard deviation for each activity, we assume: (1) only the completion times for the activities on the critical path will determine the mean and standard deviation of the entire project; (2) activity completion times are independent; and, (3) there are enough activities on the critical path so that the normal distribution provides a reasonable approximation for the completion time of the project. Thus a project's mean completion time is the sum of the mean completion times of the activities on the critical
path, and its variance is the sum of the variances of the activity times on the critical path. The standard deviation of the project completion time is the square root of its variance.

The CPM approach, which assumes that activity completion times depend on the monetary amount spent to complete the activity, can be used to determine either the minimal amount of funding needed to complete a project within a specified time period or the minimal completion time of the project given a fixed budget.

Managers typically prefer a fairly consistent expenditure of resources. Heuristic resource leveling approaches are commonly used to smooth the distribution of the necessary resources over the duration of a project.

PERT/Cost, an accounting system used for monitoring the progress of a project during its completion, can determine whether a project is on schedule and within budget. It can indicate areas where corrective action may be taken to bring the project closer in line with targets.

## ON THE CD-ROM

- Template for solving PERT/CPM models
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- Template for solving CPM budget models
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- Spreadsheet for calculating PERT/CPM probabilities that does not use a template
- Excel template spreadsheet for a PERT/CPM model without probabilities
- Excel template spreadsheets for PERT/CPM models that require calculating probabilities
- Excel template spreadsheet for constructing a Gantt chart
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- Problems 41-50

Additional Problems/Cases

- Case 4


## PERT-CPM.xls

CPM-Deadline.xls
CPM-Budget.xls
PERT-COST.xls
Klonepalm EXCEL.xls

Klonepalm Probabilities.xls

## Klonepalm.xls

Klonepalm-180.xls
Klonepalm-200.xls
Klonepalm(Revised)-180.xls
Klonepalm(Revised)-200.xls
Klonepalm Gantt.xls

Baja Deadline.xls

Baja Budget.xls

Larkin PERT-COST.xls
Problem Motivations

Additional Problems/Cases

## APPENDIX 5.1

## Using the Project Scheduling Templates

## A5.1.1 General Information

- Project scheduling templates are included for solving the following: (1) PERT/CPM models (with or without probabilities); (2) CPM models with project completion deadlines; (3) CPM models with budget restrictions; and (4) PERT/COST models.
- If a dialogue box appears that begins, "The workbook you are opening contains macros," then, at the bottom, click "Enable Macros."
- The templates are limited to models that have at most 26 nodes and at most 50 arcs.
- Each model has its own template and has Solver dialogue box(es) preprogrammed so that the user only has to call Solver and click Solve.
- The following procedure is recommended:

1. Open the appropriate template.
2. Before entering any data, do a "SAVE AS" to a file with an appropriate name to a floppy disk or your hard drive.
3. Enter the required data and follow the instructions for the template as outlined below.

## A5.1.2 The PERT-CPM.xls Template <br> On the PERT INPUT worksheet (see Figure A5.1):

1. Enter activity names beginning in cell A4.

Note: These will automatically assign node labels (letter designations) in column B.
2. Enter values for $a, m$, and $b$ (optimistic, most likely, and pessimistic times) in columns $\mathrm{C}, \mathrm{D}$, and E if using the three-time estimate approach OR values for $\mu$ and $\sigma$ (the mean and standard deviation of the activity completion times) in columns F and G .
Notes: (1) For problems that do not involve using standard deviations, leave column G blank. (2) If for some activities $\mu$ and $\sigma$ are given, while for others $\mu$ and $\sigma$ must be calculated using the three-time estimate approach, you can mix input methods on the template.
3. Enter the precedence relations one by one. The ending node label of a predecessor relationship is entered in column I, while its immediate predecessor node label is entered in column J.
Note: If a node has more than one immediate predecessor, the ending node label must be listed in column I each time with a corresponding immediate predecessor label in column J.
4. After entering the input data, call Solver and click SOLVE. When Solver is done, click OK.
Note: Nothing will have changed on the PERT INPUT worksheet!
5. Select the PERT OUTPUT worksheet (see Figure A5.2). Call Solver again and click SOLVE. When Solver is done, click OK.
Note: At this point, the ES, EF, LS, LF, Slack times, the designation of the critical path, the values of $\mu$ and $\sigma$, the overall project completion time, and the variance and standard deviation of the project completion time (assuming one critical path) are displayed.

FIGURE A5.1
PERT INPUT Worksheet for the Klonepalm Model with Probabilities
6. If you wish to calculate the probability of completing the project by a certain time, enter this value in cell F6 of the PERT OUTPUT worksheet. The probability will be given in cell H6.
Note: Before doing this check to see that the critical activities form just one critical path. If more than one critical path exists, you can select one critical path and enter in cell D5 a value or a formula that sums the variances along one of the critical paths. The result in cell H6 will be the probability that the activities along this one critical path are completed by the time period entered into cell F6.

Figures A5.1 and A5.2 show the input and output for the Klonepalm probability model discussed in Section 5.9.



## A5.1.3 The CPM-Deadline.xls Template

On the CPM DEADLINE INPUT worksheet (see Figure A5.3):

1. Enter activity names beginning in cell A4.

Note: These will automatically assign node labels (letter designations) in column B.
2. Enter the normal time, normal cost, crash time, and crash costs in columns C, D, E, and F, respectively.
3. Enter the precedence relations one by one. The ending node label of a predecessor relationship is entered in column H , while its immediate predecessor node label is entered in column I.
Note: If a node has more than one immediate predecessor, the ending node label must be listed in column $H$ each time with a corresponding immediate predecessor label in column I.
4. Enter the deadline date in cell E .
5. After entering the input data, call Solver and click SOLVE. When Solver is done, click OK.
Note: Nothing will have changed on the CPM DEADLINE INPUT worksheet! The results will be given on the CPM DEADLINE OUTPUT worksheet.

Figure A5.3 shows the input for the Baja Burrito Restaurants Deadline model discussed in Section 5.10. The output is that in Figure 5.22 in that section.

FIGURE A5.3 CPM DEADLINE INPUT Worksheet for Baja Burrito Restaurants

## A5.1.4 The CPM-Budget.xls Template

On the CPM BUDGET INPUT worksheet (see Figure A5.4):

1. Enter activity names beginning in cell A4.

Notes: (1) These will automatically assign node labels (letter designations) in column B. (2) After all the activities have been entered, enter END in the cell after the last entry in column $A$.
2. Enter the normal time, normal cost, crash time, and crash costs in columns C , D, E, and F, respectively.
3. Enter the precedence relations one by one. The ending node label of a predecessor relationship is entered in column H , while its immediate predecessor node label is entered in column I.
Notes: (1) If a node has more than one immediate predecessor, the ending node label must be listed in column H each time with a corresponding immediate predecessor label in column I. (2) For all nodes that are not immediate predecessors for any other activity, enter these nodes as immediate predecessors for END.
4. Enter the available budget in cell E1.
5. After entering the input data, call Solver and click SOLVE. When Solver is done, click OK.
Note: Nothing will have changed on the CPM BUDGET INPUT worksheet! The results will be given on the CPM BUDGET OUTPUT worksheet.

Figure A5.4 shows the input for the Baja Burrito Restaurants Budget model discussed in Section 5.10. The output is that in Figure 5.24 in that section.

FIGURE A5.4 CPM BUDGET INPUT Worksheet for Baja Burrito Restaurants

## A5.1.5 The PERT-COST.xls Template

On the PERT-COST INPUT worksheet (see Figure A5.5):

1. Enter work package names beginning in cell A4.

Note: These will automatically assign node labels (letter designations) in column B.
2. Enter the budgeted time, budgeted cost, percent complete, and cost to date data in columns C, D, E, and F, respectively.
3. Enter the precedence relations one by one. The ending node label of a predecessor relationship is entered in column H , while its immediate predecessor node label is entered in column I.
Note: If a node has more than one immediate predecessor, the ending node label must be listed in column H each time with a corresponding immediate predecessor label in column I.
4. Enter the current date in cell D1.
5. After entering the input data, call Solver and click SOLVE. When Solver is done, click OK.
Note: Nothing will have changed on the PERT-COST INPUT worksheet!
6. Select the PERT-COST OUTPUT Worksheet, call Solver, and click SOLVE.

Figure A5.5 shows the input for the Tom Larkin political campaign model discussed in Section 5.11. The output is that given in Figure 5.27 of that section.

FIGURE A5.5 PERT-COST INPUT
Worksheet for the Tom Larkin Political Campaign

## APPENDIX 5.2

## Using the PERT-CPM Template to Create Gantt Charts

Creation of a Gantt chart using the Chart Wizard function in Excel requires four columns in this order:

1. Node Labels
2. Activity Names
3. ES times (if creating an Earliest Time Gantt Chart) or LS times (if creating a Latest Time Gantt Chart)
4. Expected Completion Times $(\mu)$

These are all entries on the PERT OUTPUT worksheet.
Begin by creating a new worksheet (Gantt Data) with these entries.

1. Select worksheet from the INSERT menu.
2. Select the PERT OUTPUT worksheet and highlight the entries in column $B$ beginning with cell B8 and select Copy from the Edit menu.
3. Select the new Gantt Data worksheet and click on cell A1. From the Edit menu select Paste Special and check Values in the dialogue box (Figure A5.6). The node labels will now be in column A of the Gantt Data worksheet.

4. In a like manner, copy the activity names in column A, the ES in column $G$ (or LS in column H), and the expected times $(\mu)$ in column D from the PERT OUTPUT worksheet and, using the Paste Special-Values function, paste these values into columns $B, C$, and $D$, respectively, of the new Gantt Data worksheet.

FIGURE A5.7
Use of Sort Descending Function

FIGURE A5.8
Selecting Floating Bars from the Chart Wizard
5. Reverse the order of the activities by highlighting all the data in columns A, $\mathrm{B}, \mathrm{C}$, and D beginning with row 2 by using the Sort Descending function as shown in Figure A5.7.


The data in columns A through D of the Gantt Data worksheet will be those in Figure A5.8.
6. From the Chart Wizard, select the Custom Types tab; then select the Floating Bars option as shown in Figure A5.8.


FIGURE A5.9
Entry for Data Range in Step 2

FIGURE A5.10
Resulting Gantt Chart Created from Chart Wizard
7. In Step 2 of the Chart Wizard, in the Data Range enter all data beginning with cell B2 as shown in Figure A5.9.

8. In Step 3, fill in a chart title and labels for the Category X -axis and Value Zaxis. Note that the entry for the Category X -axis is actually the Y -axis label and the entry for the Value Z-axis is actually the X-axis label. We entered "Klonepalm 2000," "ACTIVITIES," and "DAYS" respectively, for these values. In Step 4, enter a new worksheet name and click Finish.

The result is the Gantt chart shown in Figure A5.10. We can now make it more attractive by changing the background colors, changing bar colors, and so on. This can be done by right mouse clicking on the item, selecting Format Data Series, and then experimenting with the options until we have an attractive Gantt chart such as that in Figure 5.8 in Section 5.6.


## LProblems

1. Paul Nguyen is designing a new safety cap for medicine bottles to replace the cumbersome child safety caps used by manufacturers today. Construct a PERT/CPM network of the project, given the activities Paul has listed in the following table.
Safety Cap Project

| Activity | Immediate <br> Predecessors |
| :--- | :---: |
| A. Complete design | - |
| B. Manufacture prototype | A |
| C. Test and redesign cap | B |
| D. Determine interest in product | B |
| E. Apply for patent | C |
| F. Manufacture limited quantities | C |
| G. Design packaging | C |
| H. Negotiate with manufacturers | $\mathrm{D}, \mathrm{E}, \mathrm{F}$ |
| I. Sign contract | H |
| J. Ship initial supplies | G,I |

2. St. Paul's Episcopal Church has a parking lot in need of repair. It has determined that these repairs will cost around $\$ 150,000$, although formal bids have not yet been solicited from construction companies. The clergy has determined that the following set of activities make up the project.

| Activity | Immediate <br> Predecessors |
| :--- | :---: |
| A. Inform congregation of upcoming project | - |
| B. Solicit funds in church and newsletter | A |
| C. Obtain bids | A |
| D. Do volunteer parking lot preparation work | C |
| E. Solicit by telephone | C |
| F. Borrow remaining funds | B, D, E |
| G. Choose company and have work performed | F |

Draw a PERT/CPM network for this project.
3. The library at Kaufman Products has just received authorization to spend up to $\$ 40,000$ on new journal subscriptions and book purchases. Accordingly, the librarian has developed the following small project.

|  | Immediate <br> Predecessors | Time <br> (weeks) |
| :--- | :---: | :---: |
| A. Solicit input from employees | - | 4 |
| B. Identify obsolete material in library | - | 3 |
| C. Clear out space for new purchases | B | 2 |
| D. Hold sale/discard obsolete material B <br> E. Review input from employees given <br> budget and space requirements $\mathrm{A}, \mathrm{C}$ <br> F. Order/receive new materials E l | 2 |  |

Draw a PERT/CPM network for the Kaufman Products librarian and use this representation to determine the expected number of weeks it will take
before the new materials are in the library. What is the critical path? Explain its significance.
4. Ponderosa Construction has budgeted $\$ 350,000$ to build a new clubhouse at the Sun Lakes Golf Course outside Tampa, Florida. Ponderosa uses a mixture of union and nonunion personnel. Grading of the land, electrical, and plumbing work is subcontracted out to union shops. The actual construction of the project, though supervised by union carpenters, is performed mainly by nonunion laborers to conserve costs. Project planning has produced the following chart.

|  | Immediate <br> Predecessors | Expected <br> Completion <br> Time (Days) |
| :--- | :---: | :---: |
| A. Grade land | - | 3 |
| B. Order building supplies | - | 4 |
| C. Hire nonunion labor | - | 7 |
| D. Pour concrete slab | A | 8 |
| E. Receive/organize supplies | B | 8 |
| F. Build clubhouse frame | $\mathrm{C}, \mathrm{D}, \mathrm{E}$ | 30 |
| G. Electrical installation | F | 15 |
| H. Plumbing installation | F | 11 |
| I. Stucco/paint outside | H | 20 |
| J. Dry wall/paint/tile inside | $\mathrm{G}, \mathrm{H}$ | 18 |
| K. Finish/cleanup | IJ | 6 |
| L. Landscaping | K | 8 |

a. Draw a PERT/CPM network for this problem.
b. Prepare a chart showing the earliest/latest start and finish times and the slack for each activity. What is the expected completion time for the project?
5. Consider the Sun Lakes Golf clubhouse project in problem 4. The $\$ 350,000$ allocated for the project was budgeted as per the second column below. The last two columns show the progress and costs incurred as of day 12 .
Day 12

| Activity | Budgeted <br> Cost | Percent <br> Complete | Cost <br> to Date |  |
| :---: | :---: | :---: | :---: | :---: |
| A | $\$ 10,000$ | $100 \%$ | $\$ 9,100$ |  |
| B | $\$ 1,000$ | $100 \%$ | $\$ 1,100$ |  |
| C | $\$ 10,000$ | $100 \%$ | $\$ 15,100$ |  |
| D | $\$ 8,000$ | $90 \%$ | $\$ 7,100$ |  |
| E | $\$ 1,000$ | $50 \%$ | $\$$ | 700 |
| F | $\$ 210,000$ | $0 \%$ | $\$$ | 0 |
| G | $\$ 10,000$ | $0 \%$ | $\$$ | 0 |
| H | $\$ 30,000$ | $0 \%$ | $\$$ | 0 |
| I | $\$ 25,000$ | $0 \%$ | $\$$ | 0 |
| J | $\$ 35,000$ | $0 \%$ | $\$$ | 0 |
| K | $\$ 1,000$ | $0 \%$ | $\$$ | 0 |
| L | $\$ 9,000$ | $0 \%$ | $\$$ | 0 |

TOTAL BUDGET $=\$ 350,000$
Is the project coming in on time and within budget? If not, can you suggest some corrective action?
6. When buyers purchase new houses, they are frequently responsible for installing their own landscaping. The PERT/CPM network shown in the accompanying figure represents a landscaping project for a new home in Jackson, Mississippi. The times are in days.

a. What are the expected completion time and the critical path for the landscaping project?
b. What are the earliest and latest start and finish times for activity C?
c. How long can activity A be delayed without delaying the minimum completion time of the project?
d. If activities $\mathrm{A}, \mathrm{C}$, and F are each delayed three days, how long will the landscaping project be delayed?
7. George Washington High School is planning a reunion for the graduating class of 1975. The D'Onofrio twins, who are in charge of planning the entire event, have determined the following tasks.

| Tasks | Immediate Predecessors | Time Estimates (Days) |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Best | Probable | Worse |
| A. Determine current addresses of graduates | - | 20 | 25 | 50 |
| B. Determine a budget | - | 3 | 5 | 12 |
| C. Choose a site | B | 10 | 14 | 21 |
| D. Hire a band | B | 5 | 14 | 18 |
| E. Design commemorative sweatshirts | - | 10 | 10 | 14 |
| F. Write/mail announcements | A, C | 8 | 14 | 25 |
| G. Hire a photographer | B | 3 | 4 | 7 |
| H. Determine excess funds | D, F, G | 32 | 40 | 50 |
| I. Buy door prizes | E, H | 2 | 5 | 8 |

What is the probability that the D'Onofrio twins will have to commit more than 90 days to this project?
8. Keith Littlefield is a racecar driver on the NASCAR circuit. He has promised to participate in the Pocono 300 , to be held 15 weeks from now. In order to be competitive, Keith feels he must completely modify his racecar. The following activity chart summarizes the normal crash costs and completion times of the rebuilding project activities

|  | Immediate | Normal <br> Time <br> (Weeks) | Crash <br> Time <br> (Weeks) | Normal <br> Cost | Crash <br> Cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | - | 8 | 4 | $\$ 4800$ | $\$ 5400$ |
| B | C, E | 7 | 4 | $\$ 3900$ | $\$ 4800$ |
| C | A | 7 | 2 | $\$ 5100$ | $\$ 6600$ |
| D | G | 4 | 2 | $\$ 1200$ | $\$ 2400$ |
| E | A | 9 | 3 | $\$ 3600$ | $\$ 4800$ |
| F | C, D | 9 | 3 | $\$ 3300$ | $\$ 6000$ |
| G | A | 7 | 3 | $\$ 2700$ | $\$ 3900$ |

a. Determine the minimal time it will take to modify the racecar if no activities are crashed.
b. Which activities should be crashed and by what amount to meet the 15 -week target date? What are the total costs of the modifications if the deadline is met?
9. In problem 8, the figures in the table come from Eurogem Bodyworks, a company that has previously modified two of Keith Littlefield's racecars. Activity F is the modification of the aerodynamics of the car. An associate of Keith's has informed him of a company known as Glidestone, Inc. that can also do the required modifications. Glidestone's normal cost is $\$ 4200$, but the modification will only take eight weeks. Its crash time of only one week can be met with a crash cost of $\$ 5250$. Should Keith switch to Glidestone? If so, which activities should now be crashed and by what amount? Also give the total overall project completion cost.
10. Carter, Fine, and Groetche (CF\&G) is an advertising firm specializing in marketing cosmetics. A typical project begins with a meeting between executives from the cosmetics firm and senior CF\&G representatives to get a general feel for the product. This usually takes about two weeks. CF\&G then takes about a week to review the current assignments and strengths of its personnel and assemble an advertising group it feels can most effectively develop the ad campaign.

After the group has been formed, several of its members meet with both senior and line personnel at the cosmetics firm for a general assessment of the strengths and any unusual features of the product. This typically takes about four weeks. After meeting with senior and line personnel, these members conduct a test sampling of consumer reactions to the product, which also takes about four weeks.

At the same time that some of the group is meeting with company representatives and test marketing, other members of the group are researching competitive products and developing charts of market shares, prices, perceived consumer feelings about the products, and the like. This work usually takes about six weeks. Based on the results from sample testing and the research on competitive products, CF\&G puts together a full-scale ad campaign lasting about eight weeks.
a. Determine the minimum completion time for this project.
b. What is the critical path?
c. Draw a Gantt chart for the advertising process at CF\&G.
11. L\&P Janitorial Service provides cleaning services to many clients, including the Johnson Tower complex. L\&P personnel begin their operations at 10:00 P.M. and must leave before 6:00 A.M. the following morning. Certain cleaning operations must be completed before others are started, as illustrated by the following network. The times are in minutes.

a. Prepare a chart giving the earliest and latest start and finish times and the slack times for each cleaning activity. Express the earliest and latest start and finish times as actual clock times (i.e., 10:00 P.M., etc.).
b. L\&P Janitorial wants to conserve costs and will send the minimum number of workers required to complete a cleaning project. Employees work eighthour shifts, and any worker can perform any of the cleaning operations. Show how the Johnson Tower complex project can be completed using only two workers. Give a schedule for each worker.
12. The following table is a plan for a major freeway renovation project at the intersection of Interstate Highway 5 and Highway 55, a major north-south freeway in Santa Ana, California.

|  | Expected <br> Time <br> (months) | Immediate <br> Predecessors |
| :--- | :---: | :---: |
| Activity | 16 | - |
| A. Obtain federal funding | 28 | - |
| B. Obtain state funding | 14 | A |
| C. Design/subcontract freeway lanes | 22 | A |
| D. Design/subcontract bridges/exits | 12 | $\mathrm{~B}, \mathrm{C}$ |
| E. Build new freeway sound walls | 26 | $\mathrm{~B}, \mathrm{C}$ |
| F. Rebuild southbound lanes | 18 | $\mathrm{D}, \mathrm{E}$ |
| G. Rebuild transition roads/exits | 50 | $\mathrm{D}, \mathrm{E}$ |
| H. Build new bridges/overpasses | 44 | F,G |
| I. Rebuild northbound lanes |  |  |

a. Determine an overall estimated project completion time.
b. What is the effect of: (i) a delay in federal funding of five months? (ii) a delay in state funding of five months?
c. Suppose each activity has a standard deviation of four months. What is the probability that the freeway construction will be completed in:
(i) six years; (ii) seven years; (iii) eight years; (iv) nine years?
13. Mustang and Me is a new movie from Nickledime Studios about a 12-year-old boy and a talking 1965 Ford Mustang convertible. The film is due out in 16 weeks. Originally, the studio was simply going to promote this as a "feel good" movie. However, further research has shown that merchandising of the modified Mustang used in the movie could be quite lucrative if the products are available no later than the release date of the movie.

The following table details the activities of this project. Because of the studio's long experience with product design and distribution, it has been able to determine normal and crash times and costs for each of the activities. Times are in weeks, and costs are in $\$ 100,000$ s.

|  | Normal |  |  | Crash |  |
| :--- | :---: | :---: | :---: | :---: | ---: |
| Activity | Time | Cost |  | Time | Cost |
| A. Design/test product | 6 | 12 |  | 4 | 22 |
| B. Hire workers | 3 | 4 |  | 2 | 5 |
| C. Train workers | 3 | 5 |  | 3 | 5 |
| D. Order/receive materials | 2 | 10 |  | 1.5 | 12 |
| E. Reconfigure machinery/setup | 7 | 10 |  | 4 | 19 |
| F. Advertise product | 8 | 20 |  | 5 | 32 |
| G. Production | 8 | 12 |  | 4.5 | 26 |
| H. Pay purchase orders | 3 | 1 |  | 2 | 2 |

The following is the PERT/CPM network representation of the project.

a. Write the linear program that models this situation.
b. Determine a minimum cost schedule to complete the project within 16 weeks.
14. Consider the merchandising problem faced by Nickledime Studios in problem 13. At present, the studio can only allocate $\$ 8$ million to the merchandising project.
a. Write the linear program that models this situation.
b. What is the minimal completion time of the project, given this budgetary constraint?
15. Consider the Nickledime model in problems 13 and 14.
a. Draw a Gantt chart using the suggested times for the minimum cost deadline model in problem 13.
b. Draw a Gantt chart using the suggested times for the minimum time budget model in problem 14.
16. The Platters, a rock-and-roll group that had many hits in the late 1950 s, has undergone many personnel changes since that era. However, a group performing under that name is still touring the country giving concerts. The group would like to stop in Detroit, Michigan, on its current tour. An "oldies" radio station, WDMI, is in charge of making the arrangements.

The station has listed activities that must be completed prior to the concert in the table for problem 16. Times are in weeks.

Problem 16

| Activity | Immediate <br> Predecessors | Optimistic | Most <br> Likely | Pessimistic |
| :---: | :---: | :---: | :---: | :---: |
| A. Negotiate lease terms | - | 3 | 4 | 5 |
| B. Hire opening acts | A | 2 | 4 | 12 |
| C. Hire security | B | 1 | 2 | 3 |
| D. Hire technicians | B | 2 | 3 | 10 |
| E. Ticket outlets | B | 2 | 3 | 4 |
| F. Initial promotion | E | 2 | 3 | 4 |
| G. Lodging/ transportation | A | . 5 | 1 | 1.5 |
| H. Final promotion | F | 4 | 5 | 12 |
| I. Rehearsals | C,D,G | 2 | 5 | 8 |
| J. Concession sales | A | 5 | 13 | 15 |

a. Give an estimated completion time for this project.
b. Which activities have the most slack?
c. What is the probability that the project will be completed in 12 weeks?
d. Give a time within which the station can be $99 \%$ sure of completing the project.
17. One of the primary proponents of PERT/CPM analyses has been the Department of Defense (DOD). Suppose that Congress has allocated funds to build the new F-21A attack fighter aircraft. The Secretary of Defense must make a recommendation to the President concerning which of two companies, Boeing and McDonnell-Douglas, should be given the contract. Each company has submitted verified DOD time estimates for the major activities of the building process shown in the table for problem 17. Times are in months.

Problem 17

|  | Boeing <br> Estimates |  |  |  | McDonnell- <br> Douglas |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Activity | $a$ | $m$ | $b$ |  | $a$ | $m$ | $b$ |  |
| A. Design engine | 7 | 10 | 24 |  | 10 | 12 | 16 |  |
| B. Manufacture engine | 1 | 2 | 3 |  | 2 | 3 | 4 |  |
| C. Plan aircraft | 11 | 15 | 28 |  | 10 | 16 | 24 |  |
| D. Manufacture fuselage | 7 | 14 | 17 |  | 12 | 15 | 18 |  |
| E. Engine to fuselage | 1 | 2 | 3 |  | 1 | 2 | 3 |  |
| F. Manufacture wings | 6 | 8 | 11 |  | 8 | 9 | 10 |  |
| G. Manufacture tail | 5 | 7 | 10 |  | 4 | 5 | 6 |  |
| H. Contract for equipment | 9 | 10 | 11 |  | 5 | 9 | 13 |  |
| I. Equipment installed | 2 | 3 | 4 |  | 1 | 2 | 5 |  |
| J. Final assembly | 5 | 7 | 9 |  | 6 | 7 | 8 |  |
| K. Co. testing/modifications | 8 | 12 | 17 |  | 8 | 13 | 14 |  |

The project can be represented by the following PERT/CPM network.

a. Based solely on the probability of having the aircraft ready for test flights within 60 months and the company time estimates, which contractor, Boeing or McDonnell-Douglas, should the Secretary of Defense recommend?
b. Based solely on the expected completion time of the project, which contractor, Boeing or McDonnellDouglas, should the Secretary of Defense recommend?
18. Tamako Landscaping designs and installs landscaping for large office complexes. The activities for one such installation project are shown in the network for problem 18. Note that each node gives both budgeted time (in days) and cost data.
a. Determine the estimated completion time and total cost of the project.
b. What is the effect on the completion time of the entire project for each of the following activity delays?
i. H delayed 2 days
ii. C delayed 2 days
iii. F delayed 11 days
iv. F delayed 14 days
v. G delayed 2 days
vi. $C$ delayed 2 days and $F$ delayed 11 days
vii. C delayed 2 days and $G$ delayed 2 days

Problem 18

19. In the project initiated by Tamako Landscaping (problem 18), suppose that after 18 days Tamako observes the following status.

| Work Package | Expenses Incurred | Percent Complete |
| :---: | :---: | :---: |
| A | $\$ 7,000$ | $100 \%$ |
| B | $\$ 12,000$ | $100 \%$ |
| C | $\$ 15,000$ | $90 \%$ |
| D | $\$ 8,500$ | $100 \%$ |
| E | $\$ 20,000$ | $95 \%$ |
| $\mathrm{~F}^{*}$ | $\$ 25,000$ | $40 \%$ |

*The other activities (G-J) have not been started.
a. Is the project coming in on time?
b. Is the project coming in within budget?
c. Comment on a strategy to complete this project.
20. It is June 1, and popular recording star Chocolate Cube is planning to add a separate recording studio to his palatial complex in rural Connecticut. The blueprints have been completed, and the table for problem 20 lists the time estimates of the activities in the construction project.
a. Determine the expected completion time and the critical path for this project. Also determine the expected earliest and latest start and finish dates for each of the separate activities. (Assume the workers work seven days per week, including July Fourth and Labor Day.)
b. Chocolate Cube has committed himself to a recording session beginning September 8 ( 99 days from now). What is the probability that he will be able to begin recording in his own personal studio on that date?
c. If his studio is not ready in 99 days, Chocolate Cube will be forced to lease his record company's studio, which will cost $\$ 120,000$. For $\$ 3500$ extra, Eagle Electric, the company hired for the electrical installation (activity G), will work double time; each of the time estimates for this activity will therefore be reduced by $50 \%$. Using an expected cost approach, determine if the $\$ 3500$ should be spent.

| Problem 20 | Chocolate Cube Recording Studio |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Immediate <br> Predecessors | Optimistic <br> Time <br> (days) | Most Likely <br> Time <br> (days) | Pessimistic <br> Time <br> (days) |
| Activity | - | 1.0 | 2.0 | 9.0 |
| A. Order materials | - | 2.5 | 4.5 | 9.5 |
| B. Clear land | - | 2.0 | 5.0 | 14.0 |
| C. Obtain permits | C | 4.0 | 6.5 | 18.0 |
| D. Hire subcontractors | C | 2.0 | 4.0 | 18.0 |
| E. Store materials | A | 22.0 | 30.0 | 50.0 |
| F. Primary structure | B,D,E | 15.0 | 20.0 | 37.0 |
| G. Electrical work | F | 4.5 | 10.0 | 21.5 |
| H. Plumbing | F | 4.5 | 15.0 | 24.0 |
| I. Finish/paint | G,H | 12.0 | 14.5 | 48.0 |
| J. Complete studio | H | 14.0 | 1.0 |  |
| K. Cleanup | IJ | 5.0 | 5.0 | 5.0 |

21. TV and radio stations in Birmingham, Alabama, are planning their annual "Mike Awards" banquet, which is 15 weeks away. The following is a list of the activities with projected costs and expedited costs (in \$1000s), that must take place. Times are in weeks. Determine a schedule of events that will meet the 15 -week deadline at minimum total cost.

Problem 21 Mike Awards

| Activity | Immediate <br> Predecessors | Projected <br> Cost | Projected <br> Time | Expedited <br> Cost | Expedited <br> Time |
| :--- | :---: | :---: | :---: | :---: | :---: |
| A. Secure facility | - | 9 | 4 | 15 | 2 |
| B. Prepare guest list | - | 2 | 2 | 3 | 1 |
| C. Hire band | A | 7 | 3 | 10 | 2 |
| D. Design stage | A | 6 | 4 | 11 | 3 |
| E. Choreograph program | C,D | 8 | 4 | 18 | 2 |
| F. Hire caterer | B | 9 | 2 | 20 | 1 |
| G. Build stage | D | 8 | 4 | 12 | 2 |
| H. Hold program rehearsal | E,G | 7 | 3 | 17 | 2 |
| I. Make final preparations | B,H | 8 | 5 | 22 | 3 |

22. Consider the planning of the "Mike Awards" banquet in problem 21. Suppose the planning committee adopted your recommendation for the scheduling of events. After 10 weeks it finds the following situation. Is the project on time and within budget? If not, can you suggest some corrective actions that might be taken.

Progress Report at the end of Week 10:

| Activity | Percent Complete | Cost to Date |
| :---: | :---: | :---: |
| A | 100 | $\$ 12,000$ |
| B | 100 | $\$ 2,500$ |
| C | 100 | $\$ 6,500$ |
| D | 100 | $\$ 8,000$ |
| E | 100 | $\$ 12,500$ |
| F | 15 | $\$ 5,000$ |
| G | 80 | $\$ 7,500$ |
| H | 0 | $\$$ |
| I | 0 | $\$$ |

23. Virtual Golf, Inc. (VGI) is contemplating introducing a new virtual reality golf experience that would, if successful, be located in many amusement parks and entertainment centers throughout the country. If the project gets the "go-ahead," it must be completed within 20 weeks ( 140 days) to be installed in the Mall of America in Bloomington, Minnesota, for test marketing. The table for problem 23 gives cost and time estimates (in days) for the activities of the project.

| Activity | Immediate <br> Predecessors |
| :--- | :---: |
| A. Feasibility study | - |
| B. Input from golf professionals | A |
| C. Conceptual design | B |
| D. Professional feedback | C |
| E. Final design | D |
| F. Manufacture of unit | E |
| G. Software development | E |
| H. Equipment/software coordination | $\mathrm{F}, \mathrm{G}$ |
| I. In-house unit testing | H |
| J. Operator training | H |
| K. Construct unit in mall store | $\mathrm{I}, \mathrm{J}$ |
| L. Testing of unit in mall store | K |


| Activity | Normal <br> Days | Crash <br> Days | Normal <br> Cost | Crash <br> Cost |
| :--- | :---: | :---: | :---: | :---: |
| A. Feasibility study | 14 | 12 | $\$ 15,000$ | $\$ 17,500$ |
| B. Input from golf professionals | 14 | 11 | $\$ 55,000$ | $\$ 64,000$ |
| C. Conceptual design | 8 | 8 | $\$ 50,000$ | $\$ 50,000$ |
| D. Professional feedback | 12 | 9 | $\$ 40,000$ | $\$ 50,000$ |
| E. Final design | 18 | 16 | $\$ 50,000$ | $\$ 65,000$ |
| F. Manufacture of unit | 20 | 16 | $\$ 40,000$ | $\$ 55,000$ |
| G. Software development | 14 | 10 | $\$ 55,000$ | $\$ 70,000$ |
| H. Equipment/software |  |  |  |  |
| $\quad$ coordination | 21 | 19 | $\$ 25,000$ | $\$ 65,000$ |
| I. In-house unit testing | 10 | 8 | $\$ 25,000$ | $\$ 32,000$ |
| J. Operator training | 21 | 21 | $\$ 50,000$ | $\$ 50,000$ |
| K. Construct unit in mall store | 9 | 6 | $\$ 25,000$ | $\$ 40,000$ |
| L. Testing of unit in mall store | 15 | 10 | $\$ 10,000$ | $\$ 40,000$ |

a. What is the minimum project cost that will allow the project to be completed within 20 weeks? How would you schedule the individual activities?
b. What would be your recommendation if the project had to be completed within 18 weeks?
24. Consider the project facing VGI in problem 23. If the company allocated a maximum of $\$ 500,000$ to this project, what is the minimum time it would take to complete the project?
25. The Ohio Preservation Society (OPS) has discovered a house once occupied by Rutherford B. Hayes, the nineteenth president of the United States (1877-1881). OPS plans to restore the building to reflect the period during which the former president lived there and eventually open it for public tours. Contractors for the restoration project will have to do the following:

## Wall/Ceiling Activities

A. Strip the existing wallpaper
B. Clean and repair the walls/ceilings
C. Paint the walls/ceilings

Flooring Activities
D. Remove old carpeting
E. Lay a floor foundation
F. Install, stain, and seal hardwood flooring
G. Install rugs and carpet runners (for tourists)

Exterior Activities
H. Sand and repair outside wood surfaces
I. Paint exterior to reflect the period.
a. Construct a PERT/CPM network for the renovation project faced by OPS, assuming:
i. The wall/ceiling activities, the flooring activities, and the exterior activities are listed in the order in which they are to be performed.
ii. Cleaning and repairing the walls/ceilings, removing the old carpeting, and sanding and repairing the exterior must precede any painting activity (interior or exterior).
iii. The walls/ceilings must be painted before hardwood flooring is installed, stained, and sealed.
iv. All painting (interior and exterior) must be completed before new rugs and carpet runners are installed.
v. Stripping the wallpaper, removing the old carpeting, and sanding and repairing the exterior may all commence at the same time.
b. If the estimated time of each wall/ceiling activity is two weeks, the estimated time of each flooring activity is one week, and the estimated time of each exterior activity is three weeks, prepare a Gantt chart for the restoration project.
c. What is OPS's estimated completion time for the restoration project?
26. Hanover Toys, Inc. is interested in developing and marketing Lover's Baskets as a specialty gift product. The preliminary idea is that the baskets would have a teddy bear centerpiece on a bed of wrapped gourmet chocolates, cakes, and petite fours. The basket would be wrapped in colored cellophane and tied with a fancy bow that includes a fresh rose. The table for problem 26 is a simplified analysis of the project components.

Problem 26

|  |  | $\begin{array}{c}\text { Most } \\ \text { Immediate } \\ \text { Predecessors }\end{array}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | \(\left.\begin{array}{c}Optimistic <br>

Time\end{array} $$
\begin{array}{c}\text { Likely } \\
\text { Time }\end{array}
$$ $$
\begin{array}{c}\text { Pessimistic } \\
\text { Time }\end{array}
$$\right]\)
a. What is the expected completion time of the project? What is the critical path?
b. Which activities have the most flexibility in scheduling?
c. The company would like to complete the entire project within three months ( 13 weeks). What is the probability it will be able to meet this target date?
27. Universal Travel is planning to move its headquarters from Cincinnati to Columbus, Ohio. The table for problem 27 details the steps that must be taken. Times are in weeks.

Problem 27

|  | Immediate <br> Predecessors | Optimistic <br> Time | Most <br> Likely <br> Time | Pessimistic <br> Time |
| :--- | :---: | :---: | :---: | :---: |
| A. Select a site | - | 8 | 12 | 20 |
| B. Refurbish building | A | 9 | 10 | 12 |
| C. Determine which <br> staff will transfer | - | 2 | 2 | 3 |
| D. Hire staff <br> replacements <br> in Columbus | C | 3 | 6 | 8 |
| E. Pack hoxes |  |  |  |  |
| in Cincinnati |  |  |  |  |$\quad$ A,C

a. What is the expected completion time of the project? What is the critical path?
b. What is the probability the project will be completed within 36 weeks?
c. Suppose Universal will be charged for both sites if it is not completely moved in within 36 weeks. This will cost the company $\$ 5000$. The company is considering two options to improve its chances to meet this deadline.

- For $\$ 1000$, additional movers can be hired to move the files. This would cut each of the three time estimates for that activity in half.
- Additional movers can be hired for $\$ 1000$ to assist in moving the equipment. This would cut the three time estimates for that activity by one week each. The company can pursue either OR BOTH of these options. What is your recommendation?

28. Whitehead Construction is building the new Crumpet Towers high-rise complex using the PERT/CPM network for problem 28.

Problem 28


Several of the project's activities have been designated as plumbing or electrical activities that Whitehead will subcontract out. Two electrical subcontractors (Wizard Electric and Coast Electric) and two plumbing subcontractors (Reliable Plumbing and County Plumbing) are being considered for the project. The bids submitted by the subcontractors are as follows:

| Wizard Electric | $\$ 228,000$ |
| :--- | :--- |
| Coast Electric | $\$ 312,000$ |
| Reliable Plumbing | $\$ 196,000$ |
| County Plumbing | $\$ 282,000$ |

The following table, based on Whitehead's years of experience with similar projects, gives the three time estimates (in months) for each activity.

| Activity | Optimistic <br> Time | Most <br> Likely Time | Pessimistic <br> Time |
| :---: | :---: | :---: | :---: |
| A | 1.0 | 2.2 | 3.1 |
| B | 2.1 | 3.0 | 4.1 |
| E | 0.9 | 2.2 | 5.1 |
| G | 3.5 | 4.0 | 6.0 |
| I | 1.1 | 1.2 | 1.8 |
| J | 2.1 | 2.8 | 4.4 |
| K | 4.1 | 6.2 | 9.9 |
| N | 2.7 | 3.7 | 4.5 |
| P | 0.8 | 1.5 | 3.1 |
| R | 3.3 | 4.4 | 5.5 |
| T | 1.0 | 2.0 | 2.8 |
| U | 1.3 | 3.0 | 7.5 |

Electrical Activities

| Activity | Optimistic <br> Time | Most <br> Likely Time | Pessimistic <br> Time |
| :---: | :---: | :---: | :---: |
| Wizard Electric |  |  |  |
| C | 1.0 | 2.6 | 4.7 |
| H | 1.3 | 3.0 | 8.0 |
| L | 0.5 | 0.8 | 2.0 |
| S | 2.7 | 3.0 | 5.5 |
| Coast Electric |  |  |  |
| C | 0.8 | 1.6 | 2.0 |
| H | 1.3 | 2.8 | 6.6 |
| L | 0.4 | 0.6 | 1.4 |
| S | 2.5 | 3.5 | 4.8 |

Plumbing Activities

| Activity | Optimistic <br> Time | Most <br> Likely Time | Pessimistic <br> Time |
| :---: | :---: | :---: | :---: |
| Reliable Plumbing |  |  |  |
| D | 0.7 | 1.6 | 2.0 |
| F | 2.2 | 4.4 | 6.6 |
| M | 6.0 | 7.0 | 9.9 |
| Q | 3.3 | 5.1 | 8.9 |
| County Plumbing |  |  |  |
| D | 0.5 | 1.5 | 2.5 |
| F | 1.5 | 3.5 | 5.5 |
| M | 4.5 | 5.5 | 6.5 |
| Q | 4.5 | 5.5 | 6.5 |

a. Determine the expected completion time of the project for each of the four electric/plumbing combinations.
b. Discuss the validity of the PERT assumptions for this approach.
29. Consider the Crumpet Towers project in problem 28.
a. A penalty of $\$ 500,000$ will be invoked if the project is not finished within two years ( 24 months). Use the expected value approach to recommend which combination of subcontractors should be used.
b. Using your recommendation from part (a), determine a date by which Whitehead can be $99 \%$ sure of completing the project.
30. The California Medical Association (CMA) is holding a meeting at the Anaheim Hilton Hotel on September 8. On that day, the CMA will host a theme party reception for the over 2000 members and spouses who are expected to attend. Stacey Geyer is the Hilton's convention services manager in charge of arranging the reception.

Planning the meeting consists of the activities detailed in the table for problem 30:

Problem 30 Time Requirements for CMA Reception

| Task | Immediate <br> Predecessors | Expected <br> Days | Standard <br> Deviation |
| :--- | :---: | :---: | :---: |
| A. Plan meeting |  |  |  |
| with Howard Klein | - |  |  |
| B. Secure reception room | A | 3 | 1 |
| C. Plan theme | A | 8 | 2 |
| D. Plan menu <br> E. Hire musicians <br> F. Plan space layout <br> of reception room | C |  |  |
| G. Review plans/charges | C | 7 | 2 |

Stacey has been able to estimate the mean and standard deviation of activities B, C, E, and F, based on her past experience. Her estimates for activities A, D, and G, however, depend somewhat on Howard Klein, the arrangements chairperson for the CMA.

At this point, Stacey has estimated that the initial planning meeting with Howard Klein will take at least two days and as many as ten days, but most likely about three days. She feels that menu planning will take between one and three days, most likely two days. In order to review the plans and charges completely, Howard Klein must check with his arrangements committee. This will most likely take about 10 days but could take anywhere from 4 to 22 days.
a. Determine the critical path, the expected completion time, and the standard deviation of the completion time of the project.
b. Analyze the effect on the expected project completion time of each of the following.
i. Activity A is delayed five days.
ii. Activity $B$ is delayed five days.
iii. Activity D is delayed five days.
iv. Activity F is delayed five days.
v. Activities $B$ and $D$ are each delayed five days.
vi. Activities $D$ and $F$ are each delayed five days.
31. Consider the CMA scheduling situation in problem 30. Suppose Stacey would like to be relatively sure (99\% sure) that the project is completed by September 1, a week before the actual reception. To meet Stacey's goal, by what date should she begin her first meeting with Howard Klein? Be sure to take into account the variability in completion times and do not count Saturdays and Sundays (or July 4, if relevant). Count August 31 as day 1 ; that is, if the project took only one day it would have to start on August 31. Round up any fraction of a day to a whole day.
32. Consider the CMA scheduling problem (problem 30). There is a possibility that another group may also be scheduling a meeting at the same time at the Anaheim Hilton, so that securing an appropriate reception room (activity B) may present more of a problem for Stacey Geyer. Accordingly, she has raised her pessimistic estimate of its completion time; the expected time is now 10 days (instead of three), and its standard deviation is 6 (instead of 1).

Show that, given the basic assumptions of PERT, the expected time of the project does not change from that derived in problem 30. What basic PERT assumption could be violated under this scenario, however?
33. Consider the CMA scheduling problem (problem 30). Howard Klein's schedule does not allow him to meet with Stacey for their initial planning session until 35 workdays before the meeting on September 8; that is, the entire project must be completed in 35 days. If it is not completed within 35 days, the CMA will use an alternative backup site for the reception, and the Hilton will forego the $\$ 100,000$ profit from the reception.

The agent for Billy and the Goats, the musicians the CMA wants to book for the reception (activity E), has indicated to the Hilton that, for an additional \$3000, he can wrap up contract negotiations with the group in only two days (with no variance), instead of the projected seven days with a standard deviation of two days. Is it worth it for Stacey to spend the extra $\$ 3000$ ?
34. Berryesa Cabin Company builds vacation cabins for customers from prepackaged cabin "kits." Although the kits are designed so that the novice can build his or her own cabin, most do not and contract Berryesa to complete the cabin. The network for problem 34 shows the PERT/CPM network for cabin construction by Berryesa.

Problem 34


The following table lists the activities, and the expected completion time (in days) required to complete each task.

| Activity | Expected <br> Completion Time |
| :--- | :---: |
| A. Secure land permits | 10 |
| B. Pick up/modify prepackaged kit | 5 |
| C. Clear area for cabin | 4 |
| D. Lay foundation/floor | 4 |
| E. Erect frame | 2 |
| F. Install outside walls | 3 |
| G. Install electrical | 3 |
| H. Install plumbing | 6 |
| I. Install roof | 2 |
| J. Install inside walls/floors | 4 |
| K. Finish/paint inside | 5 |
| L. Finish/paint outside | 3 |
| M. Final cleanup | 2 |

Determine the minimum project completion date.
35. Vertical software is software written using specific packages but designed especially for one company (or type of company). VSI (Vertical Software, Inc.) specializes in writing database programs for various industries. Recently, it signed a contract with the Rhode Island Basketball Officials Association to write an assigning and database system. The software takes the rankings of the officials (Levels 1, 2, 3, 4, and 5), each official's availability, and the level of the official required for each game, and randomly assigns the appropriate officials to each game. The database of assignments must be accessible by date, level, school, and official.

Although the association is paying VSI for the program, VSI retains the right to market the product nationwide after development. The table for problem 35 is a simplified budget for the project.

Problem 35

|  | Immediate <br> Predecessors | Expected <br> Time <br> (days) | Budget |
| :--- | :---: | :---: | :---: |
| A. Meet with association | - | 2 | $\$ 800$ |
| B. Write software | A | 20 | $\$ 9000$ |
| C. Debug software | B | 6 | $\$ 1500$ |
| D. Prepare brief manual | B | 3 | $\$ 1000$ |
| E. Meet with RI assignors | D | 2 | $\$ 900$ |
| F. Test in RI for season | C,E | 40 | $\$ 2500$ |
| G. Make final changes | F | 10 | $\$ 4000$ |
| H. Write complete manual | G | 15 | $\$ 5000$ |
| I. Advertise | C,E | 45 | $\$ 9500$ |

After 50 days, VSI finds itself in the following position:

Day 50

| Work Package | Percent <br> Complete | Expenditures <br> to Date |
| :--- | :---: | :---: |
| A. Meet with association | $100 \%$ | $\$ 1000$ |
| B. Write software | $100 \%$ | $\$ 8000$ |
| C. Debug software | $100 \%$ | $\$ 2500$ |
| D. Prepare brief manual | $100 \%$ | $\$ 1000$ |
| E. Meet with RI assignors | $100 \%$ | $\$ 1000$ |
| F. Test in RI for season | $50 \%$ | $\$ 1000$ |
| G. Make final changes | $0 \%$ | $\$ \quad 0$ |
| H. Write complete manual | $0 \%$ | $\$ \quad 0$ |
| I. Advertise | $10 \%$ | $\$ 2000$ |

Is this project currently experiencing a cost overrun or underrun? Is it on target to be completed in its expected completion time? Should any corrective action be taken?
36. Consider the VSI model in problem 35.
a. Draw an earliest time Gantt chart for this model.
b. Draw a latest time Gantt chart for this model.
c. Fill in the bars to show the percent complete as of day 50 . Does either Gantt chart indicate that the project is behind schedule?
37. The PERT/CPM network for problem 37 details the construction of a new Senior Center in York, Pennsylvania. The times for the activities are in weeks.
a. Determine the earliest and latest start and finish times and slack times for each activity in the project.
b. What is the critical path and the expected completion time for this project?
c. Activity H is the fencing activity. Because of other commitments, Kelly Fencing, the subcontractor in charge of building the fences for the project, will be delayed 10 weeks. Each week of delay in the construction of the Senior Center costs the investors in the project $\$ 5000$ due to lack of occupancy. Which of the following alternatives would you recommend to the investors in light of this information?
i. Keep Kelly Fencing and its $\$ 6000$ contract.
ii. Hire Colonial Landscapers, even though Colonial will take six weeks to complete activity H (instead of two) and will charge $\$ 17,500$.
iii. Have its own landscaping crew (currently doing landscaping activity E) design and build the fencing. The design and purchase of the materials for the fencing will cost $\$ 4000$ and will add five weeks to activity E. The actual construction of the fencing, activity H , will take six weeks and cost $\$ 5500$.

38. Campusgrocer.com is a start-up website that will allow college students at Southern Oregon University in Ashland, Oregon, to order grocery items over the Internet and have them delivered to campus dorm rooms. The idea is the brainchild of a young entrepreneurial student, Alan Roney, who has listed the activities for his project in the table for problem 38.

Problem 38 Campusgrocer.com

| Expected | Immediate |
| :--- | :---: |
| \# Weeks | Predecessors |

A. Survey a random sample of students to determine the items should be included

4
B. Determine the items/suppliers to be included on the website

4
C. Secure a list of e-mail addresses of all students in the college dorms
D. Design web page to appeal to the students and convey products $\begin{array}{lll}\text { offered in a pleasing format } & 4 & B\end{array}$
E. Secure banking needs-financing/ checking accounts/establishment $\begin{array}{lll}\text { of credit card services } & 5 & B\end{array}$
F. Purchase initial supply of items before commencing service 2
G. Advertise to students of upcoming operations through campus fliers posted on university kiosks

2
B
H. Advertise to students of upcoming operations by targeting student e-mail accounts

1 C,D
I. Final preparations/commence initial campusgrocer.com operations

2
F,G,H
a. Based on these time estimates, can Alan expect to start operations prior to the end of this 16 -week semester?
b. If Alan revises his estimate of the time it will take to advertise by e-mail from 1 week to 4 weeks, how will this affect the overall estimate of the project's completion time?
c. If Alan revises his estimate of the time it will take to design the web page from 4 weeks to 7 weeks, how will this affect the overall estimate of the project's completion time?
d. Suppose that Alan feels that a reasonable estimate for each activity's standard deviation is $30 \%$ of its completion time. What is the probability he will be able to start operations prior to the end of this 16week semester?
39. One aspect of what is called PERTING a project is to decide which activities are immediate predecessors of others. There may be a difference of opinion as to what these relationships might be. For example, suppose management at the very successful South Coast Repertory Theater (SCR) in Costa Mesa, California, held a brainstorming session to try to identify the steps to putting on a play. In no particular order, the management team came up with the following 11 activities:

## Script Activities

A-Commission the writing of the play
B-Completed script
C-Script changes to author's work
Cast Activities
D-Auditions
E-Cast changes
F-First rehearsals
G-Final dress rehearsal
Set Activities
H-Set design
I-Set construction

## Marketing Activities <br> J-Advertising strategy <br> K-Advance ticket sales

a. Construct a list of immediate predecessors you feel is appropriate for each of the activities. Note: Different managers at SCR probably would come up with different sets of predecessors.
b. Construct a PERT/CPM network of your result in part a.

Questions 48-50 are designed so that you can construct your own PERT/CPM network.
40. Writing a book (particularly with a coauthor) can be a rewarding, yet tedious, process for both the authors and the publisher. Suppose you and your coauthor have an idea for a new management science text with features that are not found in any other current text and with a point of view that you feel is more in tune with current systems thinking than traditional texts. Develop an activity chart for writing such a text.

Some of the activities include: (1) writing a prospectus; (2) creating a few sample chapters; (3) mailing the chapters to various publishers; (4) having discussions with publishers; (5) choosing a publisher from those who are interested; (6) researching current trends; (7) researching current applications; (8) writing chapters; (9) correcting chapters based on coauthor suggestions; (10) writing problems; (11) responding to feedback from the publisher; (12) sending out parts of the manuscript for review; (13) revising chapters based on reviews; (14) selecting art work; (15) producing galley proofs; (16) proofreading and correcting galleys. (Believe us, this is just a sampling of the activities necessary to develop a text.)

Add some activities of your own and try to estimate reasonable times for each activity. (They will probably be optimistic!) Based on your activity chart, develop a Gantt chart for a text-writing project. (Note: Many publishers do use a simplified Gantt chart for this process.)

## CASE STUDIES

## CASE 1: Saratoga Mountain National Park

The Department of the Interior has named the Saratoga Mountain area a national park. It is in the planning stages of developing a campsite area over 500 acres of currently undeveloped land. This campsite will span the extremities of the park, from the proposed Mission Creek Campsite area in the west to the Wild Coyote Campsite area in the east.

At this time, all the contracts for this project have been
awarded, with the exception of selecting the company that will develop the management information system (MIS) for Saratoga National Park. The three bidders for this contract are: (1) QM Associates, (2) MS Infostructures, and (3) the SBAE Company.

The project has been subdivided into 10 individual activities, as depicted in the PERT/CPM network on the next page. Activity J is the MIS task.


PERT/CPM Network for Saratoga National Park

Based on similar projects, it has been possible to determine a cost/time correspondence between the various activities of the project. The normal and crash costs and times (in weeks) are given in the following table.

|  | Normal |  |  | Crash |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Activity | Time | Cost |  | Time | Cost |
| A | 15 | $\$ 85,000$ |  | 5 | $\$ 165,000$ |
| B | 12 | $\$ 40,000$ |  | 6 | $\$ 100,000$ |
| C | 20 | $\$ 90,000$ |  | 10 | $\$ 250,000$ |
| D | 24 | $\$ 145,000$ |  | 16 | $\$ 315,000$ |
| E | 10 | $\$ 100,000$ |  | 4 | $\$ 220,000$ |
| F (Ellis Electric) |  |  |  |  |  |
| G | 10 | $\$ 200,000$ |  | 2 | $\$ 600,000$ |
| H | 12 | $\$ 175,000$ |  | 6 | $\$ 475,000$ |
| I (Harriman Construction) |  |  |  |  |  |
| J MIS PROJECT |  |  |  |  |  |

Activity F, which will be performed by Ellis Electric, involves laying the electrical cable for the project. To mini-
mize its cost, Ellis Electric will design the system to use the least amount of electrical cable.

Ellis Electric will charge the government an amount between $\$ 100,000$ and $\$ 200,000$. For $\$ 100,000$, Ellis Electric can assign enough workers to lay 300 feet of cable per week. For $\$ 200,000$, Ellis will assign additional workers to lay 500 feet of cable each week.

Activity I involves constructing one (narrow) paved two-lane road from Mission Creek in the west to Wild Coyote in the east. This work will be done by Harriman Construction. To minimize the costs, the department will pay Harriman to build the road of minimum distance between the two campsites. At a cost to the government of $\$ 25,000$ per week, 200 feet of roadway can be completed in a week. If the cost is increased to $\$ 36,000$ per week, the completion rate will increase to 250 feet per week.

Due to the heavy brush and mountainous nature of the area, 13 possible dirt paths exist between the campsites. Neither Ellis Electric nor Harriman Construction is permitted to clear out additional areas for constructing either underground cable or the paved road. Thus the electrical cable must be laid, and the road must be built along areas of the dirt paths. Below is a map of the possible dirt paths between campsites showing distances in feet.

Each of three companies competing for the MIS task has been asked to submit a minimal cost and a minimal time (in weeks) bid. 'The bids are summarized in the following table.

|  | Minimum Cost Bid |  |  | Minimum Time Bid |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Company | Bid | Time |  | Time | Bid |
| QM | $\$ 150,000$ | 40 |  | 20 | $\$ 350,000$ |
| MS | $\$ 250,000$ | 39 |  | 12 | $\$ 450,000$ |
| SBAE | $\$ 300,000$ | 28 |  | 8 | $\$ 600,000$ |

Possible Dirt Paths Between Campsites at Saratoga National Park


The "grand opening" of Saratoga National Park has been scheduled for exactly 52 weeks from now. It is imperative that the project be completed within the $52-$ week period because a delay of even one day in the opening of the park would result in revised travel costs for the dignitaries, lost income to the park, and other expenses.

Based on the given time and cost estimates, prepare a report giving the costs and scheduling for each activity so that the project will be completed within 52 weeks at min-
imum total cost to the Department of the Interior. Be sure to emphasize the assumptions you made to perform your analysis. Include in your report:

- A recommendation for which firm should be awarded the MIS contract and its funding level
- A recommendation for the layout and funding for the Ellis Electric cable-laying activity
- A recommendation for the design and funding for the Harriman Construction paved road activity


## CASE 2: Oak Glen Country Club Villas

Calico Construction is building the new Oak Glen Country Club Villas project, consisting of 18 buildings, each housing 12 condominiums. Each building will border the Oak Glen Golf Course designed by Jack Nicklaus. The minimum price for a condominium unit is $\$ 275,000$, and buyers expect a high-quality project.

Response to the initial promotion was so great that Calico Construction presold all 216 units based solely on an artist's conception and schematic plans of the project. One reason for the quick sellout may have been the "YOU CAN MOVE IN BY SUMMER" campaign. As part of this campaign, Calico promised rebates of $\$ 10,000$ cash to all 216 buyers if all the facilities, buildings, and other amenities were not completed by June 15 of next year.

As of September 15, the project is well underway. The PERT/CPM network for the Oak Glen Country Club Villas project details the precedence activities of the tasks remaining to be completed in the project.

All tasks except for activity R , the underground sewer activity, and activity $T$, the stream building activity, have been assigned to the appropriate subcontractors. Three time estimates (in days) for each of the other activities have been determined and are given in the following table.

|  |  | Opti- <br> mistic | Most <br> Likely | Pessi- <br> mistic |
| :--- | :--- | :---: | :---: | :---: |
| A. Land measurements | 5 | 8 | 15 |  |
| B. Layout of measurement stakes | 7 | 12 | 20 |  |
| C. Environmental analysis | 10 | 17 | 31 |  |
| D. Building of foundation | 12 | 22 | 38 |  |
| E. Construction approval | 6 | 13 | 21 |  |
| F. Layout of building framework | 11 | 15 | 27 |  |
| G. Gas line installment | 9 | 18 | 22 |  |
| H. Electrical wiring | 25 | 27 | 31 |  |
| I. Interior plumbing | 18 | 20 | 35 |  |
| J. Wall construction | 12 | 25 | 32 |  |
| K. Insulation | 10 | 23 | 33 |  |
| L. Drywall | 15 | 20 | 25 |  |
| M. Roofing | 3 | 10 | 20 |  |
| N. Restaurant construction | 25 | 40 | 55 |  |
| O. Swimming pool | 9 | 20 | 40 |  |
| P. Fencing | 6 | 10 | 21 |  |
| Q. Telephone lines | 12 | 22 | 40 |  |
| R. Underground sewers |  |  |  |  |


|  | Opti- <br> mistic | Most <br> Likely | Pessi- <br> mistic |
| :--- | :---: | :---: | :---: |
| S. Snack bar | 10 | 20 | 30 |
| T. Stream building |  |  |  |
| U. Outside lighting | 8 | 12 | 15 |
| V. Parking lots | 3 | 5 | 7 |
| W. Drainage construction | 5 | 10 | 18 |
| X. Safety inspection | 9 | 15 | 25 |
| Y. Landscaping | 6 | 24 | 40 |
| Z. Final permits/releases | 10 | 15 | 25 |

Activity R, the underground sewer activity, consists of installing pipes and connections to join all 18 buildings to the main city sewer system. Calico Construction has two alternatives for this activity.

1. Reedy Brothers has submitted a bid of $\$ 300,000$ for the design and construction of the required sewer project. It estimates a most likely completion time of 25 days, with a difference of plus or minus two days for the optimistic and pessimistic time estimates.
2. Calico can design the sewer project itself and hire another company, Paramount Construction, to build the system according to Calico's specifications. Paramount will charge Calico $\$ 20$ per foot of sewer built. Paramount estimates that it can build between 200 and 360 feet of sewers per day; its most likely estimate is 300 feet per day. To minimize disruption to the aesthetic beauty of the project, sewers will run underneath the paths between condominium buildings.

Activity T, the stream-building activity, involves building a stream that runs throughout the project and connects the western and eastern boundaries. Again Calico has two alternatives.

1. Calico has received a bid of $\$ 400,000$ from Lakepro, Inc. to design and build a meandering stream that will most likely be finished in 30 days, give or take five days.
2. Calico can design and direct the stream construction. The actual work will be performed by the Oberlin Company, at a price of $\$ 50$ per foot. Oberlin estimates that it will take a full day to complete 60 feet on the stream project. Since Calico would like to conserve costs,


## PERT/CPM Network for the Oak Glen Country Club Villas Project

if it designs the stream, it will have the minimal distance and will parallel paths between the condominium buildings. Calico estimates that overall completion time for this activity will be no more than 10 days longer or less than 10 days shorter than the Oberlin estimate.
Below is a map of the feasible pathways between the condominium buildings which may be used for sewer construction or stream construction.

Assume that today is Monday, September 15, and that all work is to be done on a five-day-per-week basis that includes holiday periods. Prepare a report for Calico Construction that will

1. Develop tentative target start and completion dates for each activity
2. Recommend which alternative to select for the sewer activity
3. Recommend which alternative to select for the stream activity
4. Estimate the total expected cost for the two contractors selected for the sewer and stream activities
5. Give a date by which you are $99 \%$ sure that the entire project will be completed.
6. Recommend whether to spend $\$ 25,000$ for additional legal assistance that would reduce the most likely time to attain the final permits and releases (activity Z) from 15 to 12 days and its pessimistic time from 25 to 18 days

To answer (6), compare the $\$ 25,000$ expenditure to the expected savings from the increased probability of completing the project by June 15 . Your report should also include any assumptions you made to apply your solution technique and some appropriate "what-if" analyses.

Map of Feasible Pathways Between Condominium Buildings


## | Case 3: Igloo Frozen Yogurt

Fifty-eight days ago a nervous Board of Directors of Igloo Foods, owners of the Igloo Frozen Yogurt chain, watched as the company began a program to test market its product in London, England. The target opening date for the first store was four months (122 days) from the inception of the project. If the store proves successful, Igloo plans to open
up at least two dozen Igloo Frozen Yogurt stores across Great Britain and the European continent. This is the first such venture for Igloo Foods outside of the United States.

The project consists of the 18 work packages summarized in the table for Case 3, together with budget information and time estimates.

| Work Package | Immediate <br> Predecessor | Optimistic Time | Estimates Likely | Pessimistic (days) | Budget |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A. Select vice president for Europe | - | 5 | 9 | 13 | \$ 0 |
| B. Select menu consultant | - | 6 | 14 | 34 | \$ 2,000 |
| C. Choose district for shop | A | 8 | 13 | 30 | \$ 0 |
| D. Make exact site selection | C | 4 | 11 | 18 | \$ 15,000 |
| E. Negotiate lease | D | 9 | 10 | 11 | \$ 4,000 |
| F. Design store layout | A | 19 | 38 | 63 | \$ 40,000 |
| G. Construct store | E,F | 46 | 75 | 80 | \$260,000 |
| H. Develop recipes | B | 10 | 30 | 50 | \$ 15,000 |
| I. Test recipes | H | 9 | 16 | 17 | \$ 10,000 |
| J. Purchase equipment | F,I | 10 | 17 | 30 | \$150,000 |
| K. Design accessories | F,I | 16 | 22 | 28 | \$ 15,000 |
| L. Purchase supplies | K | 8 | 22 | 24 | \$100,000 |
| M. Develop training program | J,K | 15 | 23 | 43 | \$ 18,000 |
| N. Train employees | M | 8 | 10 | 18 | \$ 7,000 |
| O. Select advertising agency | A | 30 | 36 | 60 | \$ 12,000 |
| P. Develop marketing program | D, O | 41 | 47 | 77 | \$ 90,000 |
| Q. Purchase advertising space | P | 4 | 5 | 6 | \$ 80,000 |
| R. Install signs | G, Q | 3 | 6 | 21 | \$ 26,000 |

A timetable based on the three time estimate approach was used to generate a schedule of work packages for the project. Now, 58 days into the project, the Board of Directors has received the following project status report.
LONDON, ENGLAND PROJECT
Date: Day 58
Expenditures to Date: \$195,000
Progress Report

| Work Package | Percent <br> Complete |
| :--- | :---: |
| A. Select vice president for Europe | $100 \%$ |
| B. Select menu consultant | $100 \%$ |
| C. Choose district for shop | $100 \%$ |
| D. Make exact site selection | $100 \%$ |
| E. Negotiate lease | $50 \%$ |
| F. Design store layout | $100 \%$ |
| G. Construct store | $0 \%$ |
| H. Develop recipes | $100 \%$ |
| I. Test recipes | $100 \%$ |
| J. Purchase equipment | $75 \%$ |
| K. Design accessories | $25 \%$ |
| L. Purchase supplies | $0 \%$ |
| M. Develop training program | $0 \%$ |


| Work Package | Percent <br> Complete |
| :--- | :---: |
| N. Train employees | $0 \%$ |
| O. Select advertising agency | $50 \%$ |
| P. Develop marketing program | $0 \%$ |
| Q. Purchase advertising space | $0 \%$ |
| R. Install signs | $0 \%$ |

Prepare a report for the Board of Directors of Igloo Foods which analyzes the progress of the project from both a budget and time point of view. Compare the initial probability of finishing the project in 122 days with the probability that the project will now be finished by the end of day 122. (Assume that the standard deviation for each unfinished work package is reduced by an amount proportional to the completion percentage of the work package.)

Igloo has planned a big gala "grand opening" for the morning of day 123 with visiting dignitaries and a popular rock band. If the project is not completed in time (by the end of day 122), the event will have to be canceled, and Igloo will suffer a $\$ 100,000$ loss. Three suggestions have been proposed for reducing the times of certain of the remaining work packages:

| Suggestion | Extra <br> Expenditure <br> 1 | Projected Effect |
| :---: | :---: | :---: |
| $\$ 8000$ | Reduce the most likely and <br> pessimistic times to <br> purchase supplies <br> (activity L) by $50 \%$ <br> Reduce the expected <br> training time <br> of employees <br> (activity N) <br> by three days |  |


| Suggestion | Extra <br> Expenditure | Projected Effect |
| :---: | :---: | :---: |
| 3 | $\$ 3000$ | Reduce the pessimistic <br> time to install signs <br> (activity R) to nine days |

Include in your report a recommendation of which suggestion or combination of suggestions (if any) Igloo should consider adopting. Base your analysis on an expected value approach, and discuss the validity of such an approach in these circumstances.

CASE 4 IS ON THE CD

## Decision Models



Lindal Cedar Homes, Inc. (http://www.lindal. com/) is engaged primarily in the manufacture and distribution of customer cedar homes, windows, and sunrooms. The Company also remanufactures standard dimensional cedar lumber. Founded in 1945, the company is the world's oldest and largest manufacturer of top-of-the-line, year-round cedar homes.

Lindal Cedar Homes' management makes numerous decisions throughout the year. Among these, the company must decide which new product lines to introduce, what promotional materials to develop, what forms of financing to obtain, what advertising media to select, which material hedging strategies to adopt, and what prices to charge for its products.

A recent decision that has had a major impact on the company's operations was the introduction of the Select product line of housing. This product line, which utilizes conventional design and construction tech-
niques, costs approximately $30 \%$ less than the company's cedar frame specification and is aimed at the middle of the custom housing market. In determining whether to introduce this line, the company had to estimate the potential product market, analyze its manufacturing capabilities and forecast the product's impact on the sales of existing product lines.

Another recent company decision was to close and subsequently sell a Canadian sawmill. In this decision, the company had to forecast future lumber needs, the cost of relocating and/or laying off employees, and the immediate costs versus long-term savings of taking this action. Complicating this decision was the fact that closing the sawmill could jeopardize a timber award made by the Province of British Columbia to the company.

To address these issues, Lindal management uses decision analysis techniques.

### 6.1 Introduction to Decision Analysis

Throughout our day we are faced with numerous decisions, many of which require careful thought and analysis. In such cases, large sums of money might be lost or other severe consequences can result from the wrong choice. For example, you probably would do a careful analysis of the car you are going to purchase, the house you are going to buy, or the college you will attend.

Businesses continuously make many crucial decisions, such as whether or not to introduce a new product or where to locate a new plant. The outcome of these decisions can severely affect the firm's future profitability. The field of decision analysis provides the necessary framework for making these types of important decisions.

Decision analysis allows an individual or organization to select a decision from a set of possible decision alternatives when uncertainties regarding the future exist. The goal is to optimize the resulting return or payoff in terms of some decision criterion.

Consider an investor interested in purchasing an apartment building. Possible decisions include the type of financing to use and the building's rehabilitation plan. Unknown to the investor are the future occupancy rate of the building, the amount of rent that can be charged for each unit, and possible modifications in the tax laws associated with real estate ownership. Depending on the investor's decisions and their consequences, the investor will receive some payoff.

Although the criterion used in making a decision could be noneconomic, most business decisions are based on economic considerations. When probabilities can be assessed for likelihoods of the uncertain future events, one common economic criterion is maximizing expected profit. If probabilities for the likelihoods of the uncertain future events cannot be assessed, the economic criterion is typically based on the decision maker's attitude toward life.

Often, elements of risk need to be factored into the decision-making process. This is especially true if there is a possibility of incurring extremely large losses or achieving exceptional gains. Utility theory can provide a mechanism for analyzing decisions in light of these risks, as well as evaluating situations in which the criterion is noneconomic.

While decision analysis typically focuses on situations in which the uncertain future events are due to chance, there are business situations in which competition shapes these events. Game theory is a useful tool for analyzing decision making in light of competitive action.

### 6.2 Payoff Table Analysis

We begin our discussion of decision analysis by focusing on the basic elements of decision making: (1) decision alternatives, (2) states of nature, and (3) payoffs.

## PAYOFF TABLES

When a decision maker faces a finite set of discrete decision alternatives whose outcome is a function of a single future event, a payoff table analysis is the simplest way of formulating the decision problem. In a payoff table, the rows correspond to the possible decision alternatives and the columns correspond to the possible future events (known as states of nature). The states of nature of a payoff table are defined so that they are mutually exclusive (at most one possible state of nature will occur) and collectively exhaustive (at least one state of nature will occur). This way we know that exactly one state of nature must occur. The body of the table contains the payoffs resulting from a particular decision alternative when the corresponding state of nature occurs. Although the decision maker can determine which decision alternative to select, he or she has no control over which state of nature will occur.

Figure 6.1 shows the general form of a payoff table. In this figure a payoff table with three states of nature and four possible decision alternatives is shown. To illustrate payoff table analysis, consider the following example.

FIGURE 6.1
A Payoff Table with Four Decisions and Three States of Nature


## PUBLISHERS CLEARING HOUSE

Publishers Clearing House is a nationwide firm that markets magazine subscriptions. The primary vehicle it uses to contact customers is a series of mailings known collectively as the Publishers Clearing House Sweepstakes. Individuals who receive these mailings can enter the sweepstakes even if they do not order any magazine subscriptions. Various prizes are available, the top prize being $\$ 10 \mathrm{mil}-$ lion. Suppose you are one of the many individuals who are not interested in ordering magazines. You must decide whether or not to enter the contest.

## SOLUTION

To help evaluate this problem, you can construct a payoff table. In this model, you have two possible decision alternatives.

D1: Spend the time filling out the contest application and pay the postage.
D2: Toss the letter in the recycling bin.
Obviously, if you knew the outcome in advance, your decision would be quite simple: Enter the contest if you are going to win something valuable; do not enter the contest if you are not. Unfortunately, winners are not known in advance, and you cannot win unless you enter. The act of winning or losing is something over which you have no control.

A number of different prizes are available. In a recent contest, these ranged from a flag to $\$ 10$ million. The possible outcomes, or states of nature, for this model are:

S1: The entry would be a losing one.
S2: The entry would win a flag.
S3: The entry would win $\$ 100$.
S4: The entry would win $\$ 500$.
S5: The entry would win $\$ 10,000$.
S6: The entry would win $\$ 1$ million.
S7: The entry would win $\$ 10$ million.
Note that these states of nature are mutually exclusive and collectively exhaustive.
For each decision alternative and state of nature combination there is a resulting payoff. For example, if you enter the contest and do not win, the loss is equivalent to the opportunity cost of the time spent completing the contest application plus the cost of the postage. Let's assume that these costs total $\$ 1$.

If, on the other hand, you enter the contest and win $\$ 100$, this results in a net payoff of $\$ 99$ ( $\$ 100$ minus the $\$ 1$ cost). Similarly, if the flag is worth $\$ 5$, winning a flag will result in a net payoff of $\$ 4(\$ 5-\$ 1)$.

The $\$ 1$ million and $\$ 10$ million prizes are paid out over several years. To get the present value of these prizes you must calculate their discounted future cash flows. If you assume that the discounted present value of these prizes amounts to approximately $35 \%$ of their face amount, then the net payoff values for the $\$ 1$ million and $\$ 10$ million winners would be $\$ 349,999$ and $\$ 3,499,999$, respectively.

The resulting payoff table is shown in Table 6.1. Once this payoff table is constructed, you can utilize it to determine which decision alternative you should pursue.

Table 6.1 Payoff Table for Publishers Clearing House

|  | States of Nature |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Decision Alternatives | Do Not <br> Win | Win <br> Flag | Win <br> $\$ 100$ | Win <br> $\$ 500$ | Win <br> $\$ 10,000$ | Win $\$ 1$ <br> Million | Win $\$ 10$ <br> Million |
| Enter contest | $-\$ 1$ | $\$ 4$ | $\$ 99$ | $\$ 499$ | $\$ 9,999$ | $\$ 349,999$ | $\$ 3,499,999$ |
| Do not enter contest | $\$ 0$ | $\$ 0$ | $\$ 0$ | $\$ 0$ | $\$ 0$ | $\$ 0$ | $\$ 0$ |

## CHOOSING THE STATES OF NATURE

Although determining the states of nature for the Publishers Clearing House example was rather straightforward, often the decision maker has a great deal of flexibility in defining them. Selecting the appropriate definition for the states of nature can require careful thought about the situation being modeled. To illustrate, consider the situation faced by Tom Brown.

Tom Brown Maximin.xls Tom Brown Minimax Regret.xls Tom Brown Minimax Regret Revised.xls
Tom Brown Maximax.xls Tom Brown Insufficient Reason.xls Tom Brown Expected Value.xls Tom Brown.xls

## TOM BROWN INVESTMENT DECISION

Tom Brown has inherited $\$ 1000$ from a distant relative. Since he still has another year of studies before graduation from Iowa State University, Tom has decided to invest the $\$ 1000$ for a year. Literally tens of thousands of different investment possibilities are available to him, including growth stocks, income stocks, corporate bonds, municipal bonds, government bonds, futures, limited partnerships, annuities, and bank accounts.

Given the limited amount of money he has to invest, Tom has decided that it is not worthwhile to spend the countless hours required to fully understand these various investments. Therefore, he has turned to a broker for investment guidance.

The broker has selected five potential investments she believes would be appropriate for Tom: gold, a junk bond, a growth stock, a certificate of deposit, and a stock option hedge. Tom would like to set up a payoff table to help him choose the appropriate investment.

## SOLUTION

The first step in constructing a payoff table is to determine the set of possible decision alternatives. For Tom, this is simply the set of five investment opportunities recommended by the broker.

The second step is to define the states of nature. One choice might be the percentage change in the gross national product (GNP) over the next year (rounded to the nearest percent). A principal drawback of this approach, however, is the
difficulty most people would have in determining the payoff for a given investment from the percentage change in the GNP. Even if Tom had a doctorate in economics, he might find it extremely difficult to assess how a $2 \%$ rise in GNP would affect the value of a particular investment.

Another possibility is to define the states of nature in terms of general stock market performance as measured by the Standard \& Poor's 500 or Dow Jones Industrial Average. But even if he were to spend the time doing this, it is doubtful whether Tom or anyone else could correctly differentiate the return on an investment if, say, the Dow Jones Industrial Average went up 800 points as opposed to 810 points. Even if Tom used 100 -point intervals, modeling a possible 3000 -point increase or decrease in the Dow Jones Industrial Average would still require 61 states of nature for each of the five investments.

Instead Tom decided to define the states of nature qualitatively as follows:

> S1: A large rise in the stock market over the next year
> S2: A small rise in the stock market over the next year
> S3: No change in the stock market over the next year
> S4: A small fall in the stock market over the next year
> S5: A large fall in the stock market over the next year

Since these states must be mutually exclusive and collectively exhaustive, there should be a clear understanding as to exactly what each of these terms means. In terms of the Dow Jones Industrial Average, for example, Tom might use the following correspondence:

## State of Nature

S1: large rise
S2: small rise
S3: no change
S4: small fall
S5: large fall

Change in Dow fones Industrial Average
an increase of over 1500 points
an increase of between 500 and 1500 points
a decrease or increase of less than 500 points
a decrease of between 500 and 1200 points
a decrease of more than 1200 points

Although the intervals corresponding to these states of nature are not of the same size, the states of nature are mutually exclusive and collectively exhaustive.

Based on these definitions for the states of nature, the final step in constructing the payoff table is to determine the payoffs resulting from each decision alternative (investment) and state of nature. In doing so, Tom's broker reasoned that stocks and bonds generally move in the same direction as the general market, whereas gold is an investment hedge that tends to move in the opposite direction from the market. The C/D account always pays $6 \%$ ( $\$ 60$ profit). The specific payoffs for the five different investments, based on the broker's analysis, are given in Table 6.2.

Table 6.2 Payoff Table for Tom Brown

| Decision Alternatives | States of Nature |  |  |  |  |
| :--- | ---: | :---: | :---: | :---: | :---: |
|  | Large <br> Rise | Small <br> Rise | No <br> Change | Small <br> Fall | Large <br> Fall |
|  | $-\$ 100$ | $\$ 100$ | $\$ 200$ | $\$ 300$ | $\$ 0$ |
| Bond | $\$ 250$ | $\$ 200$ | $\$ 150$ | $-\$ 100$ | $-\$ 150$ |
| Stock | $\$ 500$ | $\$ 250$ | $\$ 100$ | $-\$ 200$ | $-\$ 600$ |
| C/D account | $\$ 60$ | $\$ 60$ | $\$ 60$ | $\$ 60$ | $\$ 60$ |
| Stock option hedge | $\$ 200$ | $\$ 150$ | $\$ 150$ | $-\$ 200$ | $-\$ 150$ |

## DOMINATED DECISIONS

It is worth comparing the payoffs associated with the stock option hedge investment to those associated with the bond investment. For each state of nature, Tom would do at least as well with the bond investment as with the stock option hedge, and for several of the states of nature, the bond actually offers a higher return. In this case, the decision alternative to invest in the bond is said to dominate the stock option hedge decision alternative. A decision alternative that is dominated by another can never be optimal and thus, it can be dropped from further consideration. Eliminating the dominated decision alternative of "stock option hedge" gives a payoff table with the remaining four decision alternatives.

Now that a payoff table has been created, an optimization criterion can be applied to determine the best decision for Tom.

### 6.3 Decision-Making Criteria

In this section, we consider approaches for selecting an "optimal" decision based on some decision-making criterion. One way of categorizing such criteria involves the decision maker's knowledge of which state of nature will occur. The decision maker who knows "for sure" which state of nature will occur is said to be decision making under certainty.

Knowing which state of nature will occur makes choosing the appropriate decision alternative quite easy. For example, in the Publishers Clearing House Model, if you knew for certain that you were going to win the $\$ 10$ million grand prize, you would definitely enter the contest. Because few things in life are certain, however, you might wonder whether decision making under certainty is really ever done. The answer is an emphatic "yes!" Many management science models assume that the future is known with certainty.

For example, the linear programming model for Galaxy Industries discussed in Chapter 2 assumed that the unit profit and production time required per dozen Space Rays and Zappers, as well as the amount of plastic and available production time, were all known with certainty. Although we investigated relaxing these assumptions through sensitivity analysis, solving the problem as a linear program was, in effect, making a decision under certainty.

If the decision maker does not know with certainty which state of nature will occur, the model is classified as either decision making under uncertainty or decision making under risk. Decision making under risk assumes that the decision maker has at least some knowledge of the probabilities for the states of nature occurring; no such knowledge is assumed in decision making under uncertainty.

One method for making decisions under risk is to select the decision with the best expected payoff, which is calculated using the probability estimates for the states of nature. However, since decision making under uncertainty assumes no knowledge of the probabilities for the states of nature, expected values cannot be calculated, and decisions must be made based on other criteria. Because probability information regarding the states of nature is not always available, many decision problems are analyzed using decision making under uncertainty.

To contrast decision making under uncertainty and risk, let us return to the Publishers Clearing House situation. In this model, the values of the prizes in the contest are known to participants. Because the chance of winning a prize depends on the number of entries received, the exact probabilities of winning a given prize are unknown; thus, decision making under uncertainty should be used to analyze this problem.

On the other hand, if you called Publishers Clearing House and learned that it receives an average of 1.75 million entries a day for its contest, you would be able to estimate the probability of winning each of the prizes offered. In this case, decision making under risk would be possible.

## DECISION MAKING UNDER UNCERTAINTY

When using decision making under uncertainty to analyze a situation, the decision criteria are based on the decision maker's attitudes toward life. These include an individual being pessimistic or optimistic, conservative or aggressive.

## Pessimistic or Conservative Approach-Maximin Criterion

A pessimistic decision maker believes that, no matter what decision is made, the worst possible result will occur. A conservative decision maker wishes to ensure a guaranteed minimum possible payoff, regardless of which state of nature occurs.

For either individual, the maximin criterion may be used to make decisions. Since this criterion is based on a worst-case scenario, the decision maker first finds the minimum payoff for each decision alternative. The optimal decision alternative is the one that maximizes the minimum payoff.

To illustrate, let us return to the Tom Brown investment model. (Recall that the dominated stock option hedge decision was eliminated.) From Table 6.2 we see that if Tom chooses to buy gold, the worst possible outcome occurs if there is a large rise in the stock market, resulting in a $\$ 100$ loss. If he buys the bond or stock, the worst possible outcome occurs if the stock market has a large fall; in this case, his loss would be $\$ 150$ for the bond and $\$ 600$ for the stock. If Tom chooses the C/D account, he will earn $\$ 60$ no matter which state of nature occurs. Hence, if Tom is a conservative decision maker, he will try to maximize his returns under this worst-case scenario. Accordingly, he will select the decision that results in the best of these minimum payoffs-in this case, the C/D account.

Figure 6.2 shows an Excel spreadsheet for the Tom Brown investment problem. Column H is added to identify the minimum payoff for each decision. The optimal decision for the maximum criterion is identified in cell B11 using the VLOOKUP command shown, and the maximin payoff is given in cell B10.

Tom Brown Maximin.xls


FIGURE 6.2 Excel Spreadsheet Showing Maximin Decision

## MINIMIZATION MODELS

In the Tom Brown investment model, the numbers in the payoff table represented returns or profits. If the numbers in the payoff table represented costs rather than profits, however, the worst outcome for each decision alternative would be the one
with the maximum cost. A pessimistic or conservative decision maker would then select the decision alternative with the minimum of these maximum costs; that is, use a minimax criterion.

## Maximin Approach for Profit Payoffs

1. Determine the minimum payoff for each decision alternative.
2. Select the decision alternative with the maximum minimum payoff.

## Minimax Approach for Cost Payoffs

1. Determine the maximum cost for each decision alternative.
2. Select the decision alternative with the minimum maximum cost.

## Minimax Regret Criterion

Another criterion that pessimistic or conservative decision makers frequently use is the minimax regret criterion. This approach is identical to the minimax approach for cost data except that the optimal decision is based on "lost opportunity," or "regret" rather than costs. It involves calculating the regret or lost opportunity corresponding to each payoff and then using the minimax criterion on the calculated regret values.

In decision analysis, the decision maker incurs regret by failing to choose the "best" decision (the one with the highest profit or lowest cost). Of course, this best decision depends on the state of nature. For this model, if there is a small rise in the stock market, the best decision is to buy the stock (yielding a return of $\$ 250$ ). Tom will have no regret if this is his decision. If, instead, Tom purchases gold, his return will be only $\$ 100$, resulting in a regret of $\$ 150(=\$ 250-\$ 100)$. Similarly, the regret associated with buying the bond for this state of nature is $\$ 50(=\$ 250-$ $\$ 200)$, and from investing in the $\mathrm{C} / \mathrm{D}$ it is $\$ 190(=\$ 250-\$ 60)$.

## Calculation of Regret Values for a State of Nature

1. Determine the best value (maximum payoff or minimum cost) for the state of nature.
2. Calculate the regret for each decision alternative as the difference between its payoff value and this best value.

When this process is repeated for each state of nature, the result is the regret table shown in Table 6.3

Table 6.3 Regret Table for Tom Brown

| Decision Alternatives | States of Nature |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Large <br> Rise | Small <br> Rise | No <br> Change | Small <br> Fall | Large <br> Fall |
|  | $\$ 600$ | $\$ 150$ | $\$ 0$ | $\$ 0$ | $\$ 60$ |
| Bond | $\$ 250$ | $\$ 50$ | $\$ 50$ | $\$ 400$ | $\$ 210$ |
| Stock | $\$ 0$ | $\$ 0$ | $\$ 100$ | $\$ 500$ | $\$ 660$ |
| C/D account | $\$ 440$ | $\$ 190$ | $\$ 140$ | $\$ 240$ | $\$ 0$ |

The decision maker using the minimax regret criterion also assumes that the worst state of nature (the one with the maximum regret) will occur no matter what decision is made. He therefore chooses the decision that has the minimum of the maximum regrets.

## Minimax Regret Approach

1. Determine the best value (maximum payoff or minimum cost) for each state of nature.
2. For each state of nature, calculate the regret corresponding to a decision alternative as the difference between its payoff value and this best value.
3. Find the maximum regret for each decision alternative.
4. Select the decision alternative that has the minimum maximum regret.

Figure 6.3 is an Excel spreadsheet showing the original payoff table as well as the regret table for the Tom Brown investment problem. The optimal decision using the minimax regret criterion is identified in this spreadsheet in cell B19, and the corresponding payoff is given in cell B18. We see from the Excel spreadsheet that if Tom uses the minimax regret criterion, he should decide to buy the bond.


FIGURE 6.3 Excel Spreadsheet Showing Regret Table

The difference between the maximin and minimax regret criteria is as follows. When using the maximin criterion, the decision maker wishes to select the decision with the best possible assured payoff. Under the minimax regret criterion, the decision maker wishes to select the decision that minimizes the maximum deviation from the best return possible for each state of nature. In this case, it is not the return itself that is important, but rather how well a given return compares to the best possible return for that state of nature.

## EFFECTS OF NONOPTIMAL ALTERNATIVES

When using the minimax regret criterion, the optimal decision can be influenced by introducing a nonoptimal decision alternative. For example, suppose the broker had suggested that Tom consider the purchase of a put option instead of the stock option hedge, resulting in the payoff and regret table shown in Figure 6.4.

Tom Brown Minimax Regret Revised.xls


FIGURE 6.4 Excel Spreadsheet Showing Minimax Regret Decision with Put Option Included

We see that now Tom's optimal decision using the minimax regret criterion would be to invest his $\$ 1000$ in the C/D account instead of his earlier decision to invest in the bond. This is because the addition of the put option investment increases the maximum regret for the bond from $\$ 400$ to $\$ 450$ which is now higher than that for the C/D.

Some may argue that it should be no surprise Tom's optimal decision could change since the introduction of the put option as a decision alternative changes his attitude toward the different investments. Others, however, feel that because a decision model frequently does not consider every possible alternative, changing the decision selection due to the introduction of additional nonoptimal decision alternatives is a major shortcoming of the minimax regret approach.

## Optimistic or Aggressive Approach-Maximax Criterion

In contrast to a pessimistic decision maker, an optimistic decision maker feels that luck is always shining and whatever decision is made, the best possible outcome (state of nature) corresponding to that decision will occur.

Given a payoff table representing profits, an optimistic decision maker would use a maximax criterion that determines the maximum payoff for each decision alternative and selects the one that has the maximum "maximum payoff." The maximax criterion also applies to an aggressive decision maker looking for the decision with the best payoff.

Based on the data in Table 6.2 (with the stock option hedge eliminated), the maximum payoffs for each decision alternative in the Tom Brown investment problem are as shown in Table 6.4. If Tom were an optimistic or aggressive decision maker, he would choose the stock investment since it is the alternative with the maximum of the maximum payoffs. The file Tom Brown Maximax.xls on the accompanying CD-ROM illustrates how one can construct an Excel spreadsheet to do this analysis.

Table 6.4 Tom Brown Investment DecisionMaximum Payoff

| Decision Alternatives | Maximum Payoff |
| :--- | :---: |
| Gold | $\$ 300$ |
| Bond | $\$ 250$ |
| Stock | $\$ 500$ |
| C/D account | $\$ 60$ |$\leftarrow$ maximum

Note that the alternative chosen using the maximax decision criterion is the one associated with the highest value in the payoff table. Hence to use this criterion we need only locate the highest payoff in the table and select the corresponding decision.

If a payoff table represents costs rather than profits, an optimistic or aggressive decision maker would use the minimin criterion and select the alternative with the lowest possible, or minimum minimum, cost. In this case, the optimal decision would be the one corresponding to the lowest entry in the payoff table.

## Maximax Approach for Profit Payoffs

1. Determine the maximum payoff for each decision alternative.
2. Select the decision alternative that has the maximum maximum payoff.

## Minimin Approach for Cost Payoffs

1. Determine the minimum cost for each decision alternative.
2. Select the decision alternative that has the minimum minimum cost.

## Principle of Insufficient Reason

Another decision criterion that can be used is the principle of insufficient reason. In this approach each state of nature is assumed to be equally likely. The optimal decision alternative can be found by adding up the payoffs for each decision alternative and selecting the alternative with the highest sum. (If the payoff table represents costs, we select the decision alternative with the lowest sum of costs.)

The principle of insufficient reason might appeal to a decision maker who is neither pessimistic nor optimistic. Table 6.5 gives the sum of the payoffs for each decision alternative for the Tom Brown investment problem. Thus, if Tom uses the principle of insufficient reason, he should invest in gold.

Table 6.5 Tom Brown Investment Decision-
Sum of Payoffs

| Decision Alternatives | Sum of Payoffs |
| :--- | :---: |
| Gold | $\$ 500$ |
| Bond | $\$ 350$ |
| Stock | $\$ 50$ |
| C/D account | $\$ 300$ |

The file Tom Brown Insufficient Reason.xls on the accompanying CD-ROM illustrates how one can construct an Excel spreadsheet to do this analysis.

While it is not difficult to determine the optimal decision for the different criteria used in decision making under uncertainty either by hand or using Excel, we have developed a spreadsheet template, Decision Payoff Table.xls (contained on the accompanying CD-ROM), to solve payoff table problems with up to eight decisions and eight states of nature. Complete details on using this spreadsheet are given in Appendix 6.1 at the conclusion of the chapter. The worksheet labeled Payoff Table can be used for analyzing a payoff table when doing decision making under uncertainty.

Figure 6.5 gives the results of using this template for the Tom Brown investment problem. The default names for the decision alternatives ( $\mathrm{d} 1, \mathrm{~d} 2$, etc.) and states of nature (s1, s2, etc.) were changed to the actual decisions and states of nature for this problem. Note that we have hidden the rows and columns in this spreadsheet that are not needed for analysis of this problem.

FIGURE 6.5
Excel Spreadsheet Showing Payoff Table Template for Tom Brown Investment Problem


The optimal decisions and payoffs for the different criteria are given in cells B17 through B20 and cells C17 through C20 respectively. We observe that each decision is optimal for some decision criterion.

Since the criterion depends on the decision maker's attitude toward life (optimistic, pessimistic, or somewhere in between), utilizing decision making under uncertainty can present a problem if these attitudes change rapidly. One way to avoid the difficulty of using subjective criteria is to obtain probability estimates for the states of nature and implement decision making under risk.

## DECISION MAKING UNDER RISK

## Expected Value Criterion

If a probability estimate for the occurrence of each state of nature is available, it is possible to calculate an expected value associated with each decision alternative. This is done by multiplying the probability for each state of nature by the associated return and then summing these products. Using the expected value criterion, the decision maker would then select the decision alternative with the best expected value.

For the Tom Brown investment problem, suppose Tom's broker offered the following projections based on past stock market performance:

$$
\begin{array}{ll}
\mathrm{P}(\text { large rise in market }) & =.2 \\
\mathrm{P}(\text { small rise in market }) & =.3 \\
\mathrm{P}(\text { no change in market }) & =.3 \\
\mathrm{P}(\text { small fall in market }) & =.1 \\
\mathrm{P}(\text { large fall in market }) & =.1
\end{array}
$$

Using these probabilities, we can calculate the expected value (EV) of each decision alternative as follows:

$$
\begin{aligned}
& \mathrm{EV}(\text { gold })=.2(-100)+.3(100)+.3(200)+.1(300)+.1(0)=\$ 100 \\
& \mathrm{EV}(\text { bond })=.2(250)+.3(200)+.3(150)+.1(-100)+.1(-150)=\$ 130 \\
& \mathrm{EV}(\text { stock })=.2(500)+.3(250)+.3(100)+.1(-200)+.1(-600)=\$ 125 \\
& \mathrm{EV}(\mathrm{C} / \mathrm{D})=.2(60)+.3(60)+.3(60)+.1(60)+.1(60)=\$ 60
\end{aligned}
$$

Since the bond investment has the highest expected value, it is the optimal decision.
Figure 6.6 gives an Excel spreadsheet containing the calculation of the optimal decision using the expected value (EV) criterion.


FIGURE 6.6 Excel Spreadsheet Showing Expected Value Criterion

The Payoff Table Worksheet on the Decision Payoff Table.xls template determines the optimal decision using the expected value approach in row 21.

## Expected Value Approach

1. Determine the expected payoff for each decision alternative.
2. Select the decision alternative that has the best expected payoff.

## Expected Regret Criterion

The approach used in the expected value criterion can also be applied to a regret table. Because the decision maker wishes to minimize regret, under the expected regret criterion, he or she calculates the expected regret (ER) for each decision and chooses the decision with the smallest expected regret.

By applying this approach to the regret table for the Tom Brown investment problem, the expected regrets for the decision alternatives are calculated as
$\mathrm{ER}($ gold $)=.2(600)+.3(150)+.3(0)+.1(0)+.1(60)=\$ 171$
$\mathrm{ER}($ bond $)=.2(250)+.3(50)+.3(50)+.1(400)+.1(210)=\$ 141$
$\mathrm{ER}($ stock $)=.2(0)+.3(0)+.3(100)+.1(500)+.1(660)=\$ 146$
$\mathrm{ER}(\mathrm{C} / \mathrm{D})=.2(440)+.3(190)+3(140)+.1(240)+.1(0)=\$ 211$
Using this approach, Tom would again select the bond investment since it is the decision alternative with the smallest expected regret.

## Expected Regret Approach

1. Determine the best value (maximum payoff or minimum cost) for each state of nature.
2. For each state of nature, the regret corresponding to a decision alternative is the difference between its payoff value and this best value.
3. Find the expected regret for each decision alternative.
4. Select the decision alternative that has the minimum expected regret.

Note that the same optimal decision was found using the expected regret criterion and the expected value criterion. This is true for any decision problem because, for pairs of decision alternatives, the differences in expected regret values are the same as the differences in expected return values. Because the two approaches yield the same results, the expected value approach is generally used since it does not require the calculation of a regret table.

## When to Use the Expected Value Approach

Because the expected value and expected regret criteria base the optimal decision on the relative likelihoods that the states of nature will occur, they have a certain advantage over the criteria used in decision making under uncertainty. It is worth noting, however, that basing a criterion on expected value assures us only that that the decision will be optimal in the long run when the same problem is faced over and over again. In many situations, however, such as the Tom Brown investment problem, the decision maker faces the problem a single time; in this case, basing an optimal decision solely on expected value may not be optimal.

Another drawback to the expected value criterion is that it does not take into account the decision maker's attitude toward possible losses. Suppose, for example, you had a chance to play a game in which you could win $\$ 1000$ with probability .51
but could also lose $\$ 1000$ with probability .49 . While the expected value of this game is $.51(\$ 1000)+.49(-\$ 1000)=\$ 20$, many people (perhaps even yourself) would decline the opportunity to play due to the possibility of losing $\$ 1000$. As we will see in Section 6.7, utility theory offers an alternative to the expected value approach.

### 6.4 Expected Value of Perfect Information

Suppose it were possible to know with certainty the state of nature that was going to occur prior to choosing the decision alternative. The expected value of perfect information (EVPI) represents the gain in expected return resulting from this knowledge.

To illustrate this concept, recall that using the expected value criterion, Tom Brown's optimal decision was to purchase the bond. However, Tom can't be sure if this will be one of the $20 \%$ of the times that the market will experience a large rise, or one of the $10 \%$ of the times that the market will experience a large fall, or if some other state of nature will occur. If Tom repeatedly invested $\$ 1000$ in the bond, under similar economic conditions (and assuming the same probabilities for the states of nature), we showed that in the long run he should earn an average of $\$ 130$ per investment. The $\$ 130$ is known as the expected return using the expected value criterion (EREV).

But suppose Tom could find out in advance which state of nature were going to occur. Each time Tom made an investment decision, he would be practicing decision making under certainty (see Section 6.3).

For example, if Tom knew the stock market were going to show a large rise, naturally he would choose the stock investment because it gives the highest payoff (\$500) for this state of nature. Similarly, if he knew a small rise would occur, he would again choose the stock investment because it gives the highest payoff (\$250) for this state of nature, and so on. These results are summarized as follows.

| If Tom Knew in Advance <br> the Stock Market Would Undergo | His Optimal <br> Decision Would Be | With a <br> Payoff of |
| :---: | :---: | :---: |
| a large rise | stock | $\$ 500$ |
| a small rise | stock | $\$ 250$ |
| no change | gold | $\$ 200$ |
| a small fall | gold | $\$ 300$ |
| a large fall | C/D | $\$ 60$ |

(Interestingly, Tom would never choose the bond investment, the expected value decision, if he knew in advance which state of nature would occur.)

Under these conditions, since $20 \%$ of the time the stock market would experience a large rise, $20 \%$ of the time Tom would earn a profit of $\$ 500$. Similarly, $30 \%$ of the time the market would experience a small rise and Tom would earn $\$ 250,30 \%$ of the time the market would experience no change and he would earn $\$ 200$; and so on.

The expected return from knowing for sure which state of nature will occur prior to making the investment decision is called the expected return with perfect information (ERPI). For Tom Brown

$$
\mathrm{ERPI}=.2(500)+.3(250)+.3(200)+.1(300)+.1(60)=271
$$

This is a gain of $\$ 271-\$ 130=\$ 141$ over the EREV. The difference $(\$ 141)$ is the expected value of perfect information (EVPI).

Another way to determine EVPI for the investment problem is to reason as follows: If Tom knows the stock market will show a large rise, he should definitely buy
the stock, giving him $\$ 500$, or a gain of $\$ 250$ over what he would earn from the bond investment (the optimal decision without the additional information as to which state of nature would occur). Similarly, if he knows the stock market will show a small rise, he should again buy the stock, earning him $\$ 250$, or a gain of $\$ 50$ over the return from buying the bond, and so on. These results are summarized as follows.

| If Tom Knew in Advance <br> the Stock Market Would Undergo | His Optimal <br> Decision Would Be | With a Gain <br> in Payoff of |
| :---: | :---: | :---: |
| a large rise | stock | $\$ 250$ |
| a small rise | stock | $\$ 50$ |
| no change | gold | $\$ 50$ |
| a small fall | gold | $\$ 400$ |
| a large fall | C/D | $\$ 210$ |

Hence, to find the expected gain over always investing in the bond (i.e., the EVPI), we simply take the possible gains from knowing which state of nature will occur and weight them by the likelihood of that state of nature actually occurring:

$$
\mathrm{EVPI}=.2(250)+.3(50)+.3(50)+.1(400)+.1(210)=141
$$

This calculation of EVPI might look somewhat familiar since it is the same one we performed in order to calculate the expected regret for the bond investment.

## Expected Value of Perfect Information

$\left.\begin{array}{l}\text { Expected } \\
\text { Value of } \\
\begin{array}{l}\text { Perfect } \\
\text { Information }\end{array} \\
\text { EVPI }=\text { ERPI } \\
\text { Expected return with } \\
\text { perfect information } \\
\text { as to which state of nature } \\
\text { will occur prior to } \\
\text { making decision }\end{array}\right)-\left(\begin{array}{l}\text { Expected return without } \\
\text { additional information } \\
\text { as to which state of } \\
\text { nature will occur prior } \\
\text { to making decision }\end{array}\right)$
or EREV

| EVPI $=$ Expected regret of the optimal decision as found using the expected value |
| :--- |
| criterion. That is, it is the smallest expected regret of any decision alternative. |

The Payoff Table worksheet on the Decision Payoff Table.xls template determines the expected value of perfect information (EVPI) in row 22 (see Figure A6.1 of Appendix 6.1).

Having perfect information regarding the future for any situation is virtually impossible. However, often it is possible to procure imperfect, or sample, information regarding the states of nature. We calculate EVPI because it gives an upper limit on the expected value of any such sample information.

### 6.5 Bayesian Analyses-Decision Making with Imperfect Information

In Section 6.3 we contrasted decision making under uncertainty with decision making under risk. Some statisticians argue that it is unnecessary to practice decision making under uncertainty because one always has at least some probabilistic information that can be used to assess the likelihoods of the states of nature. Such individuals adhere to what is called Bayesian statistics. ${ }^{1}$

[^33]
## USING SAMPLE INFORMATION TO AID IN DECISION MAKING

Bayesian statistics play a vital role in assessing the value of additional sample information obtained from such sources as marketing surveys or experiments, which can assist in the decision-making process. The decision maker can use this input to revise or fine tune the original probability estimates and possibly improve decision making.

## Making Decisions Using Sample Information

To illustrate decision making using sample information, again consider the Tom Brown investment problem.

## TOM BROWN INVESTMENT DECISION (CONTINUED)

Toma.xls Tomb.xls

Tom has learned that, for only $\$ 50$, he can receive the results of noted economist Milton Samuelman's multimillion dollar econometric forecast, which predicts either "positive" or "negative" economic growth for the upcoming year. Samuelman has offered the following verifiable statistics regarding the results of his model:

1. When the stock market showed a large rise, the forecast predicted "positive" $80 \%$ of the time and "negative" $20 \%$ of the time.
2. When the stock market showed a small rise, the forecast predicted "positive" $70 \%$ of the time and "negative" $30 \%$ of the time.
3. When the stock market showed no change, the forecast was equally likely to predict "positive" or "negative."
4. When the stock market showed a small fall, the forecast predicted "positive" $40 \%$ of the time and "negative" $60 \%$ of the time.
5. When the stock market showed a large fall, the forecast always predicted "negative."

Tom would like to know whether it is worthwhile to pay $\$ 50$ for the results of the Samuelman forecast.

## SOLUTION

Tom must first determine what his optimal decision should be if the forecast predicts positive economic growth and what it should be if it predicts negative economic growth. If Tom's investment decision changes based on the results of the forecast, he must determine whether knowing the results of Samuelman's forecast would increase his expected profit by more than the $\$ 50$ cost of obtaining the information.

Using the relative frequency method, we have the following conditional probabilities based on the forecast's historical performance:

$$
\begin{aligned}
& \mathrm{P}(\text { forecast predicts "positive" } \mid \text { large rise in market })=.80 \\
& \mathrm{P} \text { (forecast predicts "negative"|large rise in market) }=.20 \\
& \mathrm{P}(\text { forecast predicts "positive"|small rise in market) }=.70 \\
& \mathrm{P}(\text { forecast predicts "negative" } \mid \text { small rise in market })=.30 \\
& \mathrm{P} \text { (forecast predicts "positive"|no change in market) }=.50 \\
& \mathrm{P}(\text { forecast predicts "negative"|no change in market })=.50 \\
& \mathrm{P} \text { (forecast predicts "positive"|small fall in market) }=.40 \\
& \mathrm{P}(\text { forecast predicts "negative" } \mid \text { small fall in market })=.60
\end{aligned}
$$

P (forecast predicts "positive"|large fall in market) $=0$
P (forecast predicts "negative" large fall in market) $=1.00$
What Tom really needs to know, however, is how the results of Samuelman's economic forecast affect the probability estimates of the stock market's performance. That is, he needs probabilities such as P (large rise in market|forecast predicts "positive"). Unfortunately, in general, $\mathrm{P}(\mathrm{A} \mid \mathrm{B}) \neq \mathrm{P}(\mathrm{B} \mid \mathrm{A})$, so it is incorrect to assume $\mathrm{P}($ large rise in market|forecast predicts "positive") $=.80$.

One way to obtain probabilities of this form from the above probabilities is to use a Bayesian approach, which enables the decision maker to revise initial probability estimates in light of additional information. The original probability estimates are known as the set of prior or a priori probabilities. A set of revised or posterior probabilities is obtained based on knowing the results of sample or indicator information.

Bayesian Analysis


## BAYES' THEOREM

The Bayesian approach utilizes Bayes' Theorem to revise the prior probabilities. ${ }^{2}$ This theorem states:

Given events $B$ and $A_{1}, A_{2}, A_{3}, \ldots, A_{n}$, where $A_{1}, A_{2}, A_{3}, \ldots, A_{n}$ are mutually exclusive and collectively exhaustive, posterior probabilities, $\mathrm{P}\left(\mathrm{A}_{i} \mid \mathrm{B}\right)$ can be found by:

$$
\mathrm{P}\left(\mathrm{~A}_{\mathrm{i}} \mid \mathrm{B}\right)=\frac{\mathrm{P}\left(\mathrm{~B} \mid \mathrm{A}_{\mathrm{i}}\right) \mathrm{P}\left(\mathrm{~A}_{\mathrm{i}}\right)}{\mathrm{P}\left(\mathrm{~B} \mid \mathrm{A}_{1}\right) \mathrm{P}\left(\mathrm{~A}_{1}\right)+\mathrm{P}\left(\mathrm{~B} \mid \mathrm{A}_{2}\right) \mathrm{P}\left(\mathrm{~A}_{2}\right)+\ldots+\mathrm{P}\left(\mathrm{~B} \mid \mathrm{A}_{n}\right) \mathrm{P}\left(\mathrm{~A}_{\mathrm{n}}\right)}
$$

Although the notation of Bayes' Theorem may appear intimidating, a convenient way of calculating the posterior probabilities is to use a tabular approach. This approach utilizes five columns:

Column 1-States of Nature A listing of the states of nature for the problem (the $\mathrm{A}_{\mathrm{i}}$ 's).
Column 2-Prior Probabilities The prior probability estimates (before obtaining sample information) for the states of nature, $\mathrm{P}\left(\mathrm{A}_{\mathrm{i}}\right)$.
Column 3-Conditional Probabilities The known conditional probabilities of obtaining sample information given a particular state of nature, $\mathrm{P}\left(\mathrm{B} \mid \mathrm{A}_{\mathrm{i}}\right)$.
Column 4-7oint Probabilities The joint probabilities of a particular state of nature and sample information occurring simultaneously, $\mathrm{P}\left(\mathrm{B} \cap \mathrm{A}_{\mathrm{i}}\right)=$ $\mathrm{P}\left(\mathrm{A}_{\mathrm{i}}\right)^{*} \mathrm{P}\left(\mathrm{B} \mid \mathrm{A}_{\mathrm{i}}\right)$. These numbers are calculated for each row by multiplying the number in the second column by the number in the third column. The sum of this column is the marginal probability, $\mathrm{P}(\mathrm{B})$.
Cohumn 5-Posterior Probabilities The posterior probabilities found by Bayes' Theorem, $P\left(A_{i} \mid B\right)$. Since $P\left(A_{i} \mid B\right)=P\left(B \cap A_{i}\right) / P(B)$, these numbers are calculated for each row by dividing the number in the fourth column by the sum of the numbers in the fourth column.

[^34]Table 6.6 Indicator Information-"Positive" Economic Forecast for Tom Brown

| States of | Prior <br> Probabilities <br> $\mathrm{P}\left(\mathrm{S}_{\mathrm{i}}\right)$ | Conditional <br> Probabilities <br> $\mathrm{P}\left(\right.$ positive $\left.\mid \mathrm{S}_{\mathrm{i}}\right)$ | Joint Probabilities <br> $\mathrm{P}\left(\right.$ positive $\left.\cap \mathrm{S}_{\mathrm{i}}\right)$ | Posterior <br> Probabilities <br> $\mathrm{P}\left(\mathrm{S}_{\mathrm{i}} \mid\right.$ positive $)$ |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{\mathrm{i}}$ | .20 | .80 | .16 | $.16 / .56=.286$ |
| Large rise | .30 | .70 | .21 | $.21 / .56=.375$ |
| Small rise | .30 | .50 | .15 | $.15 / .56=.268$ |
| No change | .10 | .40 | .04 | $.04 / .56=.071$ |
| Small fall | .10 | 0 |  | $0 / .56=0$ |
| Large fall |  |  | $\mathrm{P}($ positive $)=.56$ |  |

Table 6.6 gives the tabular approach for calculating posterior probabilities assuming that Tom responds to Milton Samuelman's offer and learns that Samuelman's economic forecast for next year is "positive."

As you can see, although the initial probability estimate of the stock market's showing a large rise was .20 , after Samuelman's "positive" economic forecast Tom has revised this probability upward to .286 . Similarly, based on this forecast Tom has revised his probability estimates for a small rise, no change, small fall, or large fall in the market from $.30, .30, .10$, and .10 to $.375, .268, .071$, and 0 , respectively. We also see that the probability that Samuelman's forecast will be "positive" is .56 (the sum of the values in Column 4). A similar procedure is used to obtain the posterior probabilities corresponding to a "negative" economic forecast, as shown in Table 6.7.

Table 6.7 Indicator Information-"Negative" Economic Forecast for Tom Brown

| States of | Prior <br> Probabilities <br> $\mathrm{P}\left(\mathrm{S}_{\mathrm{i}}\right)$ | Conditional <br> Probabilities | P(negative $\left.\mid \mathrm{S}_{\mathrm{i}}\right)$ | Posterior <br> $\mathrm{P}\left(\right.$ negative $\left.\cap \mathrm{S}_{\mathrm{i}}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| Nature | .20 | .20 | .04 | Probabilities <br> $\mathrm{S}_{\mathrm{i}}$ |
| Large rise | . negative $)$ |  |  |  |

As you can see, for a "negative" economic forecast the respective probability estimates for the states of nature have been revised to $.091, .205, .341, .136$, and .227. Also note that the probability that Samuelman's forecast will give a "negative" forecast is .44 (the sum of the values in Column 4).

The Bayesian Analysis worksheet on the Decision Payoff Table.xls template calculates posterior probabilities and is linked to the Payoff Table worksheet in the template. Figure 6.7 shows the worksheet for the Tom Brown investment problem. To use this worksheet, conditional probabilities are entered for the four indicators in the appropriate cells in columns C and I. (Note that the rows associated with the unused states of nature are hidden.) The worksheet then calaculates the posterior probabilities in columns E and K .

FIGURE 6.7
Bayesian Analysis Worksheet for the Tom Brown Investment Problem


## Expected Value of Sample Information

The Samuelman forecast generates two sets of probabilities for the states of nature, one based on a positive economic forecast and the other on a negative economic forecast. We can now determine the optimal investment for each forecast using the expected value criterion.

If Samuelman forecasts positive economic growth, the revised expected values for the decision alternatives (rounded to the nearest dollar) are:
$\mathrm{EV}($ gold|"positive") $=.286(-100)+.375(100)+.268(200)+.071(300)+0(0)=\$ 84$
EV (bond|"positive") $=.286(250)+.375(200)+.268(150)+.071(-100)+0(-150)=\$ 180$
$\mathrm{EV}($ stock |"positive") $=.286(500)+.375(250)+.268(100)+.071(-200)+0(-600)=\$ 249$
$\mathrm{EV}(\mathrm{C} / \mathrm{D} \mid$ "positive") $=.286(60)+.375(60)+.268(60)+.071(60)+0(60)=\$ 60$
If Samuelman's forecast is negative, the expected returns are:
$\mathrm{EV}($ gold|"negative") $=.091(-100)+.205(100)+.341(200)+.136(300)+.227(0)=\$ 120$
$E V$ (bond|"negative") $=.091(250)+.205(200)+.341(150)+.136(-100)+.227(-150)=\$ 67$
$\mathrm{EV}($ stock |"negative") $=.091(500)+.205(250)+.341(100)+.136(-200)+.227(-600)=-\$ 33$
$\mathrm{EV}(\mathrm{C} / \mathrm{D} \mid$ "negative" $)=.091(60)+.205(60)+.341(60)+.136(60)+.227(60)=\$ 60$
Thus, if Samuelman's forecast is positive, buying the stock would be optimal since it yields Tom the highest expected value (\$249); if the forecast is negative, buying gold would be optimal since it yields the highest expected value (\$120).

We see that information regarding Samuelman's forecast dramatically changes the probability estimates for the states of nature and, therefore, the optimal decision. But is knowing the results of the Samuelman forecast worth $\$ 50$ ? To answer this question, Tom must calculate his expected gain from making decisions based on the forecast results. This expected gain is known as the expected value of sample information (EVSI).

To determine the EVSI, we compare the expected return available with the sample information (ERSI) to the expected return available without the additional sample information (EREV). The difference is the EVSI.

| Expected Value of Sample Information |
| :---: |
| Expected Value <br> of Sample <br> Information <br> EVSI$=\binom{$ Expected Return with }{ Sample Information }$-\binom{$ Expected Return Without }{ Additional Information } |

The investment with the largest expected return for a positive forecast is the stock (expected return $=\$ 249.11$ ); for a negative forecast, it is the gold (expected return $=\$ 120.45$ ). The probability Samuelman's forecast will be positive is .56 ; the probability his forecast will be negative is .44 . Hence,

$$
\mathrm{ERSI}=.56(249.11)+.44(120.45)=\$ 192.50
$$

Since the expected return without Samuelman's forecast, EREV, is the $\$ 130$ obtained from buying the bond, the expected value of sample information is:

$$
\text { EVSI }=\$ 192.50-\$ 130=\$ 62.50
$$

Because the expected gain from the Samuelman forecast is greater than its $\$ 50$ cost, Tom should acquire it.

Figure 6.8 shows the worksheet Posterior Analysis contained in the Decision Table.xls template for the Tom Brown investment problem. The prior probabilities and payoff values are linked to those inputted in the Payoff Table worksheet, while the posterior probabilities used in the analysis are linked to the ones calculated in the Bayesian Analysis worksheet.

## FIGURE 6.8

Posterior Analysis Worksheet for the Tom Brown Investment Problem

The optimal decisions for the different indicators are given in row 22 , and the expected values corresponding to these indicators are given in row 21. The EVSI is given in cell B24, while the EVPI is given in cell B25.

It is important to note that the Samuelman forecast gives additional, but not perfect, information. If the forecast could perfectly predict the future, the gain from the information would be the expected value of perfect information (EVPI) discussed earlier. If the same decision would be made regardless of the results of the indicator information, the value of the information would be 0 . Thus,

$$
0 \leq \mathrm{EVSI} \leq \mathrm{EVPI}
$$

## Efficiency

A measure of the relative value of sample information is its efficiency, defined as the ratio of its EVSI to its EVPI.

$$
\begin{gathered}
\text { Efficiency } \\
\text { Efficiency }=\frac{\text { EVSI }}{\text { EVPI }}
\end{gathered}
$$

Since $0 \leq$ EVSI $\leq$ EVPI, efficiency is a number between 0 and 1 . For Tom Brown's problem, the efficiency of the Samuelman information is:

$$
\text { Efficiency }=\text { EVSI } / \mathrm{EVPI}=62.50 / 141=.44
$$

Efficiency provides a convenient method for comparing different forms of sample information. Given that two different types of sample information could be obtained at the same cost, the one with the higher efficiency is preferred. Note that the efficiency for the sample information is calculated on the Posterior Analysis worksheet in cell B26.

### 6.6 Decision Trees

Although the payoff table approach is quite handy for some problems, its applicability is limited to situations in which the decision maker needs to make a single decision. Many real-world decision problems consist of a sequence of dependent decisions. For these, a decision tree can prove useful.

A decision tree is a chronological representation of the decision process. The root of the tree is a node that corresponds to the present time. The tree is constructed outward from this node into the future using a network of nodes, representing points in time where decisions must be made or states of nature occur, and arcs (branches), representing the possible decisions or states of nature, respectively. The following table summarizes the elements of decision trees.

|  | Decision Tree Construction |  |
| :--- | :--- | :--- |
| Node Type | Branches | Data on Branches |
| Decision | Possible decisions that <br> can be made at this time <br> (Square Nodes) | Cost or benefit associated with the <br> decision |
| States of Nature <br> (Circle Nodes) | Possible states of nature <br> that can occur at this time | Probability the state of nature will <br> occur given all previous decisions <br> and states of nature |

To illustrate how a decision tree can be a useful tool, let us consider the following situation faced by the Bill Galen Development Company.

## BILL GALEN DEVELOPMENT COMPANY

The Bill Galen Development Company (BGD) needs a variance from the city of Kingston, New York, in order to do commercial development on a property whose asking price is a firm $\$ 300,000$. BGD estimates that it can construct a shopping center for an additional $\$ 500,000$ and sell the completed center for approximately $\$ 950,000$.

A variance application costs $\$ 30,000$ in fees and expenses, and there is only a $40 \%$ chance that the variance will be approved. Regardless of the outcome, the variance process takes two months. If BGD purchases the property and the variance is denied, the company will sell the property and receive net proceeds of $\$ 260,000$. BGD can also purchase a three-month option on the property for $\$ 20,000$, which would allow it to apply for a variance. Finally, for $\$ 5000$ an urban planning consultant can be hired to study the situation and render an opinion as to whether the variance will be approved or denied. BGD estimates the following conditional probabilities for the consultant's opinion:

$$
\begin{aligned}
\mathrm{P}(\text { consultant predicts approval } \mid \text { approval granted }) & =.70 \\
\mathrm{P}(\text { consultant predicts denial } \mid \text { approval denied }) & =.80
\end{aligned}
$$

BGD wishes to determine the optimal strategy regarding this parcel of property.

## SOLUTION

Initially, the company faces two decision alternatives: (1) hire the consultant and (2) do not hire the consultant. Figure 6.9 shows the initial tree construction corresponding to this decision. Note that the root of the tree is a decision node, two branches lead out from that node. The value on the "do not hire consultant" branch is 0 (there is no cost to this decision), while the $-\$ 5000$ value on the "hire consultant" branch is the cash flow associated with hiring the consultant.

Consider the decision branch corresponding to "do not hire consultant." If the consultant is not hired, BGD faces three possible decisions: (1) do nothing; (2) buy the land; or (3) purchase the option. Thus we find a decision node at the end of this branch and three branches (corresponding to the three decision alternatives) leaving the node. As shown in Figure 6.10, the values on the three decision branches- $0,-\$ 300,000$, and $-\$ 20,000$ - correspond to the cash flows associated with each action.

If BGD does not hire the consultant and decides to do nothing, the total return to the company is 0 . If, on the other hand, it decides to buy the land, it must then decide whether or not to apply for a variance. Clearly, if BGD were not


FIGURE 6.9 Bill Galen Development Company


FIGURE 6.10 Bill Galen Development Company
going to apply for a variance, it would not have bought the land in the first place. Therefore, there is only one logical decision following "buy land," and that is to "apply for variance."

Extrapolating this path further into the future, BGD will next learn whether the variance will be approved or denied. This is a chance or state of nature event, signified by a round node at the end of the "apply for variance" branch. This node leads to two branches-"variance approved" or "variance denied"-on which the values, .4 and .6 , respectively, are the corresponding state of nature probabilities.

At the end of each path through the tree is the total profit or loss connected with that particular set of decisions and outcomes. These values are calculated by adding the cash flows on the decision branches making up the path. This is shown in Figure 6.11.
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For example, if BGD does not hire the consultant, buys the land, gets the variance approved, builds the shopping center, and sells it, the profit will be $0-\$ 300,000-\$ 30,000-\$ 500,000+\$ 950,000=\$ 120,000$. If, after buying the land, the variance is denied, BGD will sell the property for $\$ 260,000$, and the total profit will be $0-\$ 300,000-\$ 30,000+\$ 260,000=-\$ 70,000$, i.e., a net loss of $\$ 70,000$.

Now if BGD decides to purchase the option, it would apply for the variance, which would then be either approved or denied. If the variance is approved, BGD will exercise the option and buy the property for $\$ 300,000$, construct the shopping center for $\$ 500,000$, and sell it for $\$ 950,000$. If the variance is denied, BGD will simply let the option expire. Figure 6.12 shows the complete decision tree emanating from the decision not to hire the consultant.


FIGURE 6.12 Bill Galen Development Company

Now consider the decision process if BGD does hire the consultant. The consultant will predict that the variance will either be approved or denied. This chance event is represented by a round state of nature node. The probability that the consultant will predict approval or denial is not readily apparent but can be calculated using Bayes' Theorem.

Let us first determine the posterior probabilities for approval and denial assuming that the consultant predicts that the variance will be approved.

Since:

$$
\mathrm{P}(\text { consultant predicts approval|approval granted })=.70
$$

then
$\mathrm{P}($ consultant predicts denial|approval granted $)=1-.70=.30$
Similarly, since

$$
\mathrm{P}(\text { consultant predicts denial|approval denied })=.80
$$

then
$\mathrm{P}($ consultant predicts approval|approval denied $)=1-.80=.20$
Tables 6.8 and 6.9 detail the Bayesian approach. Table 6.8 corresponds to the consultant's prediction of approval, and Table 6.9 corresponds to the consultant's prediction of denial.

Table 6.8 Indicator Information-Consultant Predicts Approval of Variance

|  | Prior <br> Probabilities | Conditional <br> Probabilities | Joint <br> Probabilities | Posterior <br> Probabilities |
| :--- | :---: | :---: | :---: | :---: |
| Sariance approved | .40 | .70 | .28 | $.28 / .40=.70$ |
| Variance denied | .60 | .20 | $\underline{.12}$ | $.12 / .40=.30$ |
|  | P (consultant predicts approval) | .40 |  |  |

Table 6.9 Indicator Information-Consultant Predicts Denial of Variance

|  | Prior <br> Probabilities | Conditional <br> Probabilities | Joint <br> Probabilities | Posterior <br> Probabilities |
| :--- | :---: | :---: | :---: | :---: |
| States of Nature | .40 | .30 | .12 | $.12 / .60=.20$ |
| Variance approved | .60 | .80 | .48 | $.48 / .60=.80$ |
| Variance denied | $P($ consultant predicts denial $)$ | .60 |  |  |

Once the consultant's prediction is known, BGD faces the same decision choices it did when the consultant was not hired: (1) do nothing; (2) buy the land; or (3) purchase the option. The differences here are the probabilities for the states of nature and the fact that the firm has spent $\$ 5000$ for the consultant. Using this information, we can complete the decision tree as shown in Figure 6.13.

To determine the optimal strategy, we work backward from the ends of each branch until we come to either a state of nature node or a decision node.
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At a state of nature node, we calculate the expected value of the node using the ending node values for each branch leading out of the node and the probability associated with that branch. The expected value is the sum of the products of the branch probabilities and corresponding ending node values. This sum becomes the value for the state of nature node.

At a decision node, the branch that has the highest ending node value is the optimal decision. This highest ending node value, in turn, becomes the value for the decision node. Nonoptimal decisions are indicated by a pair of lines across their branches.

To illustrate, consider in Figure 6.13 the possible paths reached if BGD does not hire the consultant. If BGD decides to buy the property and applies for the variance, two outcomes (branches) are possible: (1) the variance is approved and BGD earns $\$ 120,000$; or (2) the variance is denied and BGD loses $\$ 70,000$. The expected return at this state of nature node is found by (Probability Variance Is Approved)* (Expected Return If Variance Is Approved) + (Probability

Variance Is Denied) $)^{*}($ Expected Return If Variance Is Denied) $=.4(\$ 120,000)+$ $.6(-\$ 70,000)=\$ 6000$. This is the expected value associated with buying the land. The expected value associated with buying the option is $.40(\$ 100,000)+$ $.60(-\$ 50,000)=\$ 10,000$.

Thus, if BGD decides not to hire the consultant, the corresponding expected values that result if it does nothing, buys the land, or purchases the option are $\$ 0$, $\$ 6000$, and $\$ 10,000$, respectively; thus purchasing the option is the optimal decision. The expected return corresponding to the purchase option decision $(\$ 10,000)$ then becomes the expected return corresponding to the decision node not to hire the consultant.

The remaining portion of the tree, in which BGD does hire the consultant, is calculated by working backwards in a similar fashion. The completed decision tree is given in Figure 6.14. As you can see, the optimal decision is to hire the consultant. Then if the consultant predicts approval, BGD should buy the property, but if the consultant predicts denial, BGD should do nothing.
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FIGURE 6.15
Opening Spreadsheet When Using TreePlan

FIGURE 6.16
Initial TreePlan Tree as Modified for Bill Galen Development

This problem illustrates that the calculations required to analyze a problem using a decision tree can be lengthy and cumbersome. Fortunately, specialized computer programs and Excel add-ins exist to help the analyst set up and analyze decision trees. One such Excel add-in is TreePlan which is available on the CD-ROM accompanying this textbook.

Let us use TreePlan to construct the decision tree for the Bill Galen Development problem. To simplify the tree, we will combine actions where appropriate. For example, since BGD will always apply for a variance if it buys the land or purchases the option, we will combine these activities into one branch. Similarly, if the variance is approved, BGD will always Build and then Sell and we will combine these activities into one branch.

After installing the TreePlan software open up the add-in by selecting Decision Tree under Tools on the menu bar. You will see the opening tree as shown in Figure 6.15.


The default decision tree has two decision arcs leading from the root node. One can rename the arc names by putting the cursor in the appropriate cell and retyping the desired name. For the BGD problem, we would rename Decision 1 in Cell D2 to "Do not hire consultant" and Decision 2 in Cell D7 to "Hire Consultant." Below each arc are two 0 values. The value on the left is where you enter the cash flow associated with the particular decision. The value on the right is the cumulative cash flow along the branches of the tree and is determined by the program.

For example, the cash flow associated with not hiring the consultant is 0 , but the cash flow of hiring the consultant is $-\$ 5,000$. Expressing the values in the tree in $\$ 1000$ 's, -5 is entered under the "Hire Consultant" branch. Note that the cash flow at the end of the path also changes to -5 and the decision tree looks as shown in Figure 6.16.


We also note the number 1 in the node box. This indicates that for the problem, as currently formulated, the optimal decision is decision 1. This is because it is better to gain nothing than to lose $\$ 5000$.

The principal way of modifying the tree is to put the cursor in the appropriate cell and hold down the Control and $t$ keys (control $+t$ ). For example, for the BGD model to add a decision node at the end of the "Do not hire" consultant branch, put the cursor in cell F3 (the end of the branch) and press the Control and t keys. Since cell F3 is currently a terminal node, this brings up the dialogue box shown in Figure 6.17.


FIGURE 6.17 Dialogue Box for Terminal Node

Because this node is to be a decision node with three decisions emanating from it, we would leave the "Change to decision node" button highlighted but change the number of branches from "Two" to "Three."

The names for Decisions 3, 4, and 5 would then be changed to "Do nothing," "Buy land/Apply for variance," and "Purchase option/Apply for variance" by entering these names in cells $\mathrm{H} 2, \mathrm{H} 7$, and H12, respectively. Since the "Buy land/Apply for variance" decision results in a $\$ 330,000$ cash outflow and the "Purchase option/Apply for variance" decision results in a $\$ 50,000$ outflow, we enter a -330 in cell H 9 and -50 in cell H14. This gives the tree shown in Figure 6.18.


FIGURE 6.18
Modified TreePlan Tree Showing Decisions If Consultant Is Not Hired

To complete the section of the tree corresponding to "Buy land/Apply for variance," we now add a state of nature node at the end of the "Buy land/Apply for variance" branch to allow the possibility of the variance either being approved or denied. This is done by positioning the cursor in cell J10, typing Control +t , highlighting the button corresponding to "Change to event node," and indicating that the number of branches should be "Two." This gives the tree as shown in Figure 6.19.


Notice that cell J10 is a round node as it corresponds to a chance event. Since there are two possible events the default probabilities inserted by TreePlan are .5 and .5. Modify the default names "Event 7" and "Event 8 " in cells L7 and L12 to "Variance approved/Build/Sell" and "Variance denied/Sell," respectively. Also change the probability of .5 in cell L6 and L11 to .4 and .6 , respectively, since these are the probabilities of the variance being approved or denied. Since the cash flow associated with the Variance approved/Build/Sell is $-\$ 500,000+\$ 950,000$ $=\$ 450,000$, put +450 in cell L9. Similarly, since the cash flow associated with Variance denied/Sell is $+\$ 260,000$, put +260 in cell L14. The completed section of this tree looks as shown in Figure 6.20.

Note that TreePlan automatically calculates the ending values for each node as well as the expected value at the chance node (the value of 6 in cell I11).

To finish the tree for the "Purchase option/Apply for variance" branch, use the same procedure as for adding the branches following the "Buy land/Apply for Variance" branch. Specifically, the cursor is positioned at cell J18 to add two branches. The branches are then renamed, and the relevant probability and cash flow information is added to the appropriate cells. Note that the cash flow for the branch "Variance approved/Buy land/Build/Sell" is 300 less than the branch "Variance approved/Build/Sell" since the cost of the land is $\$ 300,000$. This results in the decision tree shown in Figure 6.21.

FIGURE 6.20
TreePlan Tree Showing Ending Branches Following Buy Land/Apply for Variance

FIGURE 6.21
Decision Tree If Consultant Is Not Hired


We see from this tree that the best decision if the consultant is not hired is to Purchase the option and Apply for the variance since there is a 3 (third decision) in cell F11. The expected value corresponding to this action is 10 (the value given in cell E12).

Now consider the subtree dealing with hiring the consultant. The consultant will predict either approval or denial. These branches are added by clicking on cell

F28 (the end of the "Hire consultant" branch), typing Control $+t$, highlighting the "Change to event node" button, and indicating that there are two branches. Inserting the appropriate event names and probabilities gives rise to the tree shown in Figure 6.22.

FIGURE 6.22
Portion of Decision Tree Corresponding to Hiring Consultant


The easiest way to complete the decision tree following the consultant "Predicts approval" is to copy the portion of the tree following the branch "Do not hire consultant." This is done by positioning the cursor at cell F11, the end of the branch, and typing Control +t . This results in the dialogue box shown in Figure 6.23.


FIGURE 6.23
Dialogue Box for Existing Node

FIGURE 6.24
Portion of Decision Tree If Consultant Predicts Approval

Since we wish to copy the subtree following cell F11, highlight the radio button next to "Copy subtree" and click on OK. The cursor is then positioned at cell J28, the end of the "Predicts approval" branch. Pressing Control + t again gives rise to the same dialogue box shown in Figure 6.17, but now with "Paste subtree" as an active option. Pasting the subtree and changing the probabilities for the variance being approved and denied to the correct posterior values gives the tree shown in Figure 6.24.


Note that in Figure 6.24 there is a value of 2 in cell J36. Hence we see that, if the consultant predicts approval, the best course of action is to buy the land and apply for the variance. The expected value of this decision is 58 (the value in cell I37).

To complete the tree, again paste the subtree into the node following the consultant "Predicts denial" branch. Changing the probabilities to reflect the correct posterior probabilities results in the completed decision tree. This is contained in the Excel file BGD.xls on the accompanying CD-ROM.

TreePlan has several options that one may use in analyzing the decision tree. One of these options enables the analyst to use the expected utility criterion (discussed in the next section) instead of the expected value criterion. If this option is selected, TreePlan assumes that the utility function is exponential. To consider different criteria when using TreePlan, one selects Options in the appropriate TreePlan dialogue box.

## A BUSINESS REPORT

Using the information obtained from the decision tree analysis, we can prepare the following business report to assist BGD in determining an optimal decision strategy. This memorandum cogently identifies the critical factors BGD should consider and highlights the possible risks the company may encounter.

# -SCG. <br> $\overline{\text { Student Consulting Group }}$ <br> MEMORANDUM 

To: Bill Galen, President, Bill Galen Development Company
From: Student Consulting Group
Subj: 5th and Main Street Property
We have analyzed the situation regarding the parcel of property located at 5 th and Main Streets in Kingston, New York, which your firm is interested in developing for a strip shopping center. The property is currently zoned residential and would require a variance in order to complete construction. Our analysis was completed assuming that BGD wishes to maximize the expected profit this project could potentially generate.

Based on cost and revenue estimates supplied by management, the following table gives the returns available from different strategies the firm might pursue.

Table I Expected Return Available from Different Possible Strategies

| Strategy | Expected <br> Return |
| :--- | :--- |
| Consultant not hired |  |
| Do nothing | $\$ 0$ |
| Buy land | $\$ 6000$ |
| Buy option | $\$ 10,000$ |
| Consultant hired and predicts variance will be approved | $-\$ 5000$ |
| Do nothing | $\$ 58,000$ |
| Buy land | $\$ 50,000$ |
| Buy option | $-\$ 5000$ |
| Consultant hired and predicts variance will be denied | $-\$ 37,000$ |
| Do nothing | $-\$ 25,000$ |
| Buy land |  |
| Buy option |  |

We analyzed this information using standard decision-making techniques and recommend the following strategy:

Hire the consultant for $\$ 5000$. If the consultant predicts that the variance will be approved, BGD should purchase the property for $\$ 300,000$. If the consultant predicts that the variance will be denied, BGD should not proceed with this project. Your expected return from this strategy is $\$ 20,200$.

Table II summarizes the potential maximum loss from each strategy and the probability that the firm will incur such a loss.

If the consultant predicts that the variance will be approved and it is, in fact, not approved, BGD potentially will suffer a loss of $\$ 75,000$. The likelihood of the consultant predicting approval is estimated to be $40 \%$, and the possibility that the variance will be denied in this case is estimated to be $30 \%$. Hence, there is approximately a $12 \%$ chance that BGD will incur a loss of $\$ 75,000$ if this recommendation is followed.

Table II Maximum Potential Loss and Likelihood of Such Loss from Different Possible Strategies

| Strategy | Maximum <br> Loss | Probability |
| :--- | ---: | ---: |
| Consultant not hired |  |  |
| Do nothing | $\$ 70,000$ | $100 \%$ |
| Buy land | $\$ 50,000$ | $40 \%$ |
| Buy option |  | $40 \%$ |
| Consultant hired and predicts variance will be approved |  |  |
| Do nothing | $\$ 5000$ | $40 \%$ |
| Buy land | $\$ 75,000$ | $12 \%$ |
| Buy option | $\$ 55,000$ | $12 \%$ |
|  |  |  |
| Consultant hired and predicts variance will be denied |  |  |
| Do nothing | $\$ 5000$ | $60 \%$ |
| Buy land | $\$ 75,000$ | $48 \%$ |
| Buy option | $\$ 55,000$ | $48 \%$ |

If BGD feels that the potential loss from the recommended strategy is greater than the company can afford, instead of purchasing the property if the consultant predicts the variance will be approved, the company can buy the option. This lowers the expected return to $\$ 17,000$ but will only expose BGD to a maximum potential loss of $\$ 55,000$. Should this potential loss still be too large, we would be happy to meet with management to discuss alternative strategies.

### 6.7 Decision Making and Utility

The underlying basis for using the expected value criterion is that the decision maker wishes to choose the decision alternative that maximizes the expected return (or minimizes the expected cost). This criterion may not be appropriate, however, if the decision is a one-time opportunity with substantial risks.

For example, as pointed out in the BGD management memo, following the recommended strategy carries a potential loss of $\$ 75,000$ for the company. If the maximum the company could currently afford to lose is $\$ 55,000$, it may prefer to buy the option and not hire the consultant, even though this strategy has a lower expected return. The concept of utility has been developed to explain such behavior in a rational format.

Social scientists have long observed that individuals do not always choose decisions based on the expected value criterion, even when the payoffs and probabilities for the states of nature are known. For example, suppose you could play a coin toss game in which you will win $\$ 1$ if the coin is heads and lose $\$ 1$ if the coin is tails. If the coin is bent so that the probability of the coin landing heads is $55 \%$ and tails is $45 \%$, your expected return from playing the game would be $.55(\$ 1)+$ $.45(-\$ 1)=\$ .10$. Given this expected return, you probably would wish to play this game.

Consider what happens, however, when the stakes increase so that you win $\$ 100,000$ if the coin comes up heads and lose $\$ 100,000$ if the coin comes up tails. Even though this game has an expected return of $\$ 10,000=.55(\$ 100,000)+$
$.45(-\$ 100,000)$, you might be reluctant to play due to the potential of losing \$100,000.

Playing state lottery games is an example of a case in which people do not base a decision on expected value. In most state lottery games, the expected return to the purchaser of a $\$ 1.00$ lottery ticket is only about $\$ 0.50$. Thus, if people decided whether or not to buy a lottery ticket based on expected value alone, lottery sales would be nonexistent.

Purchasing insurance is another such example. Insurance industry profits are predicated on the fact that, on the average, people will pay more for a policy than the expected present value of the loss for which they are insured. Again, if people's decisions were based solely on the expected value criterion, no one would buy insurance.

## UTILITY APPROACH

In the utility approach to decision making, utility values, $\mathrm{U}(\mathrm{V}) \mathrm{s}$, reflective of the decision maker's perspective are determined for each possible payoff. The utility of the least preferred outcome is given the lowest utility value (usually 0 ), whereas the most preferred outcome is given the highest utility value (usually 1). Utility values for the other possible payoffs are set between these values, with higher payoffs receiving higher utility values, although not necessarily proportionally higher. The optimal decision is then chosen by an expected utility criterion, which uses these values rather than the payoff values in the calculations.

## DETERMINING UTILITY VALUES, $\mathbf{U}(\mathbf{V})$

Although the following technique for finding utility values corresponding to payoffs may seem contrived, it does provide an insightful look into the amount of risk the decision maker is willing to take. The concept is based on the decision maker's preference to taking a sure thing (a particular payoff) versus risking receiving only the highest or lowest payoff.

Indifference Approach For Assigning Utility Values

1. List every possible payoff in ascending order.
2. Assign a utility of 0 to the lowest payoff and a utility of 1 to the highest payoff.
3. For all other possible payoff values ask the decision maker, "Suppose you could receive this payoff for sure, or, alternatively, you could receive either the highest payoff with probability $p$ and the lowest payoff with probability ( $1-p$ ). What value of $p$ would make you indifferent between the two situations?" These indifference probabilities for the payoffs are the utility values.

To illustrate the utility approach, let us consider once again the Tom Brown investment problem.

## TOM BROWN INVESTMENT PROBLEM (CONTINUED)

We observed that the highest possible return for Tom in the payoff table calculated based on the broker's analysis was $\$ 500$. Tom would achieve this payoff if he invested in the stock and there were a large rise in the market. The lowest possible payoff was a loss of $\$ 600$, which Tom would incur if he invested in the stock and there were a large fall in the market.

The second highest possible return was $\$ 300$. Tom would receive this sum if he invested in gold and there were a small fall in the market. We asked Tom, "If you could receive $\$ 300$ for sure or you could receive $\$ 500$ with probability $p$ and lose $\$ 600$ with probability ( $1-\mathrm{p}$ ), what value of $p$ would make you indifferent between these two choices?"

Tom thought for a moment and replied, "I'd have to be pretty certain of receiving the $\$ 500$ payoff to pass up a certain payoff of $\$ 300$; say about $90 \%$." We repeated this question for all possible outcomes from the payoff table, and Tom's responses were as follows:

| Certain Payoff | Probability |
| :---: | :---: |
| -600 | 0 |
| -200 | .25 |
| -150 | .30 |
| -100 | .36 |
| 0 | .50 |
| 60 | .60 |
| 100 | .65 |
| 150 | .70 |
| 200 | .75 |
| 250 | .85 |
| 300 | .90 |
| 500 | 1.00 |

In light of these preferences, Tom wishes to determine his optimal investment decision.

## SOLUTION

The indifference preferences Tom gave in response to our questions are his utility values for the payoffs. To determine the optimal decision under the expected utility criterion, we substitute the corresponding utility values for the nondominated payoffs given in Table 6.2 and calculate the expected utility for each decision.

Figure 6.25 shows the Utility worksheet contained in the Decision Payoff Table.xls template for the Tom Brown investment problem with unused columns hidden.

In this spreadsheet, the certain payoffs and corresponding utility values are entered in columns M and N . The optimal decision and corresponding expected utility are given in cells B17 and C17. Since the decision with the highest expected utility is the stock investment, it would be selected using the expected utility criterion. Comparing the expected utility of the stock investment to the bond investment, however, we note there is little difference in the two values. In fact, had the utility values been slightly different, the bond investment could have had the bigher expected utility.

It is therefore important not to dismiss the bond investment from consideration. (Remember that in management science we are modeling in order to obtain insights into the optimal decision.) Tom may, in fact, wish to do some further investigation before making a final choice between the stock and the bond.

Tom Brown.xls

FIGURE 6.25
Utility Analysis Spreadsheet for the Tom Brown Investment Problem


FIGURE 6.26 Risk-Averse Utility Curve


FIGURE 6.27 Risk-Taking Utility Curve


## RISK-AVERSE, RISK-NEUTRAL, AND RISK-TAKING DECISION MAKERS

Within the context of utility theory, behavior can be classified as risk averse, risk taking, or risk neutral. A risk-averse decision maker prefers a certain outcome to a chance outcome having the same expected value. For example, suppose you have the choice of receiving $\$ 10,000$ with probability .20 and $\$ 0$ with probability .80 . The expected value of this outcome is $\$ 2000\left(=.20 * \$ 10,000+.80^{*} 0\right)$. If you preferred receiving $\$ 2000$ with certainty to the random outcome, you would be exhibiting risk-averse behavior. An example of risk-averse behavior is the purchase of an insurance policy. The concave utility curve depicted in Figure 6.26 is that of a risk-averse decision maker.

A risk-taking decision maker prefers a chance outcome to a certain outcome having the same expected value. Returning to the above example, if you were a risk-taking decision maker, you would prefer the chance outcome to receiving $\$ 2000$. An example of risk-taking behavior is the purchase of a lottery ticket. The convex utility curve depicted in Figure 6.27 is that of a risk-taking decision maker.

A risk-neutral decision maker is indifferent between a chance outcome and a certain outcome having the same expected value. Using the above example once again, if you were a risk-neutral decision maker, you would be indifferent between the two outcomes. Typically, large corporations are assumed to be risk neutral because they do not have a preference for or an aversion to risk with regard to the amounts of money involved in normal business situations. The linear utility curve depicted in Figure 6.28 is that of a risk-neutral decision maker.

The optimal decision for a risk-neutral decision maker can be determined using the expected value criterion on the payoff values. Therefore, the expected value criterion is generally used in decision making at large corporations.

FIGURE 6.29
Tom Brown's Utility Curve


FIGURE 6.28 Risk-Neutral Utility Curve
Most individuals are not entirely risk averse, risk taking, or risk neutral. Social scientists have shown that, in general, people tend to be risk taking when dealing with small amounts of money while they tend to be risk averse when it comes to large amounts. Between large and small amounts of money, people are generally risk neutral. This explains why the same individual might purchase a lottery ticket as well as fire insurance. Figure 6.29 depicts Tom Brown's utility values. As you can see, Tom appears to exhibit such typical behavior.


### 6.8 Game Theory

Playing games is a popular form of amusement. People typically play games such as poker, bridge, and chess, for the challenge and enjoyment they afford (and, if betting is allowed, for financial gain).

Similarly, the business environment provides numerous decision-making situations in which one firm or individual is "playing" against another. For example, an oil company bidding for exploration rights to a tract of land is, in a sense, playing a game against other oil companies bidding for the tract. When an airline lowers its fare on a particular route in order to capture a greater market share, it is playing a game against the other carriers serving that route.

Game theory can be used to determine the optimal decision in the face of other decision-making players. In game theory, the payoff is based on the action taken by competing individuals who are also seeking to maximize their return. In decision theory, however, an individual (player) makes a decision and receives a payoff based on the outcome of a noncompetitive random event (the state of nature). You can therefore view decision theory as a special case of game theory in which the decision maker is playing against a single disinterested party (nature).

As shown in Table 6.10, games can be classified in a number of ways-by the number of players, the total return to all players, or the sequence of moves, to name a few.

Table 6.10 Classification of Games

| Classification | Description | Example |
| :---: | :---: | :---: |
| Number of Players |  |  |
| Two player | Two competitors | Chess |
| Mutliplayer | More than two competitors | Poker |
| Total Return |  |  |
| Zero sum | The amount won by all players equals the amount lost by all players. | Poker among friends |
| Nonzero sum | The amount won by all players does not equal the amount lost by all players. | Poker in a casino; the "house" takes a percentage of each pot |
| Sequence of Moves |  |  |
| Sequential | Each player gets a turn in a given sequence. | Monopoly |
| Simultaneous | All players make their decisions simultaneously. | Paper, rock, scissors |

While game theory is an extensive topic, here we focus solely on two-person, zero-sum games in which all decisions are made simultaneously. The situation faced by IGA Supermarket can be modeled by such a game.

## IGA SUPERMARKET

The town of Gold Beach, Oregon, is served by two supermarkets-IGA and Sentry. In a given week, the market share of the two supermarkets can be influenced by their advertising policies. In particular, the manager of each supermarket must decide weekly which area of operations to discount heavily and emphasize in the store's newspaper flyer. Both supermarkets have three areas of operation in common: meat, produce, and groceries. Sentry, however, has a fourth-an in-store bakery.

The weekly percentage gain to IGA in market share as a function of the advertising emphasis of each store is indicated by the following payoff table (Table 6.11). Here it is assumed that a gain in market share to IGA will result in the equivalent loss in market share to Sentry, and vice versa.

Since the IGA manager does not know which operation Sentry will emphasize each week, she wishes to determine an optimal advertising strategy that will maximize IGA's expected change in market share regardless of Sentry's action.

Table 6.11 Percentage Change in IGA's Market Share as a Function of Advertising Emphasis


## SOLUTION

The IGA manager should vary the weekly advertising emphasis; otherwise the Sentry manager will always be able to select an advertising emphasis that ensures a loss of market share for IGA. Hence, the optimal strategy for the IGA manager is to change her advertising emphasis randomly. But what proportion of the time should the emphasis be on meat or produce or groceries?

Let us define:
$\mathrm{X}_{1}=$ the probability IGA's advertising focus is on meat
$\mathrm{X}_{2}=$ the probability IGA's advertising focus is on produce
$\mathrm{X}_{3}=$ the probability IGA's advertising focus is on groceries
The manager at IGA wants to maximize the store's expected change in market share, regardless of Sentry's advertising focus. This expected change, which we denote by V , is known as the value of the game.

Let us see what restrictions are placed on V. If Sentry's advertising focus is on meat, then the expected change in IGA's market share is expressed as $2 \mathrm{X}_{1}-2 \mathrm{X}_{2}+$ $2 \mathrm{X}_{3}$. This expected change must be at least V , since V represents IGA's change in market share regardless of Sentry's action. Thus, $2 \mathrm{X}_{1}-2 \mathrm{X}_{2}+2 \mathrm{X}_{3} \geq \mathrm{V}$.

By using similar reasoning for Sentry's advertising emphasis on produce, groceries, and bakery, we arrive at the following conditional relationships:

## Sentry's Advertising Emphasis

Meat
Produce
Groceries
Bakery

## Relationship

$2 \mathrm{X}_{1}-2 \mathrm{X}_{2}+2 \mathrm{X}_{3} \geq \mathrm{V}$
$2 \mathrm{X}_{1} \quad-7 \mathrm{X}_{3} \geq \mathrm{V}$
$-8 \mathrm{X}_{1}+6 \mathrm{X}_{2}+\mathrm{X}_{3} \geq \mathrm{V}$
$6 \mathrm{X}_{1}-4 \mathrm{X}_{2}-3 \mathrm{X}_{3} \geq \mathrm{V}$

Because the sum of the probabilities of IGA's advertising focus must equal 1 , we also know that $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}=1$. These conditions result in the following linear programming model, which IGA can use to determine its optimal advertising strategy:

MAX V
ST

$$
\begin{array}{r}
2 \mathrm{X}_{1}-2 \mathrm{X}_{2}+2 \mathrm{X}_{3}-\mathrm{V} \geq 0 \\
2 \mathrm{X}_{1}-7 \mathrm{X}_{3}-\mathrm{V} \geq 0 \\
-8 \mathrm{X}_{1}+6 \mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{V} \geq 0 \\
6 \mathrm{X}_{1}-4 \mathrm{X}_{2}-3 \mathrm{X}_{3}-\mathrm{V} \geq 0 \\
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}=1 \\
\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3} \geq 0, \mathrm{~V} \text { unrestricted }
\end{array}
$$

Solver can be used to determine the oprtimal solution. ${ }^{3}$ Figure 6.30 shows the resulting Sensitivity Report for this model. Thus IGA should focus its advertising on meat about $39 \%$ of the time, on produce $50 \%$ of the time, and on groceries about $11 \%$ of the time.

The average change in IGA's market share using this strategy is $0 \%$, implying that, in the long run, the market shares of the two supermarkets will not change. When the value of a game is 0 , it is known as a fair game.
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FIGURE 6.30 Partial Output for IGA Problem

Had the value of the game not been zero, then, on the average, each week the market share would change by that value. If this trend continued, at some point, the estimated percentage changes given in Table 6.11 would cease to be valid.

## THE OPTIMAL STRATEGY FOR SENTRY MARKET

From Sentry's perspective, the model can be formulated by letting
$Y_{1}=$ the probability Sentry's advertising focus is on meat
$Y_{2}=$ the probability Sentry's advertising focus is on produce
$Y_{3}=$ the probability Sentry's advertising focus is on groceries
$Y_{4}=$ the probability Sentry's advertising focus is on bakery

Sentry also wishes to maximize its expected change in market share regardless of IGA's advertising focus. Since IGA's "gain" is Sentry's loss, this is equivalent to maximizing -V. Because the numbers in Table 6.11 are expressed as "gains" in market share to IGA, negatives of these numbers are the "gains" in market share for Sentry. Thus, $-2 \mathrm{Y}_{1}-2 \mathrm{Y}_{2}+8 \mathrm{Y}_{3}-6 \mathrm{Y}_{4}$ represents the expected gain in market share to Sentry if IGA focuses its advertising on meat.

Using the reasoning developed for the IGA model, we see that the following conditional relationships hold for the Sentry model:

## IGA's Advertising Emphasis

## Relationship

Meat

$$
\begin{aligned}
-2 \mathrm{Y}_{1}-2 \mathrm{Y}_{2} & +8 \mathrm{Y}_{3}-6 \mathrm{Y}_{4} \geq-\mathrm{V} \\
2 \mathrm{Y}_{1} & -6 \mathrm{Y}_{3}+4 \mathrm{Y}_{4} \geq-\mathrm{V} \\
-2 \mathrm{Y}_{1}+7 \mathrm{Y}_{2} & -\mathrm{Y}_{3}+3 \mathrm{Y}_{4} \geq-\mathrm{V}
\end{aligned}
$$

Note that maximizing -V is equivalent to minimizing V . Multiplying the above expressions by -1 (allowing us to use the original numbers in Table 6.11), we can
use the following linear programming model ${ }^{4}$ to solve for Sentry's optimal advertising strategy:

$$
\begin{aligned}
& \text { MIN } \\
& \begin{array}{l}
\text { ST } \\
\\
2 \mathrm{Y}_{1}+2 \mathrm{Y}_{2}-8 \mathrm{Y}_{3}+6 \mathrm{Y}_{4}-\mathrm{V} \leq 0 \\
-2 \mathrm{Y}_{1}+6 \mathrm{Y}_{3}-4 \mathrm{Y}_{4}-\mathrm{V} \leq 0 \\
2 \mathrm{Y}_{1}-7 \mathrm{Y}_{2}+\mathrm{Y}_{3}-3 \mathrm{Y}_{4}-\mathrm{V} \leq 0 \\
\mathrm{Y}_{1}+\mathrm{Y}_{2}+\mathrm{Y}_{3}+\mathrm{Y}_{4}=1
\end{array} \\
& \\
& \\
& \\
& \mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}, \mathrm{Y}_{4} \geq 0, \mathrm{~V} \text { unrestricted }
\end{aligned}
$$

Solving this model using Excel will indicate that Sentry's advertising focus should be on meat $\frac{1}{3}$ of the time, groceries $\frac{1}{3}$ of the time, and the bakery $\frac{1}{3}$ of the time. ${ }^{5}$ However, these values are the negative of the corresponding shadow prices in the Sensitivity Report shown in Figure 6.30.

We would be remiss if we did not point out that using changes to market share as the decision criterion may not be appropriate. A business typically wishes to maximize its long-term weekly profit rather than its market share. If the cost structures for the two supermarkets are similar, however, it is probably not unreasonable to assume that a change in a store's market share is directly proportional to a change in its profitability.

### 6.9 Summary

Decision analysis is useful for making decisions that have major profit or cost implications. Payoff tables, in which rows correspond to the decision alternatives and columns correspond to states of nature, are useful for analyzing problems that concern a single decision.

When probability information regarding the states of nature is not available, maximax, maximin, minimax regret, and principle of insufficient reason criteria can be used. The choice of criterion is a function of the decision maker's attitude. When probability information for the states of nature are available, the decision can be determined using an expected payoff or expected regret approach.

Bayes' Theorem can be used to revise the probabilities for the states of nature based on additional experimentation. Using this information, the decision maker can determine the expected value of sample or indicator information. The expected value of perfect information provides an upper limit on the expected value of sample information.

For problems that are too complex to fit into the form of a payoff table, a decision tree approach can be utilized. Utility theory provides a rational basis for human behavior and to make optimal decisions incorporating risk attitudes. Game theory is an approach used for decision situations involving competitive play. The optimal strategy for a two-person zero-sum game can be determined using a linear programming approach.
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## APPENDIX 6.1

## Using the Decision Payoff Table.xls Template

The Excel Spreadsheet Decision Payoff Table.xls allows one to solve payoff table problems with up to eight decision alternatives and eight states of nature. The template contains four worksheets: Payoff Table, Bayesian Analysis, Posterior Analysis, and Utility. These worksheets are linked so that the information you input into the Payoff Table worksheet appears in the Bayesian Analysis, Posterior Analysis, and Utility worksheets and the results of the Bayesian Analysis worksheet appear in the Posterior Analysis worksheet.

## THE PAYOFF TABLE WORKSHEET

Figure A6.1 shows the Payoff Table worksheet on the template. The worksheet can handle up to eight decision alternatives and eight states of nature. The names of the decision alternatives are entered in cells A4 through A11. The names of the states of nature are entered in cells B3 through I3. The payoff values corresponding to a

FIGURE A6.1 Payoff Table Worksheet in Decision Payoff Table.xis Template

FIGURE A6.2
Payoff Table for the Tom Brown Investment Problem
particular decision alternative and state of nature are entered into the appropriate cell in the range from cells B4 through I11. If probability information is known for the states of nature, these values are entered into cells B12 through I12. Note that columns J through N are used for determining the outputs and are hidden.


For the four criteria for decision making under uncertainty, the optimal decisions and corresponding payoffs are given in rows 17 through 20 . The regret table values are given in rows 27 through 34. If probability information is provided, the spreadsheet will calculate the optimal decision and expected payoff under the expected value (EV) criterion in row 21 and the EVPI value in cell C22.

Figure A6.2 gives the payoff table for the Tom Brown investment problem.


FIGURE A6.3
Bayesian Analysis Worksheet

## THE BAYESIAN ANALYSIS WORKSHEET

The Bayesian Analysis worksheet can solve models having up to eight states of nature and four indicators. Figure A6.3 shows the Bayesian Analysis worksheet on the template.


If probabilities are entered in the Payoff Table worksheet, these are carried forward in the Bayesian Analysis worksheets in the cells in columns B and H. If these values are not entered on the Payoff Table worksheet, the appropriate values can be entered in columns B and H of the worksheet. Similarly, if the names of the state of nature are entered in the Payoff Table worksheet, they are carried forward in columns A and G of the Bayesian Analysis worksheet.

The conditional probabilities are entered in columns C and I corresponding to the appropriate indicator. The joint and posterior probabilities are then calculated, and the posterior probabilities are carried forward to the Posterior Analysis worksheet.

Figure 6.7 in Section 6.5 gives the Bayesian Analysis worksheet for the Tom Brown investment problem.

## POSTERIOR ANALYSIS WORKSHEET

The Posterior Analysis worksheet will solve models with up to eight decision alternatives, eight states of nature, and four indicators. Figure A6.4 gives the Posterior Analysis worksheet on the template.

If information has been entered in the Payoff Table and Bayesian Analysis worksheets, no additional information need be entered in this worksheet. The optimal payoff and decision based on the prior probabilities as well as for each indicator is given in rows 20 and 21. The EVSI, EVPI, and Efficiency are determined in cells B23 through B25. If data has not been entered in either the Payoff Table or Bayesian Analysis worksheets, it may be entered directly on the Posterior Analysis worksheet. Figure 6.8 in Section 6.5 shows the Posterior Analysis worksheet for the Tom Brown investment problem.


FIGURE A6.4 Posterior Analysis Worksheet

## UTILITY WORKSHEET

The utility worksheet will solve models having up to eight decision alternatives, eight states of nature, and twenty different certainty equivalent (utility) values. Figure A6.5 gives the utility worksheet on the template.


FIGURE A6.5 Utility Worksheet

If payoff table information has been entered on the Payoff Table worksheet, this information is carried over to the Utility Worksheet. If this information has not been entered on the Payoff Table worksheet, the payoff table data should be entered in cells B4 through I11 and the relevant probability information should be entered in cells B12 through I12. The certain payoffs and corresponding utilities are entered in columns M and N in ascending order. They should be entered in ascending order. The spreadsheet will calculate expected utility values for each decision in column J and identify the optimal decision under the expected utility criterion in cell B17 and the corresponding expected utility in cell C17.

Figure 6.25 in Section 6.7 shows the Utility Worksheet for the Tom Brown investment problem.

## |Problems

1. The Campus Bookstore at East Tennessee State University must decide how many economics textbooks to order for the next semester's class. The bookstore believes that either seven eight, nine, or ten sections of the course will be offered next semester; each section contains 40 students. The publisher is offering bookstores a discount if they place their orders early. If the bookstore orders too few texts and runs out, the publisher will air express additional books at the bookstore's expense. If it orders too many texts, the store can return unsold texts to the publisher for a partial credit. The bookstore is considering ordering either 280, 320,360 , or 400 texts in order to get the discount. Taking into account the discounts, air express expenses, and credits for returned texts, the bookstore manager estimates the following resulting profits.

|  | Number of Introductory <br> Economics Classes Offered |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Number of <br> Textbooks to Order | 7 | 8 | 9 | 10 |
| 280 | $\$ 2800$ | $\$ 2720$ | $\$ 2640$ | $\$ 2480$ |
| 320 | $\$ 2600$ | $\$ 3200$ | $\$ 3040$ | $\$ 2880$ |
| 360 | $\$ 2400$ | $\$ 3000$ | $\$ 3600$ | $\$ 3440$ |
| 400 | $\$ 2200$ | $\$ 2800$ | $\$ 3400$ | $\$ 4000$ |

a. What is the optimal decision if the bookstore manager uses the maximax criterion?
b. What is the optimal decision if the bookstore manager uses the maximin criterion?
c. What is the optimal decision if the bookstore manager uses the minimax regret criterion?
2. Consider the data given in problem 1 for the Campus Bookstore at East Tennessee State University. Based on conversations held with the chair of the economics department, suppose the bookstore manager believes that the following probabilities hold:

$$
\begin{aligned}
& \mathrm{P}(7 \text { classes offered })=.10 \\
& \mathrm{P}(8 \text { classes offered })=.30 \\
& \mathrm{P}(9 \text { classes offered })=.40 \\
& \mathrm{P}(10 \text { classes offered })=.20
\end{aligned}
$$

a. Using the expected value criterion, determine how many economics books the bookstore manager should purchase in order to maximize the store's expected profit. Do you think the expected value criterion is appropriate for this problem?
b. Based on the probabilities given in part a, determine the expected value of perfect information. Interpret its meaning.
3. National Foods has developed a new sports beverage it would like to advertise on Super Bowl Sunday. National's advertising agency can purchase either one, two, or three 30 -second commercials advertising the drink. It estimates that the return will be based on Super Bowl viewership, which in turn, is based on fans' perception of whether the game is "dull," "average," "above average," or "exciting."

National Foods' ad agency has constructed the following payoff table giving its estimate of the expected profit (in $\$ 100,000$ 's) resulting from purchasing one, two, or three advertising spots. (Another possible decision is for national Foods not to advertise at all during the Super Bowl.) The states of nature correspond to the game being "dull," "average," "above average," or "exciting."

| Number of | Perceived Game Excitement |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $30-$ Second |  |  |  |  |
| Commercials | Dull | Average | Above |  |
| Purchased |  |  |  |  |

a. What is the optimal decision if the National Foods advertising manager is optimistic?
b. What is the optimal decision if the National Foods advertising manager is pessimistic?
c. What is the optimal decision if the National Foods advertising manager wishes to minimize the firm's maximum regret?
4. Consider the data given in problem 3 for National Foods. Based on past Super Bowl games, suppose the decision maker believes that the following probabilities hold for the states of nature:

$$
\begin{aligned}
& \mathrm{P}(\text { Dull Game })=.20 \\
& \mathrm{P}(\text { Average Game })=.40 \\
& \mathrm{P}(\text { Above-Average Game })=.30 \\
& \mathrm{P}(\text { Exciting Game })=.10
\end{aligned}
$$

a. Using the expected value criterion, determine how many commercials National Foods should purchase.
b. Based on the probabilities given here, determine the expected value of perfect information.
5. Consider the data given in problems 3 and 4 for National Foods. The firm can hire the noted sport's pundit Jim Worden to give his opinion as to whether or not the Super Bowl game will be interesting. Suppose the following probabilities hold for Jim's predictions:
$\mathrm{P}(\mathrm{Jim}$ predicts game will be interesting|game is dull) $=.15$
$\mathrm{P}(\mathrm{Jim}$ predicts game will be interesting|game is average) $=.25$
P(Jim predicts game will be interesting|game is above average) $=.50$
$\mathrm{P}($ Jim predicts game will be interesting|game
is exciting) $=.80$
P(Jim predicts game will not be interesting|game is dull) $=.85$
$\mathrm{P}(\mathrm{Jim}$ predicts game will not be interesting|game is average) $=.75$
P(Jim predicts game will not be interesting|game is above average) $=.50$
$\mathrm{P}(\mathrm{Jim}$ predicts game will not be interesting|game is exciting) $=.20$
a. If Jim predicts the game will be interesting, what is the probability the game will be dull?
b. What is national's optimal strategy if Jim predicts the game will be (i) interesting or (ii) not interesting?
c. What is the expected value of Jim's information?
6. Wednesday Afternoon is a chain of stores that specialize in selling close-out merchandise. The firm has the opportunity to acquire either three, six, nine, or twelve store leases from the bankrupt In Focus chain. Each lease runs five years, and the profitability of these leases depends on the economy over this time period. The economists at Wednesday Afternoon believe that the average growth rate in GNP will be either $2,3,4,5$, or $6 \%$ per annum during the five-year period, with probabilities .1, .2,.2, .4, and .1, respectively. The following tables give the expected return to Wednesday Afternoon over the next five years (in $\$ 100,000$ s) as well as the utility values for these amounts.

| Number of <br> Leases Acquired | $2 \%$ | $3 \%$ | $4 \%$ | $5 \%$ | $6 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  | 7 | 6 | 6 | 5 | 3 |
| 6 | 2 | 6 | 8 | 7 | 4 |
| 9 | 1 | 5 | 7 | 8 | 6 |
| 12 | 1 | 4 | 7 | 8 | 9 |


|  | Payoff (in $\$ 100,000$ s) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| Utility | 0 | .05 | .15 | .30 | .50 | .65 | .75 | .90 | 1.0 |

Determine the number of leases the company should acquire if its objective is to:
a. Maximize expected profit over the next five years.
b. Maximize expected utility over the next five years.
7. EIEIO.com is a new website devoted to providing news to farmers. The company plans to make money by selling banner ads and providing links to companies that wish to sell items to this market. To run its website, the server the company is considering purchasing is from one of four manufacturers, IBM, H-P, Compaq, or Dell. Since the company has limited funding, this server will have to meet its needs for the next six months.

The company estimates that its profits over the sixmonth period will be a function of the server purchased and the average number of "hits" per hour that the website generates. The following payoff table (showing total estimated profits over the six-month period in $\$ 10,000$ s) has been developed to assist management in determining which model of server to purchase.

|  | Average Number of "Hits" Per Hour |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Server Model | 10 | 25 | 50 | 100 | 300 |
| IBM | -20 | -10 | 5 | 15 | 10 |
| H-P | -30 | -15 | 8 | 22 | 45 |
| Compaq | -45 | -25 | 2 | 30 | 75 |
| Dell | -40 | -20 | 6 | 18 | 50 |

Management wishes to use a utility function of the form $\mathrm{U}(\mathrm{x})=1-\left(\frac{x-75}{120}\right)^{2}\left(\begin{array}{l}\text { where } x \text { is the estimated profit in } \\ \$ 10,000 \mathrm{~s}) .\end{array}\right.$
a. Would you characterize management as risk averse, risk loving, or risk neutral?
b. Suppose management believes the following probabilities hold for the states of nature: $\mathrm{P}(10)=$ $.05, \mathrm{P}(25)=.15, \mathrm{P}(50)=.40, \mathrm{P}(100)=.30$, and $P(300)=.10$. Which server should the firm purchase if it uses the expected utility criterion for decision making?
8. Steve Johnson believes that this winter is going to be extremely rainy, and he is trying to decide whether he should repair or replace his roof. Steve can install a new roof for $\$ 7000$ or have it repaired for $\$ 1000$. While the repair work will probably mean that the house will not have any leaks during the upcoming year, Steve believes that he will definitely need a new roof next year and would have to pay $\$ 7000$ at that time if he does not get the roof replaced this year.

There is a $60 \%$ chance that Steve will be transferred during the upcoming year and will have to put his house on the market. Steve feels that a new roof will enable him to get $\$ 4000$ more if he sells his house. If he does not repair or replace the roof Steve believes there is a $70 \%$ chance that there will be rain damage to his home.

He estimates the likelihood that the damage will be $\$ 500$ is $.10, \$ 1000$ is $.20, \$ 1500$ is .30 and $\$ 2000$ is .40 . Using a decision tree analysis, determine Steve's optimal strategy for dealing with his roof.
9. Brenton Software Publishing Company (BSP) offers its sales representatives a choice of three compensation plans based on how many universities adopt Brenton's new statistical software package. The three plans are as follows: Plan 1: A fixed salary of $\$ 2000$ per month.
Plan 2: A fixed salary of $\$ 1000$ per month plus a commission of $\$ 300$ for each university that adopts the statistical package.
Plan 3: A commission of $\$ 700$ for each university that adopts the statistical package.
Ted Benson is a new sales representative for BSP and must decide which compensation plan to accept. Experienced sales representatives have told him that he can expect that up to six universities per month will adopt the software. Ted is free to change his compensation plan at the beginning of any month.
a. Construct a payoff table showing Ted's monthly compensation as a function of the compensation plan he chooses and the monthly adoptions.
b. Which plan should Ted choose if he uses the minimax regret criterion?
c. Suppose Ted believes that the following probabilities hold regarding monthly adoptions for his first month with the firm:

$$
\begin{aligned}
& \mathrm{P}(0 \text { adoptions })=.10 \\
& \mathrm{P}(1 \text { adoption })=.15 \\
& \mathrm{P}(2 \text { adoptions })=.25 \\
& \mathrm{P}(3 \text { adoptions })=.20 \\
& \mathrm{P}(4 \text { adoptions })=.15 \\
& \mathrm{P}(5 \text { adoptions })=.10 \\
& \mathrm{P}(6 \text { adoptions })=.05
\end{aligned}
$$

On the basis of these data, which compensation plan should Ted select for the upcoming month?
10. The town of Boswell, British Columbia, has two bed and breakfast resorts: Kootenay Rose and Kootenay Lake Lodge. Currently, the Kootenay Rose gets $35 \%$ of the town's bookings, and the Kootenay Lake Lodge gets $65 \%$ of the town's bookings. Each season the two resorts prepare a brochure stressing different aspects of the resort. These include room price, recreational facilities, breakfast quality, and room décor. The following table gives the change in the expected market share of the Kootenay Rose based on its and the Kootenay Lake Lodge's brochure's principal focus.

|  |  | Kootenay Lake Lodge |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Room Price | Recreational Facilities | Breakfast Quality | Room Décor |
| Kootenay <br> Rose | Room Price | -2 | -4 | +6 | +1 |
|  | Recreational Facilities | +2 | -2 | +3 | -1 |
|  | Breakfast Quality | -4 | +1 | +2 | -3 |
|  | Room Decor | +1 | -3 | -6 | +3 |

a. Determine the optimal strategy for the Kootenay Rose to use in preparing the principal focus of their advertising brochure.
b. What will be the expected change in the market share for the Kootenay Rose?
11. Southern Homes is a home builder located in a suburb of Atlanta. The company must decide whether to leave its model homes unfurnished, furnish them with minimal accessories, or completely furnish them using a custom decorator. The new-home market is generally quite profitable, but Southern is suffering cash flow problems. The following table gives the expected profit per lot for Southern Homes based on how Southern furnishes its model homes and the overall demand for housing in the Atlanta market:

|  | Housing Market in Atlanta |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|     <br> Model    <br> Furnishing Weak Moderate Strong <br> Very    <br> Strong    <br> Unfurnished $-\$ 1,500$ $\$ 1,000$ $\$ 2,000$ <br> Minimal $-\$ 4,000$ $\$ 500$ $\$ 3,500$$\$ \$ 6,000$ |  |  |  |  |
| Accessories <br> Custom <br> Decorated$-\$ 7,000$ | $\$ 1,500$ | $\$ 2,500$ | $\$ 9,500$ |  |

a. If Southern management is conservative, how should it decorate the model homes?
b. If Southern believes that each state of nature is equally likely, how should it decorate the model homes? What approach did you use?
12. Consider the data given in problem 11 for Southern Homes. Although Southern management believes that each state of nature is equally likely, it is also considering hiring an economic forecaster to improve the probability estimates for the states of nature. The forecaster will predict whether there will be an above-average, average, or below-average rise in the GNP for the upcoming year. Based on past experience, the following conditional probabilities are believed to hold for the forecaster's predictions:
P (above average rise|Weak Housing Market) $=.1$ P (above average rise $\mid$ Moderate Housing Market $)=.3$
$\mathrm{P}($ above average rise|Strong Housing Market $)=.6$
$\mathrm{P}($ above average rise $\mid$ Very Strong Housing Market $)=.9$
$\mathrm{P}($ average rise $\mid$ Weak Housing Market $)=.3$
$\mathrm{P}($ average rise $\mid$ Moderate Housing Market) $=.4$
$\mathrm{P}($ average rise $\mid$ Strong Housing Market $)=.2$
P (average rise|Very Strong Housing Market) $=.1$
P(below average rise|Weak Housing Market) $=.6$
P (below average rise $\mid$ Moderate Housing Market) $=.3$ P (below average rise|Strong Housing Market) $=.2$ $\mathrm{P}($ below average rise $\mid$ Very Strong Housing Market $)=0$
a. How should Southern decorate the homes if the forecaster predicts: (i) an above-average rise in GNP? (ii) an average rise in GNP? (iii) a below-average rise in GNP?
b. What is the expected value of the forecaster's information?
c. What is the efficiency of the forecaster's information?
d. The data for this problem were constructed to illustrate the concept of the Bayesian decision process. Realistically, do you feel that GNP is a good indicator for housing sales in Atlanta? List some other indicators that might yield a higher efficiency.
13. Ken Golden has just purchased a franchise from Paper Warehouse to open a party goods store in a newly developed suburb of Orlando, Florida. Paper Warehouse offers three sizes of stores that franchisees can develop: Standard Store- 4000 square feet, Super Store- 6500 square feet, or MegaStore- 8500 square feet. Ken estimates the present worth profitability of this store will be based on the size of the store he selects to build as well as the number of competing party goods stores that will open in the suburb. He feels that between one and four stores will open to compete with his. Ken has developed the following payoff table (showing estimated present worth profits in $\$ 10,000$ s) to help him in his decision making.

|  | Number of Competing Stores That Will Open |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| Type of Store | 1 | 2 | 3 | 4 |
| Standard | 30 | 25 | 10 | 5 |
| Super | 60 | 40 | 30 | 20 |
| Mega | 100 | 65 | 15 | -100 |

a. If Ken is an optimistic decision maker, what size store should he open?
b. If Ken wishes to minimize his maximum regret, what size store should he open?
c. Ken believes that there is a $50 \%$ chance that two competing stores will open and that the likelihood that four competing stores will open is half the likelihood that three competing stores will open and three times the likelihood that one competing store will open. If Ken uses the expected value criterion, which size store should he open?
14. BMW is planning to launch a new sport utility vehicle (SUV). Initially it will have limited production for this model, with a total of only 20,000 units being produced for the year. King's BMW has been offered up to four of the SUV's for sale. King's estimates that the profit it earns from purchasing these SUV's will be based on the review it receives from Road and Track magazine. The review will give the SUV one of five ratings: poor, good, very good, excellent, or outstanding. The following table gives the profitability Jan King estimates the dealership will earn from ordering the SUV's based on the rating the vehicle receives.

|  | Review in Road and Track |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| SUV's     <br> Ordered Poor Good Very <br> Good ExcellentOut- <br> standing |  |  |  |  |  |
| 0 | $\$ 2,000$ | $\$ 5,000$ | $\$ 3,000$ | $-\$ 1,000$ | $-\$ 4,000$ |
| 1 | $-\$ 1,000$ | $\$ 3,000$ | $\$ 6,000$ | $\$ 4,000$ | $\$ 1,000$ |
| 2 | $-\$ 5,000$ | $-\$ 1,000$ | $\$ 4,000$ | $\$ 8,000$ | $\$ 9,000$ |
| 3 | $-\$ 9,000$ | $-\$ 4,000$ | $\$ 3,000$ | $\$ 12,000$ | $\$ 15,000$ |
| 4 | $-\$ 14,000$ | $-\$ 7,000$ | $\$ 2,000$ | $\$ 12,000$ | $\$ 20,000$ |

How many SUV's should the firm order if
a. It uses the maximin criterion.
b. It uses the minimax regret criterion.
c. It uses the principle of insufficient reason criterion.
15. Consider the data given in problem 14. Based on some preliminary information provided by BMW, Jan King estimates that the following probabilities hold for the states of nature: $\mathrm{P}($ Poor review $)=.10, \mathrm{P}($ Good review $)=.15, \mathrm{P}($ Very Good review $)=.25$, and $\mathrm{P}($ Excellent review $)=.35$.
a. Calculate the probability of an Outstanding review and use the expected value criterion to determine how many SUV's King's should order.
b. What is the most amount of money King's should pay for advance information regarding the review the SUV will get from Road and Track.
16. The dean of the School of Business at Northern Connecticut State University has been approached by a government agency in Hunan Province, China, to provide MBA training to a group of 30 midlevel officials. The dean is considering submitting a bid of $\$ 225,000$, $\$ 250,000$, or $\$ 300,000$ for providing this program. If the bid is $\$ 225,000$, the dean estimates there is a $90 \%$ chance that the school will get the contract. This probability decreases to .60 if the bid is $\$ 250,000$ and .20 if the bid is $\$ 300,000$.

Materials are expected to cost an average of $\$ 1000$ per participant. The dean estimates that she will have to pay total faculty salaries of either $\$ 180,000$ or $\$ 220,000$. There is a $40 \%$ chance that the faculty union will accept $\$ 180,000$ and a $60 \%$ chance that the union will hold out for $\$ 220,000$.

Using a decision tree approach, determine the dean's optimal strategy.
17. The Jeffrey William Company is considering introducing a new line of Christmas tree ornaments that glow in the dark and play melodies. If it introduces the product, it will back it up with a $\$ 100,000$ advertising campaign using the slogan "let your tree sing out in joy." The company estimates that sales will be a function of the economy and demand will be for $10,000,50,000$, or 100,000 cases. Each case nets the company $\$ 24$ and costs $\$ 18$ to produce (not including the expense of the advertising campaign). Because the ornaments will be produced in a factory in Asia, the firm must order in multiples of 40,000 cases. Any unsold cases can be sold to a liquidator for $\$ 15$ per case. If the company introduces the product and demand for the ornaments exceeds availability, management estimates it will suffer a goodwill loss of $\$ 1$ for each case the company is short.
a. Determine the payoff table for this problem.
b. If the company president wishes to minimize the firm's maximum regret, what decision will she make regarding the ornaments?
c. Suppose demand for 100,000 ornaments is twice as likely as demand for 10,000 ornaments, and demand for 50,000 ornaments is three times as likely as demand for 100,000 ornaments. What decision should the company make using the expected value criterion?
d. Suppose the company can conduct a marketing survey to get a better idea of the demand for the ornaments. What is the most the company should pay for any such survey?
18. Consider the data given in problem 17 for the Jeffrey William Company. Suppose the firm uses a utility function of the form $\mathrm{U}(\mathrm{x})=\left(\frac{x+37}{81}\right)^{2}$ (where $x$ is the firm's expected profit in $\$ 10,000 \mathrm{~s}$ ).
a. Would you characterize the firm as risk averse, risk loving, or risk neutral?
b. Using the expected utility criterion, determine the firm's optimal strategy.
19. Mildred Smith has a friend who claims she can tell whether cream is added to coffee before or after the coffee is poured. Mildred's prior belief of her friend's claim is $20 \%$. That is, she believes that the probability her friend's claim is true is $\mathbf{2 0}$. Mildred decides to test her friend's claim by making 10 cups of coffee and not showing her friend how the coffee was prepared. To prepare the coffee, she flips a coin. If the coin comes up heads she adds cream to the coffee, and if the coin comes up tails she adds coffee to the cream. Mildred's friend correctly identifies how the coffee was made in each of the 10 cases. What should Mildred's posterior belief be regarding her friend's claim?
20. Marriott Hotels is planning to build a new hotel property in a suburb of Portland, Oregon. The company is considering one of four sizes of hotels to construct: 120 rooms, 200 rooms, 260 rooms, or 320 rooms. Construction will take one year to complete. Profitability of the property will, to a great extent, depend on whether an industrial park or a university is developed in the area. The following table gives the long-term present worth profit (in $\$ 100,000$ s) based on the size of hotel constructed and the development that could take place in the area.

|  | Type of Development to Occur |  |  |  |
| :---: | ---: | :---: | :---: | :---: |
|  | $\begin{array}{c}\text { Industrial } \\ \text { Park }\end{array}$ |  |  | $\begin{array}{c}\text { University } \\ \text { Only } \\ \text { Only }\end{array}$ | \(\left.\begin{array}{c}Industrial <br>

Poom Size and <br>
University\end{array}\right]\)

Marriott management estimates that there is a $60 \%$ chance that an industrial park will be developed and a $30 \%$ chance that the university will be developed. The two developments are believed to be independent of each other. Determine the optimal size hotel Marriott should construct based on the expected value criterion.
21. Bill Peterson has been offered the opportunity to invest $\$ 15,000$ in a start-up company that intends to supply personal digital assistants (PDAs) to physicians in order to enable them to determine the approved medication for each HMO patient they treat. The business plan for
this start-up calls for raising a total of between $\$ 10$ million and $\$ 40$ million in financing and then taking the company public.

To be successful in raising these funds, the firm must first be able to hire a respected professional in the medical industry to be the firm's CEO. Bill believes that there is a $60 \%$ chance of the firm accomplishing this requirement. Following the hiring of the CEO, the firm will also need to get backing from at least two of the leading four HMOs. Bill believes that there is a $30 \%$ chance that each of the leading four HMOs will want to be involved in this project. If two HMOs sign on to the project, Bill believes the firm can raise $\$ 10$ million. Bill believes that the firm can raise an additional $\$ 5$ million for each additional HMO that signs on to the project.

Once the HMOs have signed on, the firm must then recruit physicians to adopt the system. If fewer than 5000 physicians agree to sign on to test the system, the project will fail. Bill believes that there is only a $35 \%$ chance that the firm will be able to recruit 5000 or more physicians. Finally, if the firm is successful in getting HMO and physician support, it will try to get two major drug chains to each invest $\$ 10$ million. The likelihood of one drug chain investing is $30 \%$, and the likelihood of two drug chains investing is $10 \%$.

If the project fails to hire a CEO, recruit at least 5000 physicians, or to raise at least $\$ 10$ million, Bill feels he will lose his entire investment. Bill estimates the following profits on his investment if the firm is successful in raising the required funds.

| Amount Firm Raises <br> (in Smillions) | Bill's Profit |
| :---: | ---: |
| 10 | $\$ 60,000$ |
| 15 | $\$ 100,000$ |
| 20 | $\$ 130,000$ |
| 25 | $\$ 180,000$ |
| 30 | $\$ 250,000$ |
| 35 | $\$ 350,000$ |
| 40 | $\$ 500,000$ |

On the basis of this data, determine whether Bill should invest the $\$ 15,000$.
22. TV Town must decide how many, if any, new Panasony 50 -inch television sets to order for next month. The sets cost TV Town $\$ 1850$ each and sell for $\$ 2450$ each. Because Panasony is coming out with a new line of bigscreen television sets in a month, any sets not sold during the month will have to be marked down to $50 \%$ of the normal retail price to be sold at the TV Town Clearance Center. TV Town estimates that if it does not have enough television sets on hand to satisfy demand, it will suffer a goodwill loss of $\$ 150$ for each customer who cannot get a set. TV Town management feels that the maximum customer demand over the next month will be for three big-screen sets. Defining the states of nature to correspond to the number of sets demanded by customers and the decision alternatives to the number of sets ordered, determine the payoff table for TV Town.
23. Consider the data given in problem 22 for TV Town. Suppose the manager of TV Town estimates customer demand for next month as follows:

$$
\begin{aligned}
& \mathrm{P}(\text { demand }=0 \text { sets })=.20 \\
& \mathrm{P}(\text { demand }=1 \text { set })=.30 \\
& \mathrm{P}(\text { demand }=2 \text { sets })=.30 \\
& \mathrm{P}(\text { demand }=3 \text { sets })=.20
\end{aligned}
$$

a. How many Panasony big-screen television sets should TV Town order?
b. The manager of TV Town is considering conducting a telephone survey of 30 randomly selected customers. The survey will determine whether at least one of the 30 is likely to buy a big-screen set within the next month. What is the maximum amount TV Town should pay for the telephone survey?
24. Consider the data given in problems 22 and 23 for TV Town. Suppose the manager of TV Town believes that the following conditional probabilities hold for the telephone survey being conducted on 30 randomly selected customers:

$$
\begin{gathered}
\text { P(At Least One Survey Customer Likely to } \\
\text { Buy } \mid \text { Demand }=0)=.1 \\
\text { P(At Least One Survey Customer Likely to } \\
\text { Buy } \mid \text { Demand }=1)=.2 \\
\text { P(At Least One Survey Customer Likely to } \\
\text { Buy } \mid \text { Demand }=2)=.4 \\
\text { P(At Least One Survey Customer Likely to } \\
\text { Buy } \mid \text { Demand }=3)=.7
\end{gathered}
$$

a. If TV Town conducts the survey, what is the optimal strategy for ordering the Panasony big-screen television sets?
b. What is the most amount of money TV Town should pay for this telephone survey?
c. What is the efficiency of the telephone survey?
d. Discuss in general terms how the results of the survey could be modified to result in improved efficiency.
25. The AMC 24-plex cinema is trying to decide how many screens it should have showing the new action comedy movie Lost Wages in Las Vegas. The theater must sign a contract with the movie's distributor indicating how many screens it will play the movie on before reviews of the movie are public. The manager has decided, based on the actors involved in the movie, to devote between one and five screens to this movie during its two-week summer run. The profit the manager expects to earn on the movie is based on the consensus review of the movie (one to four stars). The payoff table showing these estimated profits is as follows.

|  | Consensus Rating |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| \# of Screens | $*$ | $* *$ | $* * *$ | $* * * *$ |
| One | -200 | 600 | 400 | -100 |
| Two | -800 | 100 | 1200 | 600 |
| Three | -1800 | -500 | 1100 | 1200 |
| Four | -2500 | -1500 | 700 | 1900 |
| Five | -4000 | -2000 | 300 | 3500 |

a. If the theater manager wishes to minimize his maximum regret, how many screens should the movie be booked in?
b. If the theater manager is risk averse and wishes to use the maximin criterion, how many screens should the movie be booked in?
c. Suppose the theater manager believes, based on the director's previous releases, that the probability the movie will be rated one star is .10 , two stars .20 , three stars . 40 , and four stars . 30 . If the manager wishes to use the expected value criterion, how many screens should the movie be booked in?
26. Consider the situation faced by the theater manager in problem 25. Suppose the probabilities given in part c hold.
a. What is the most amount of money the theater manager should pay for advance information regarding the review the movie will receive?
b. The theater manager can subscribe to "Advance Screening," a rating service that purports to predict the review a movie will receive. The rating service either gives the movie a "thumbs up" or a "thumbs down." Based on previous predictions made by this service, the manager believes the following conditional probabilities hold.
$\mathrm{P}($ Thumbs Up $\mid$ One Star $)=.20$
$\mathrm{P}($ Thumbs Up $\mid$ Two Stars $)=.40$
$\mathrm{P}($ Thumbs Up Three Stars $)=.60$
$\mathrm{P}($ Thumbs Up $\mid$ Four Stars $)=.90$

If "Advance Screenings" wants a fee of $\$ 50$ for giving its prediction, should the theater manager purchase the information?
c. What is the efficiency of "Advance Screenings" information?
27. Bees Candy Company must decide whether or not to introduce a new lower-calorie candy assortment for Christmas. Management feels that if it introduces the candy, it will earn a profit of $\$ 150,000$ if sales are 70,000 pounds and a profit of $\$ 50,000$ if sales are 40,000 pounds. It will lose $\$ 100,000$ if sales are only 10,000 pounds. If Bees does not introduce the lower-calorie candy assortment, it believes it will lose $\$ 20,000$ due to lost sales.
a. Construct a payoff table for this problem.
b. Should Bees introduce the candy if management is conservative?
c. Construct a regret table for this problem.
d. If Bees management uses the minimax regret criterion, should the new candy be introduced?
28. Consider the information given in problem 27 for Bees Candy. Suppose Bees management believes that the following probabilities hold:

$$
\begin{aligned}
& \mathrm{P}(\text { Sales }=70,000 \text { pounds })=.2 \\
& \mathrm{P}(\text { Sales }=40,000 \text { pounds })=.5 \\
& \mathrm{P}(\text { Sales }=10,000 \text { pounds })=.3
\end{aligned}
$$

a. Using the expected value criterion, determine whether the company should introduce the lowercalorie candy assortment.

Bees is considering hiring a market consulting firm to analyze people's attitudes toward lowercalorie candy. The market research firm will report back to Bees management whether attitudes are favorable or unfavorable. Management believes that the following conditional probabilities hold:
$\mathrm{P}($ favorable attitude $\mid$ Sales $=70,000$ pounds $)=.90$ $\mathrm{P}($ favorable attitude $\mid$ Sales $=40,000$ pounds $)=.60$ $\mathrm{P}($ favorable attitude $\mid$ Sales $=10,000$ pounds $)=.20$
b. If the survey is performed and results in a favorable attitude toward lower-calorie candy, would you recommend that the candy be produced?
c. Determine the expected value and efficiency of this sample information.
29. Craig Computer Company (CCC) manufactures supercomputers based on parallel processing technology. Next month the firm has scheduled demonstrations for its new Model 4365 with four potential customers. This model sells for $\$ 725,000$ and CCC believes that the probability of each customer purchasing a computer is $30 \%$. The company cannot completely shut down its assembly line over the next month and plans to manufacture at least one computer; it could manufacture as many as four. Production costs for the month are as follows:

| Number of <br> Computers Built | Total Production Costs |
| :---: | :---: |
| 1 | $\$ 800,000$ |
| 2 | $\$ 1,400,000$ |
| 3 | $\$ 1,800,000$ |
| 4 | $\$ 2,400,000$ |

Any computers Craig manufactures during a given month but does not sell are exported overseas. Craig receives $\$ 500,000$ for these computers and can sell as many as it is willing to export. If Craig sells more computers than it manufactures in a month, the customer must wait for delivery. In this case, Craig estimates it loses a total of $\$ 30,000$ on the sale.
a. Determine the payoff table for this problem.
b. What decision alternatives are undominated?
c. Determine the optimal strategy using the expected value criterion. (Hint: The binomial distribution can be used to determine the probabilities for the states of nature.)
30. Stefan Chirac has a cabana rental business in the exclusive resort of St. Tropez. Stefan can handle up to four cabanas daily. These must be assembled in the morning and taken down in the evening. Stefan pays the company he gets the cabanas from a rental fee of $\$ 50$ per cabana per day, and he rents the cabanas to tourists for either $\$ 80$ or $\$ 100$ per day.

The weather in St. Tropez is either rainy, cloudy, or sunny. Each day there is a $10 \%$ chance of rainy weather, a $20 \%$ chance of cloudy weather, and a $70 \%$ chance of sunny weather. While Stefan must decide how many cabanas to rent before knowing what the weather will be, he can set the rental price after determining the day's weather.

If the weather is rainy, there will be no rental demand. If the weather is cloudy, demand will follow a Poisson distribution with a mean of 2 if Stefan charges $\$ 80$ for the rental and a mean of 1.5 if Stefan charges $\$ 100$. If the weather is sunny, demand will follow a Poisson distribution with a mean of 4 if Stefan charges $\$ 80$ and a mean of 3 if Stefan charges $\$ 100$. Using a decision tree analysis, determine how many cabanas Stefan should rent and what price he should charge if the weather is cloudy or sunny.
31. Zeus Athletic Wear is in the process of lining up potential Olympic athletes to endorse its planned line of sports apparel in company advertisements. Zeus is quite interested in signing Dan Miller, an athlete who will be vying for a medal in the decathlon. The firm has been negotiating with Dan's agent for a two-year contract (six months before the upcoming games and a year and a half afterward). The parties have discussed one of three arrangements.
I. Dan will work exclusively for Zeus and be paid $\$ 1$ million.
II. Dan will work for Zeus on a semi-exclusive basis (he can also work for at most one other noncompeting firm) and be paid $\$ 400,000$.
III. Dan will be a Zeus-sponsored athlete. This means that Zeus will supply Dan's garments but Dan will not appear in advertisements for Zeus. Dan will be paid $\$ 100,000$ for this arrangement.
Zeus's management estimates that the gain in profitability it will achieve from its association with Dan will be a function of the type of medal, if any, Dan wins at the Olympics. Based on the results of previous advertising campaigns involving Olympic medal winners, management has prepared the following payoff table. (The figures are profits or losses in $\$ 100,000 \mathrm{~s}$.)

| Compensation | Medal Won by Dan at the Olympics |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Gold | Silver | Bronze | None |
|  | 100 | 20 | 10 | -20 |
| Plan II | 60 | 40 | 20 | -5 |
| Plan III | 15 | 10 | 5 | 0 |

According to sports pundits, Dan has a $20 \%$ chance of wining a gold medal, a $30 \%$ chance of winning a silver medal, and a $10 \%$ chance of wining a bronze medal. Which endorsement plan should Zeus management select?
32. In the game of rock, scissors, paper, each of two players simultaneously puts out either a fist (for rock), two fingers (for scissors), or an open hand (for paper). If player 1 puts out rock and player 2 puts out scissors, then player 1 wins (rock breaks scissors). Alternatively, if player 1 puts out rock and player 2 puts out paper, then player 2 wins (paper covers rock). If player 1 puts out scissors and player 2 puts out paper, then player 1 wins (scissors cuts paper). If both players put out the same
symbol, the game is a draw. The following is the payoff table from player l's point of view:

|  |  | PLAYER 2 |  |  |
| :---: | :--- | ---: | :---: | ---: |
|  |  | Rock | Scissors | Paper |
| PLAYER 1 | Rock | 0 | 1 | -1 |
|  | Scissors | -1 | 0 | 1 |
|  | Paper | 1 | -1 | 0 |

Determine the optimal strategies for players 1 and 2 for this game.
33. Roney Construction Company is considering purchasing a home in the historic district of Lexington, Massachusetts, for restoration. The cost of the home is $\$ 150,000$, and Roney believes that, after restoration, the home can be sold for $\$ 290,000$. Roney will pay $\$ 2000$ per month in finance charges until the project is completed.

The company's architect has developed two sets of plans for the restoration. Plan A does not require changes to the front facade. Under this plan, the renovation will cost $\$ 120,000$ and take three months to complete. Plan B does involve changes in the front facade of the building. Under this plan, Roney believes that it can do the restoration work in four months, at a cost of $\$ 80,000$.

Because Plan B changes the exterior of the house, it must be approved by the town's Historic Commission. The approval process takes two months and will cost $\$ 10,000$. If Roney decides on Plan B, it can play it safe and wait to begin construction until after the plan has been approved by the Historic Commission. Alternatively, it can take a chance and begin construction immediately in the hopes that the commission will approve the plan.

If the Historic Commission denies Plan B, Roney will have to resort to Plan A for the renovation work. If Roney begins construction under Plan B and the Historic Commission denies the plan, the company estimates that doing the construction work under Plan A will cost $\$ 140,000$ and the project will take five additional months to complete.

Roney estimates that there is a $40 \%$ chance that the Historic Commission will approve Plan B. However, if the firm were to contribute $\$ 6000$ to the mayor's reelection campaign, Roney believes the chances for approval would increase to $50 \%$. Determine an optimal strategy for the Roney Construction Company.
34. Steve Greene is considering purchasing fire insurance for his home. According to statistics for Steve's county, Steve estimates the damage from fire to his home in a given year is as follows:

| Amount of Damage | Probability |
| :---: | :---: |
| 0 | .975 |
| $\$ 10,000$ | .010 |
| $\$ 20,000$ | .008 |
| $\$ 30,000$ | .004 |
| $\$ 50,000$ | .002 |
| $\$ 100,000$ | .001 |

a. If Steve is risk neutral, how much should he be willing to pay for the fire insurance?
b. Suppose Steve's utility values are as follows:

|  | Amount of Loss (\$1000s) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 100 | 50 | 30 | 20 | 10 | 1 | 0 |
| Utility | 0 | .65 | .75 | .8 | .95 | .995 | 1 |

What is the expected utility corresponding to fire damage?
c. Determine approximately how much Steve would be willing to pay for the fire insurance.
35. Rolley's Rentals of Lahaina, Hawaii, rents bicycles and roller skates. Mr. Rolley is considering expanding his line of bicycle rentals to include tandem bicycles. He estimates that he will need a maximum of three tandem bicycles to handle estimated demand for the upcoming year.

Profitability from the tandem bicycles in the upcoming year will be a function of the number of tandem bicycles purchased and the number of sunny days during the year in Lahaina. To help him determine how many tandem bicycles to purchase, Mr. Rolley has developed the following payoff table representing expected profits.

|  | Number of Sunny Days in <br> Number of Tandem <br> Nicycles to Purchase |  |  |  |
| :---: | ---: | :---: | ---: | ---: | | 250 | 275 | 300 | 325 |  |
| :---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 0 | 0 | 0 |
| 1 | -140 | 80 | 130 | 220 |
| 2 | -130 | 120 | 180 | 280 |
| 3 | -160 | -10 | 250 | 400 |

a. What decision alternatives, if any, are dominated?
b. If Rolley's wishes to minimize its maximum regret, how many tandem bicycles should it purchase?
c. Suppose that Rolley's believes that the likelihood of 250 sunny days in Lahaina over the upcoming year is equal to the probability of 325 sunny days. In addition, the probability of 300 sunny days is twice as great as the probability of 325 sunny days and three times as great as the probability of 275 sunny days. Using the expected monetary criterion, determine how many tandem bicycles Rolley's should purchase.
36. The Post Office uses two freight carriers, Federal Parcel and Emery Express, to carry mail between New York and Boston. Federal Parcel has $30 \%$ of this business, and Emery Express has 70\%. The Post Office is interested in signing an exclusive contract with one of the carriers to handle the mail between the cities. Federal Parcel is considering bidding either $\$ 0.02, \$ 0.04$, or $\$ 0.06$ per ounce as the fee charged the Post Office. Emery Express is considering bidding either $\$ 0.02, \$ 0.05$, or $\$ 0.06$ per ounce as the fee charged the Post Office. The carrier who submits the lower bid will get the contract; if both bids are the same, the Post Office will use the carriers to carry an equal amount of mail.

The following table describes the change in market share that Federal Parcel will experience as a function of the amount that the two carriers bid.

|  |  | Emery Express's Bid |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | $\$ .02$ | $\$ .05$ | $\$ .06$ |
| Federal Parcel's Bid | $\$ .02$ | $+20 \%$ | $+70 \%$ | $+70 \%$ |
|  | $\$ .04$ | $-30 \%$ | $+70 \%$ | $+70 \%$ |
|  | $\$ .06$ | $-30 \%$ | $-30 \%$ | $+20 \%$ |

a. What is Federal Parcel's optimal strategy if it wishes to maximize its expected change in market share?
b. Suppose that Federal Parcel estimates that the total weight the Post Office will be sending between the two cities this year will be 1.5 million pounds. Federal Parcel estimates that serving this route will cost it a fixed amount of $\$ 20,000$ plus $\$ 0.01$ per ounce. If Emery Express is believed to be equally likely to bid $\$ 0.02$, $\$ 0.05$, or $\$ 0.06$ per pound, what should Federal Parcel's bid be in order to maximize its expected profit?
37. Consider the following two-player game played in a particular office lunch room. Player 1 picks an integer between 1 and 4 , and player 2 picks an integer between 3 and 6 . If the sum of the two numbers equals 7 , player 2 wins $\$ 8$ from player 1 . If the sum of the two numbers equals 6 , player 1 wins $\$ 6$ from player 2. If the sum of the two numbers equals 9 , player 1 wins $\$ 9$ from player 2. If the sum of the numbers is anything other than 6,7 , or 9 , the game is a tie and neither player wins or loses.

Determine the expected strategy for player 1 and the expected value of this game to player 1 .
38. Two oil brokerage firms, Murphy Company and Sardon Brothers, supply heating oil to 10 oil delivery companies in northern New Jersey. Each day the two brokerage firms fax their offering prices to these delivery companies, and the delivery companies purchase their daily needs from the firm that has the cheapest offering price. (If both brokerage firms have the same offering price, Murphy Company tends to get $40 \%$ of the business, while Sardon Brothers gets $60 \%$.)

The two oil brokers' offering price is pegged at $\$ 0.01$, $\$ 0.02$, or $\$ 0.03$ above the New York spot price of Number 2 fuel oil. The management science analyst working for Sardon Brothers believes that the following payoff table holds regarding the expected daily profit earned by Sardon Brothers based on its and Murphy Company's offering price.

The management scientist also believes that Murphy Company will use an offering price of Spot $+\$ .0 .01$ with probability $30 \%$ and an offering price of Spot + $\$ 0.02$ with probability $50 \%$.
a. If the company's objective is to maximize its expected daily profit, what should Sardon Brothers use as an offering price?
b. What is the most that Sardon Brothers should pay for information that would improve its probability estimates for Murphy Company's pricing strategy?
c. Suppose Sardon Brothers uses the following utility function: $U(x)=2^{(x+600) / 1600}-1$. (For example, the utility of a $\$ 200$ profit to the company equals $2^{(200+600) / 1600}-1=2^{(1 / 2)}-1=1.41-1=.41$.) Would you characterize Sardon Brothers as risk averse, risk neutral, or risk loving?
d. Using the utility function given in part (c), what offering price should Sardon Brothers use for the oil if its objective is to maximize its expected utility?
39. United Aerospace has been invited to bid on doing the development work for a new U.S. Air Force bomber. United estimates that the cost of doing the development work will depend on potential technical difficulties but will be either $\$ 150$ million or $\$ 200$ million. United estimates that it is three times more likely that the cost will be $\$ 150$ million than $\$ 200$ million.

United is planning to bid $\$ 125$ million, $\$ 175$ million, $\$ 200$ million, or $\$ 225$ million for this project. If it bids $\$ 125$ million, it feels that there is a $85 \%$ chance it will win the contract, whereas if it bids $\$ 175$ million it feels that there is a $70 \%$ chance it will get the contract. If the firm bids $\$ 200$ million it feels that the chance of winning the contract decreases to $40 \%$, and if the firm bids $\$ 225$ million it feels that there is only a $15 \%$ chance that it will win the contract.

Following the development work, the Air Force will want to hire a firm to build 100 of these bombers. If United Aerospace wins the development contract, it feels that it will have the inside track for winning the contract to build the 100 bombers. Specifically, United Aerospace believes that there is a $70 \%$ chance that it will win this contract, whereas if it does not do the development work, the chance of the firm getting the contract to build the bombers is only $15 \%$. On the building project, United Aerospace estimates that there is a $30 \%$ chance it would earn $\$ 300$ million, a $40 \%$ chance that it would earn $\$ 100$ million, a $20 \%$ chance that it would earn $\$ 50$ million, and a $10 \%$ chance that it would lose $\$ 75$ million.

Determine United Aerospace's optimal strategy for bidding on the development project.

Table for Problem 38

|  |  | Murphy Company Offering Price |  |  |
| :--- | :--- | :---: | :---: | :---: |
|  |  | Spot $+\$ 0.01$ | Spot $+\$ 0.02$ | Spot $+\$ 0.03$ |
|  | $\$ 160$ | $\$ 420$ | $\$ 420$ |  |
| Sardon Brothers | Spot $+\$ 0.01$ | $-\$ 600$ | $\$ 300$ | $\$ 1000$ |
| Offering Price | Spot $+\$ 0.02$ | $-\$ 600$ | $-\$ 600$ | $\$ 500$ |
|  | Spot $+\$ .0 .03$ | $-\$ 0$ |  |  |

40. Little Trykes is considering offering a toy scooter that it will sell for $\$ 20$ each. The company has two production options:
(i) Manufacture the scooters in their existing facilities.
(ii) Import the scooters from overseas

Little Trykes believes that the demand for the scooters will be between 100 and 300 units per day and has decided to model the situation as a decision analysis problem with three states of nature: demand $=100$ units per day; demand $=200$ units per day; and demand $=$ 300 units per day. This was done because the company will either manufacture or import the units in lot sizes that are multiples of 100 . The following table gives the per unit costs for the two production options.

|  | Amount Supplied Per Day |  |  |
| :--- | :--- | :--- | :--- |
| Option | 100 | 200 | 300 |
| Use Existing Facilities | $\$ 18$ | $\$ 14$ | $\$ 10$ |
| Import | $\$ 15$ | $\$ 13$ | $\$ 9$ |

If the company decides to import the scooters, there is a $30 \%$ chance that a tariff of $\$ 2$ per unit will be imposed on the scooters. The company will learn whether there is a tariff only after it has made its decision on the source of its scooter production. The amount produced or imported will correspond to daily demand. The probability distribution for daily demand with no advertising versus spending $\$ 1000$ a day on advertising is as follows:

| Daily | Probability with | Probability with |
| :---: | :---: | :---: |
| Spending \$1000 a |  |  |
| Demand | No Advertising | Day for Advertising |
| 100 | .3 | .1 |
| 200 | .5 | .2 |
| 300 | .2 | .7 |

Determine Little Trykes's optimal course of action regarding manufacturing, importing, and advertising the scooters.

## CASE STUDIES

## Case 1: Swan Valley Farms

Swan Valley Farms produces dried apricots, which it sells to two cereal producers-Kellogg's and General Foods. Swan Valley forecasts that for the upcoming year Kellogg's will want to purchase either 10,20 , or 30 tons of dried apricots, and General Foods will want to purchase either 10, 20, 30, or 40 tons. Kellogg's and General Foods order independently of each other. The following probability distributions are believed to hold:

| Kellogg's <br> Demand | Probability | General Food's <br> Demand | Probability |
| :--- | :---: | :---: | :---: |
| 10 tons | .20 | 10 tons | .20 |
| 20 tons | .50 | 20 tons | .30 |
| 30 tons | .30 | 30 tons | .30 |
|  |  | 40 tons | .20 |

Swan Valley is currently contracting with local farmers for delivery of apricots for drying. It takes approximately four pounds of apricots to produce one pound of dried apricots. Swan Valley can purchase apricots at $\$ 0.15$ per pound; it costs an additional $\$ 0.02$ to produce one pound of dried apricots.

Swan Valley's contract with Kellogg's and General Foods calls for purchase in units of 10 tons at a price of $\$ 1500$ per ton plus delivery costs.

The process of drying apricots takes several weeks; therefore, Swan Valley must sign its contract with growers before it knows the exact amount that Kellogg's and Gen-
eral Foods will be ordering. If Swan Valley dries more apricots than its two customers demand, it will sell the surplus dried apricots to a food wholesaler at a price of $\$ 1100$ per ton, plus delivery. If Swan Valley produces fewer dried apricots than the two cereal manufacturers demand, it can purchase additional dried apricots from a competitor at a price of $\$ 1400$ per ton.

Swan Valley is considering offering one of two new pricing plans. Under the first plan, Swan Valley will lower its selling price to $\$ 1400$ a ton if the cereal company agrees to order four months in advance of delivery. This will enable Swan Valley to know how many apricots will be demanded by a customer prior to its having to contract with growers. The company believes that there is a $30 \%$ chance that Kellogg's will accept this offer and a $40 \%$ chance that General Foods will accept this offer.

Under the second plan, Swan Valley will lower the selling price to $\$ 1375$ a ton if the cereal company agrees to order four months in advance of delivery. Swan Valley believes there is a $60 \%$ chance that Kellogg's will accept this plan and an $80 \%$ chance that General Foods will accept.

Prepare a business report to Henry Swan, owner of Swan Valley Farms, giving your recommendation as to which of the two pricing plans, if any, the firm should adopt. Include in your report a recommendation for the number of pounds of apricots Swan Valley should purchase from farmers and the expected profit the company will earn.

## LCASE 2: Pharmgen Corporation

Pharmgen Corporation has developed a new medication for the treatment of high blood pressure. Tests on laboratory animals have been promising, and the firm is ready to embark on human trials in order to gain approval from the Food and Drug Administration (FDA). The firm estimates that it will cost an additional $\$ 4$ million to do the required testing. Although the firm has this amount of money available, if the product turns out to be unsuccessful, the company will be virtually wiped out.

If the tests prove successful, the firm believes that the amount it will earn on the drug will be a function of the number of competing drugs of this type that also gain approval. If no other drugs gain approval, the firm estimates it will earn $\$ 50$ million in present worth profits on the drug. For every other drug that gains approval, Pharmgen believes the expected present worth profit will
drop by $\$ 10$ million. Based on industry publications, four other firms are working on similar drugs. Pharmgen's management estimates that the probability that its drug will gain FDA approval is $40 \%$ but that each of its four competitors' drugs only has a $20 \%$ chance of FDA approval.

Wyler Laboratories, a larger drug firm, has approached Pharmgen about acquiring the rights to the drug. Wyler is willing to pay Pharmgen $\$ 5$ million for a half interest in the drug (and split any costs or profits from the drug with Pharmgen) or $\$ 8$ million for the full rights to the drug. Pharmgen's management has used the indifference approach to determine the utility values shown below.

Prepare a business report to Dr. Joseph Wolf, president of Pharmgen, detailing your recommendation regarding the development of this drug.

| Expected Present |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Worth Profit or |  |  |  |  |  |  |  |  |  |  |
| Loss (in Millions) | -4 | 3 | 8 | 10 | 15 | 20 | 25 | 30 | 40 | 50 |
| Utility | 0 | . 30 | . 40 | . 45 | . 50 | . 55 | . 65 | . 75 | . 85 | 1.0 |

## CASE 3: Pickens Exploration Company

Pickens Exploration Company has been offered a lease to drill for oil on a particular piece of property. While oil has been found on nearby land, there are no assurances that Pickens will be successful in finding oil. The company feels that it will strike either a major find, an average find, or a dry hole. A major find can be sold to an oil company for $\$ 6$ million, while an average find will only bring in $\$ 2$ million. A dry hole will cost the company $\$ 80,000$ to cap.

The cost of the lease is $\$ 400,000$ plus $20 \%$ of the revenue if the oil well is sold to an oil company. Pickens estimates that it can drill a well at a cost of $\$ 160,000$. Without further testing, Pickens' geologist estimates that there is a $5 \%$ chance that the well will be a major find, a $35 \%$ chance that it will be an average find, and a $60 \%$ chance that it will be a dry hole.

In order to get a better estimate of the probability of finding oil in the well, the geologist is contemplating performing either a geologic or a seismic test. A geologic test will cost $\$ 20,000$. If the test predicts oil, the geologist believes that the following probabilities hold:

Instead of the geologic test, the firm can perform the more detailed seismic test, which costs $\$ 50,000$. If this test predicts oil, the geologist believes that the following probabilities hold:
$\mathrm{P}($ test predicts oil|major find $)=.90$
$\mathrm{P}($ test predicts oil|average find $)=.70$
$\mathrm{P}($ test predicts oil|dry hole $)=.10$

Pickens can do the testing prior to deciding whether or not to procure the lease. If Pickens gets a prediction of oil from either the geologic or seismic tests, it can sell a halfinterest in the well to a Dallas investor for $\$ 800,000$. In this case Pickens will be responsible for any and all losses on the well should it lose money, but will split profits on the well equally with the investor.

Prepare a business report that recommends Pickens' optimal strategy. Include in your report an analysis of the change in probability estimates due to the outcomes of the geologic and seismic tests.
$\mathrm{P}($ test predicts oil $\mid$ major find $)=.70$
$\mathrm{P}($ test predicts oillaverage find $)=.50$
$\mathrm{P}($ test predicts oil $\mid$ dry hole $)=.30$

## Forecasting



FRANKLINCOVEY (http://www.franklincovey. com) is the leading learning and performance services firm assisting professionals and organizations in measurably increasing their effectiveness in leadership, productivity, communication, and sales. It is a manufacturer of pocket calendars and executive organizing systems. Since these systems are printed for a specific year, much of the firm's production has a limited shelf life. More than $60 \%$ of the retail sales of the company's products occur from the middle of October through the middle of the following January. As a re-
sult, the firm's sales to distributors and national retail accounts are concentrated between August through November.

While FranklinCovey has been a leading manufacturer of such high-end products, due to an increased use of Personal Digital Assistants (PDA's), recently the firm has found itself left with a substantial amount of unsold inventory. In order to plan production properly for the future calendar years, company management has proposed developing a system for forecasting retail demand for its products.

### 7.1 Introduction to <br> Time Series Forecasting

Forecasting is the process of predicting the future. It is an integral part of almost all business enterprises. Manufacturing firms forecast demand for their products in order to have the necessary manpower and raw materials to support production. Companies specializing in service operations forecast customer arrival patterns in an effort to maintain adequate staffing to serve customer needs. Security analysts forecast company revenues, profits, and debt ratios, as well as general trends in financial markets, in order to make investment recommendations. Numerous firms consider economic forecasts of indicators, such as housing starts and changes in the gross national profit, before deciding on capital investments.

Forecasting Time Series with Trend, Seasonal, and Cyclical Variation A college is trying to forecast its upcoming annual expenditures. The forecasting model used accounts for variations in expenditures due to the differing number of classes offered each quarter. (See problem 34.)

Proper forecasting can result in reduced inventory costs, lower overall personnel costs, and increased customer satisfaction. By contrast, poor forecasting can result in decreased profitability or even outright collapse of the firm.

One way to perform a forecast is simply to venture an educated guess. An improvement upon guessing is to gather expert opinions from various sources and come to an overall consensus based on these opinions. Often, a past history of data values, known as a time series, is available and can be helpful in developing the forecast. For example, we may be able to predict future sales for a product by examining historic demands for that product, or we could forecast the customer arrival rate at a bank by examining how many customers actually arrived during similar time periods in prior weeks. In this chapter, we examine the use of such time series in performing forecasts.

## COMPONENTS OF A TIME SERIES

A time series is comprised of one or more of the following four components: (1) long-term trend, (2) seasonal variation, (3) cyclical variation, and (4) random effects.

Components of a Time Series

- Long-term trend
- Seasonal variation
- Cyclical variation
- Random effects


## Long-Term Trend

A time series may be relatively stationary, or it may exhibit trend over time. Such trend may indicate that the time series is increasing or decreasing. A relatively new product might experience increasing demand over time, while demand for a mature product might be reasonably stationary or could even show a declining trend. Long-term trend in a time series is typically modeled as linear, quadratic, or exponential, but it can have some other functional form.

## Seasonal Variation

A time series experiences seasonal variation if it is expected that, during certain time intervals, the time series increases or decreases due to calendar or climatic changes. For example, toy sales at Toys R Us typically are higher during the Christmas and Hanukkah season in December than in June; demand for bathing suits is higher during spring and summer than in fall or winter; and consumption of heating fuel is high in the winter and low in the summer months.

Seasonal variation is frequently tied to yearly cycles, but this need not be the case. A company that pays its bills at the beginning of each month shows seasonal variation in its bank balance; in this case, one "season" is the early part of each monthly cycle. At many grocery stores, shopping is typically higher on the weekends than during the middle of the week. In this case, one "season" is the weekend of a weekly cycle.

## Cyclical Variation

In contrast to seasonal variation, a time series may experience cyclical variation, a temporary upturn or downturn that seems to follow no discernible pattern. Cyclical variation usually results from changes in economic conditions. The time series of demand for new cars typically has a cyclical component since such demand is linked to overall changes in the economy; sales of new cars are lower in recessionary periods than in nonrecessionary periods. But predicting when a recessionary period will occur is challenging, if not impossible.

## Random Effects

Even if we were able to identify the trend, seasonal, and cyclical components of a time series correctly, it is still impossible to predict the exact value for some future time period because of the presence of a random component. For example, we might be able to measure fairly accurately the long-term trend, the seasonal variation, and the effects of cyclical components for sales of ice cream at a Baskin Robbins ice cream store. However, sales also differ simply because a few customers more or less choose to purchase ice cream on a day-to-day basis.

## STEPS IN THE TIME SERIES FORECASTING PROCESS

The goal of a time series forecast is to identify those factors that can be predicted so that the forecast is as accurate as possible. This analysis can be thought of as a systematic approach involving the following steps:

## Steps in the Time Series Forecasting Process

1. Hypothesize a form for the time series model
2. Select a forecasting technique
3. Prepare a forecast

Step 1: Collect historic data, graph the data versus time to aid in bypothesizing a form for the time series model, and verify this hypothesis statistically.

In this first step, we attempt to identify which of the time series components should be included in the model. One way to determine whether a time series exhibits trend, seasonal, or cyclical components is to plot a graph of data values over time. Based on this graph, a model for the time series can be hypothesized. Figures $7.1 a-7.1 d$ depict four situations of time series data plotted over time: (1) linear trend, (b) nonlinear trend, (c) trend and seasonality, and (d) a stationary pattern.


FIGURE 7.1a Time Series with Linear Trend


FIGURE 7.1c Time Series with Trend and Seasonality


FIGURE 7.16 Time Series with Nonlinear Trend


FIGURE 7.1d Stationary Time Series

Once a time series model has been hypothesized, it is important to test its validity statistically. In this chapter, we present several statistical tests that can be used to determine whether particular components of a time series are present.

Step 2: Select an appropriate forecasting technique for the time series model and determine the values of its parameters.

For each hypothesized model, several techniques can be chosen to predict the future values for the time series. These techniques can differ in the steps taken to perform the forecast or in the values of certain parameters that can be assigned at the decision maker's discretion. Performance measures such as those discussed in Section 7.3 can be used to assess the relative effectiveness of each technique.

Step 3: Prepare a forecast using the selected forecasting technique.
To perform a forecast, the appropriate data values must be substituted into the selected forecasting model. Key issues affecting the forecasted values addressed in this chapter include the number of past observations on which the forecast is based and the initial forecast value used to begin the forecasting procedure.

### 7.2 Stationary Forecasting Models

The simplest time series forecasting model is one in which the mean value of the item being examined is assumed to be relatively constant, or stationary, over time. Since these time series do not exhibit any trend, seasonal, or cyclical components, the general form of such models can be expressed by:

$$
\begin{aligned}
& \text { Stationary Forecasting Model } \\
& \qquad y_{\mathrm{t}}=\beta_{0}+\epsilon_{\mathrm{t}}
\end{aligned}
$$

where: $\quad y_{t}=$ the value of the time series at time period $t$
$\beta_{0}=$ the unchanging mean value of the time series
$\epsilon_{\mathrm{t}}=$ a random error term at time period t

The values of $\epsilon_{\mathrm{t}}$ are assumed to be independent and to have a mean of 0 . The independence assumption means that the value of the random error term at one time period has no effect on the value of the random error term at any other time period. In stationary models we assume that the error term has a mean value of 0 since the expected value of the time series at each period should be $\beta_{0}$. The purpose of the forecast is to determine a good estimate for the unknown value of $\beta_{0}$.

## CHECKING THE ASSUMPTIONS-IS A STATIONARY MODEL APPROPRIATE?

We can use several forecasting methods to estimate $\beta_{0}$ in a stationary forecasting model. But before employing such methods, we should first determine whether or not a stationary model is, in fact, appropriate for our data. Obviously, if we get the results shown in Figures 7.1a-c when we plot the data, we should not expect a stationary model to reflect the true situation accurately.

## Checking for Trend

One statistical technique commonly used to detect trend is to perform a regression analysis of the historical values of the time series versus the time period $t$. If linear trend exists over time, the time series can be represented by the following model:

$$
\mathrm{y}_{\mathrm{t}}=\beta_{0}+\beta_{1} \mathrm{t}+\epsilon_{\mathrm{t}}
$$

where $\beta_{1}$, the coefficient multiplying the time period t , is nonzero. If there were no linear trend, then $\beta_{1}=0$ and the model would be that of a stationary time series. Thus we can perform the following hypothesis test:

$$
\begin{aligned}
& \mathrm{H}_{0}: \beta_{1}=0 \text { (no linear trend is present) } \\
& \mathrm{H}_{\mathrm{A}}: \beta_{1} \neq 0 \text { (linear trend is present) }
\end{aligned}
$$

FIGURE 7.2
Excel Dialogue Box for Regression Analysis

This test can be performed in Excel by selecting Data Analysis from the Tools menu and clicking on Regression. Figure 7.2 shows the Excel dialogue box for doing regression analysis. The Y Range is the column of time series values, and the X Range is the column listing the time period $(1,2,3, \ldots)$. Check the Labels box if a label name is included as the first cell entry in the Y Range and X Range, respectively.


The p-value for the above hypothesis test is found next to the $t$-value for the dependent variable (the time period) in the bottom row of the Excel output as shown later in Figure 7.4. If the p-value is greater than the preselected significance level, $\alpha$, we will not reject $\mathrm{H}_{0}$ and we conclude that a stationary model is acceptable. ${ }^{1}$ Here, $\alpha$ represents the probability of concluding that linear trend is present when it is not.

An alternative to using Excel Regression analysis is to use the Trendline feature of Excel. Use of this feature is explained in Appendix 7.6 on the CD-ROM.

## Checking for Seasonality Components

Autocorrelation is the measure of how the value at one time period affects the value at some subsequent time period. The correlation between time series values that are k periods apart is called autocorrelation of lag $k$. Generally, we check for autocorrelation between successive time periods (lag 1) and between time periods that correspond to possible seasonality (e.g., lag 7 for daily data; lag 12 for monthly data; lag 4 for quarterly data). Autocorrelation between successive periods is another indication that trend may be present in a time series; autocorrelation between time periods corresponding to seasons is a good indication of seasonality. In Appendix 7.3 on the accompanying CD-ROM, we present statistical procedures for determining whether or not autocorrelation exists for a given time series.

[^37]
## Checking for Cyclical Components

As mentioned earlier, because cyclical components have no discernible pattern, they are often difficult to detect. Typically, cyclical components are identified solely by examining the graph of the time series.

## MOVING AVERAGE METHODS FOR FORECASTING STATIONARY MODELS

If we conclude that a stationary model accurately reflects the time series data, we must choose a forecasting method appropriate for this model. Three of the simplest forecasting approaches for stationary models are the last period technique, the moving average method, and the weighted moving average method.

## The Last Period Technique

Using the last period technique, the forecast for the next period is simply the last observed value of the stationary time series. Thus, given observed values for $t$ time periods, $y_{1}, y_{2}, \ldots, y_{t}$, using the last period technique, our forecasted value for time period $t+1, F_{t+1}$, is:

$$
\mathrm{F}_{\mathrm{t}+1}=\mathrm{y}_{\mathrm{t}}
$$

## The Moving Average Method

In the moving average method, the forecast for any time period is the average of the values for the immediately preceding n periods, when n is a value chosen by the modeler. For example, using an $n=4$ period moving average, the forecasted value for time period $t+1$ is calculated by

$$
\mathrm{F}_{\mathrm{t}+1}=\left(\mathrm{y}_{\mathrm{t}}+\mathrm{y}_{\mathrm{t}-1}+\mathrm{y}_{\mathrm{t}-2}+\mathrm{y}_{\mathrm{t}-3}\right) / 4
$$

By averaging over n periods, unusually high or low observed values will have a less radical effect on future predictions. Note that the last period technique is a special case of the moving average method, with $\mathrm{n}=1$.

## The Weighted Moving Average Method

In the last period technique, all the weight of the forecast is placed on the most recent observed value of the time series. In the moving average method, the most recent observation is weighted equally with the previous $n-1$ values. One might expect, however, that, although not all of the weight should be placed on the most recent observation, a forecast should reflect more heavily on more recent values.

One way to do this is by using a weighted moving average technique. In this procedure, the sum of the weights used must equal 1 , and the weights given to observation values are nonincreasing with their age. ${ }^{2}$ Thus, if $w_{i}$ is the weight given to the $i^{\text {th }}$ previous observation, the $w_{i}$ values should satisfy the following properties:

```
            Properties of Weights Used in Developing
            n Period Weighted Moving Average Forecasts
1. }\sum\mp@subsup{w}{i}{}=
2. w
```

[^38]For example, a four-period weighted moving average technique might place a weight of .4 on the most recent value of the time series, .3 on the value at the previous time period, .2 on the value from two periods ago, and .1 on the value from three periods ago. Then, the forecast for time period $t+1$ using this four-period weighted moving average is determined by

$$
\mathrm{F}_{\mathrm{t}+1}=.4 \mathrm{y}_{\mathrm{t}}+.3 \mathrm{y}_{\mathrm{t}-1}+.2 \mathrm{y}_{\mathrm{t}-2}+.1 \mathrm{y}_{\mathrm{t}-3}
$$

In the weighted moving average technique, both the number of periods, n , and the weights assigned to each period are chosen by the modeler.

## FORECASTS FOR FUTURE TIME PERIODS

When a stationary model is used, the forecast for time period $t+1$ is the forecast for all future time periods. The forecasts for these future periods are revised only when data from additional periods have been obtained.

To illustrate the concepts developed thus far for stationary models, consider the sales of YoHo brand of yo-yos at Galaxy Industries.

## YOHO BRAND YO-YOS

Galaxy Industries is interested in forecasting weekly demand for its YoHo brand yo-yos over the coming year so that it can properly allocate a budget for this divi-

YoHo Yo-Yo.xls exponential smoothing.xls
YoHo last period technique.xls YoHo four-period moving average technique.xls
YoHo four-period weighted moving average technique.xls YoHo exponential smoothing.xls Yoho Forecast.xls
four-period weighted moving average.xls solver exponential smoothing.xls sion. Because YoHo yo-yos are a reasonably mature product, Galaxy believes that next year's demand for the yo-yos will be quite similar to the demand encountered this year; hence the firm has decided to base its forecast on the past 52 weeks of demand. Weekly yo-yo demand (in boxes of 12) during the past 52 weeks is given in Table 7.1, with week 52 representing the most recent week.

If, in fact, a stationary model proves to be appropriate, one member of the Galaxy Industries management science team, Amy Chang, has suggested using the last period forecasting technique, while another member of the team, Bob Gunther, has suggested using a four-period moving average technique. A third member, Carlos Gonzalez, feels that a four-period weighted moving average technique using weights of $.4, .3, .2$, and .1 would better forecast demand.

Management wants to determine if it can use a stationary model to forecast demand, and, if so, what Amy's, Bob's and Carlos's forecast for demand would be for the next three weeks.

Table 7.1 Weekly YoHo Yo-yo Demand

| Week | Demand | Week | Demand | Week | Demand | Week | Demand |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 415 | 14 | 365 | 27 | 351 | 40 | 282 |
| 2 | 236 | 15 | 471 | 28 | 388 | 41 | 399 |
| 3 | 348 | 16 | 402 | 29 | 336 | 42 | 309 |
| 4 | 272 | 17 | 429 | 30 | 414 | 43 | 435 |
| 5 | 280 | 18 | 376 | 31 | 346 | 44 | 299 |
| 6 | 395 | 19 | 363 | 32 | 252 | 45 | 522 |
| 7 | 438 | 20 | 513 | 33 | 256 | 46 | 376 |
| 8 | 431 | 21 | 197 | 34 | 378 | 47 | 483 |
| 9 | 446 | 22 | 438 | 35 | 391 | 48 | 416 |
| 10 | 354 | 23 | 557 | 36 | 217 | 49 | 245 |
| 11 | 529 | 24 | 625 | 37 | 427 | 50 | 393 |
| 12 | 241 | 25 | 266 | 38 | 293 | 51 | 482 |
| 13 | 262 | 26 | 551 | 39 | 288 | 52 | 484 |

FIGURE 7.3 YoHo Yo-yo Demand

## SOLUTION

To determine whether a stationary model is appropriate, the first step is to plot the time series of demand over the past 52 weeks. As is seen in Figure 7.3, no apparent trend, seasonal, or cyclical effects can be observed.


## Checking the Assumptions

To test the assumption that no trend is present in this time series, we can perform a regression analysis of these values versus the time period (labeled Week). The regression module in Excel generated the output shown in Figure 7.4.

YoHo Yo-Yo.xls

FIGURE 7.4
Excel Regression Analysis


The high p-value for Week of .71601 (much higher than a typical value for $\alpha$, such as .05 ) indicates there is little evidence that linear trend exists in the time series. We therefore conclude that a stationary model may be appropriate.

Visually checking for autocorrelation, we do not find any apparent seasonality by week, month, or quarter, nor does it appear that the time series exhibits cyclical variation. These assumptions can also be verified using the techniques described in Appendix 7.3 on the accompanying CD-ROM.

## Forecasts for Week 53

Amy's forecast using the last period forecasting technique is:

$$
\mathrm{F}_{53}=\mathrm{y}_{52}=484 \text { boxes }
$$

Bob's forecast using a four-period moving average method is:

$$
\begin{aligned}
\mathrm{F}_{53} & =\left(\mathrm{y}_{52}+\mathrm{y}_{51}+\mathrm{y}_{50}+\mathrm{y}_{49}\right) / 4 \\
& =(484+482+393+245) / 4=401 \text { boxes }
\end{aligned}
$$

Carlos's forecast using the four-period weighted moving average method with weights of $.4, .3, .2$, and .1 is:

$$
\begin{aligned}
\mathrm{F}_{53} & =.4 \mathrm{y}_{52}+.3 \mathrm{y}_{51}+.2 \mathrm{y}_{50}+.1 \mathrm{y}_{49} \\
& =.4(484)+.3(482)+.2(393)+.1(245) \\
& =441.3 \text { boxes }
\end{aligned}
$$

Because demand must be for full boxes, Carlos reports a demand forecast of 441 to management.

## Forecasts for Weeks 54, 55, and Beyond

Since a stationary model is used in each case, the forecast demand for weeks 54 , 55 , and beyond is the same as the forecast demand for week 53 . Therefore, for weeks 54 and 55, Amy forecasts demand of 484 boxes, Bob of 401 boxes, and Carlos of 441 boxes. Based on these estimates Amy would forecast yearly demand of $52(484)=25,168$, whereas Bob's forecast would be for $52(401)=20,852$ and Carlos's would be for $52(441.3)=22,948$. These forecasts will be revised upon observation of the actual demand in week 53 .

## THE EXPONENTIAL SMOOTHING METHOD FOR FORECASTING STATIONARY MODELS

While the n-period weighted moving average technique can be used to put greater weight on the more recent observations, it uses only the last n periods and ignores the history of the time series prior to that time. This prior history should not affect the prediction nearly as much as the more recent n data values, but many modelers feel that it is wrong to totally exclude their values in the analysis.

A problem that arises from using all prior historical data in forecasting, however, is that many companies must forecast demand for thousands or even hundreds of thousands of items on a regular basis. This could require them to keep huge databases dating back many years and involve lengthy calculations each time a new forecast is warranted. Such difficulties can be overcome by using exponential smoothing. This forecasting technique requires only two data values to forecast a value for the next time period: (1) the current value of the time series, $y_{i}$, and (2) the forecast value for the current period, $\mathrm{F}_{\mathrm{t}}$.

The idea behind exponential smoothing is to reduce the random effects associated with an individual point of the time series by calculating a "smoothed" value that in some sense is more representative of the period. This smoothed value, $L_{t}$, is
generated using a weighted average of the actual value for the time period $y_{t}$, and the forecast value for the period, $\mathrm{F}_{t}$. This smoothed value, $\mathrm{L}_{v}$, becomes the forecast for the next time period, $\mathrm{t}+1$, that is, $\mathrm{F}_{\mathrm{t}+1}=\mathrm{L}_{\mathrm{t}}$.

The weight given to the current period's actual value, $y_{t}$, denoted by $\alpha$, is called the smoothing constant. Thus the weight given to the current period's forecast value, $F_{t}$, is $(1-\alpha)$, which Excel calls the damping factor. The forecast for period $t+1$ is then given by the recursive relationship,

$$
\begin{equation*}
\mathrm{F}_{\mathrm{t}+1}=\mathrm{L}_{\mathrm{t}}=\alpha \mathrm{y}_{\mathrm{t}}+(1-\alpha) \mathrm{F}_{\mathrm{t}} \tag{7.1}
\end{equation*}
$$

We need a starting point, however, to begin the recursive relationship in Equation 7.1. There is no forecast for time period $1, F_{1}$, since there are no previous data values. At time period 2, we would have only the one observation of the time series from time period $1, y_{1}$. Thus, based on this one time series value, $y_{1}$, we would forecast the value for the second period $F_{2}$ to be equal to this value. That is, our "first" forecasted value would be for time period 2 and would be $F_{2}=y_{1}$. All future forecasts can now be generated using Equation 7.1. ${ }^{3}$

For a time series with n periods of data, the forecast for period $\mathrm{n}+1$ would then be: $\mathrm{F}_{\mathrm{n}+1}=\mathrm{L}_{\mathrm{n}}=\alpha \mathrm{y}_{\mathrm{n}}+(1-\alpha) \mathrm{F}_{\mathrm{n}}$. Since the time series is assumed to be stationary, the forecasted value $\mathrm{F}_{\mathrm{n}+1}$ would be the forecast for all subsequent periods until additional periods are observed.

Summarizing, the exponential smoothing procedure begins by selecting a value for the smoothing constant $\alpha$ for the level of the time series. Higher values for $\alpha$ place more weight on the recent values. Once this smoothing constant has been selected, the following are the steps of the forecasting process.

```
    Exponential Smoothing Forecasting Technique
    INITIALIZATION
Forecast for period 2: }\quad\mp@subsup{F}{2}{}=\mp@subsup{y}{1}{
    RECURSIVE FORMULA
Forecast for period t: }\quad\mp@subsup{\textrm{F}}{\textrm{t}+1}{}=\alpha\mp@subsup{y}{\textrm{t}}{}+(1-\alpha)\mp@subsup{\textrm{F}}{\textrm{t}}{
    FORECASTS FOR PERIODS n+1,n+2,n+3, ETC.
Forecast for period n+1: F F n+1}=\alpha\mp@subsup{y}{n}{}+(1-\alpha)\mp@subsup{F}{n}{
Forecast for period n+2: F
Forecast for period n+k: F
(where n is the number of periods for which one has time series data)
```

We indicated that the exponential smoothing approach considers all previous values of the historical time series. To illustrate, consider the equation for deriving the forecast value:

$$
\mathrm{F}_{\mathrm{t}+1}=\alpha \mathrm{y}_{\mathrm{t}}+(1-\alpha) \mathrm{F}_{\mathrm{t}}
$$

[^39]Since the forecast at time period $\mathrm{t}, \mathrm{F}_{\mathrm{t}}$, is found using $\mathrm{F}_{\mathrm{t}}=\alpha \mathrm{y}_{\mathrm{t}-1}+(1-\alpha) \mathrm{F}_{\mathrm{t}-1}$, we have:

$$
\begin{aligned}
\mathrm{F}_{\mathrm{t}+1} & =\alpha \mathrm{y}_{\mathrm{t}}+(1-\alpha)\left(\alpha \mathrm{y}_{\mathrm{t}-1}+(1-\alpha) \mathrm{F}_{\mathrm{t}-1}\right) \\
& =\alpha \mathrm{y}_{\mathrm{t}}+\alpha(1-\alpha) \mathrm{y}_{\mathrm{t}-1}+(1-\alpha)^{2} \mathrm{~F}_{\mathrm{t}-1}
\end{aligned}
$$

And since the forecast at time period $\mathrm{t}-1, \mathrm{~F}_{\mathrm{t}-1}$, is found using $\mathrm{F}_{\mathrm{t}-1}=\alpha \mathrm{y}_{\mathrm{t}-2}+$ $(1-\alpha) \mathrm{F}_{\mathrm{t}-2}$, we have:

$$
\begin{aligned}
\mathrm{F}_{\mathrm{t}+1} & =\alpha \mathrm{y}_{\mathrm{t}}+\alpha(1-\alpha) \mathrm{y}_{\mathrm{t}-1}+(1-\alpha)^{2}\left(\alpha \mathrm{y}_{\mathrm{t}-2}+(1-\alpha) \mathrm{F}_{\mathrm{t}-2}\right) \\
& =\alpha \mathrm{y}_{\mathrm{t}}+\alpha(1-\alpha) \mathrm{y}_{\mathrm{t}-1}+\alpha(1-\alpha)^{2} \mathrm{y}_{\mathrm{t}-2}+(1-\alpha)^{3} \mathrm{~F}_{\mathrm{t}-2}
\end{aligned}
$$

Continuing in this fashion, we can express $F_{\mathrm{t}+1}$ by:

$$
\begin{aligned}
\mathrm{F}_{\mathrm{t}+1}= & \alpha \mathrm{y}_{\mathrm{t}}+\alpha(1-\alpha) \mathrm{y}_{\mathrm{t}-1}+\alpha(1-\alpha)^{2} \mathrm{y}_{\mathrm{t}-2}+\alpha(1-\alpha)^{3} \mathrm{y}_{\mathrm{t}-3} \\
& +\ldots+\alpha(1-\alpha)^{\mathrm{k}} \mathrm{y}_{\mathrm{t}-\mathrm{k}}+(1-\alpha)^{\mathrm{k}+1} \mathrm{~F}_{\mathrm{t}-\mathrm{k}}
\end{aligned}
$$

Since $(1-\alpha)$ is a fraction, the weights given to past terms decrease as they become more distant from the present. Also, the last term of this equation, $(1-\alpha)^{k+1}$ (which represents the weight given to the forecast k periods in the past) approaches 0 as the value of k is increased. ${ }^{4}$

The forecasts generated from exponential smoothing depend on the modeler's choice for the smoothing constant, $\alpha$. When $\alpha$ is large, greater weight is given to the current period's actual value, so the forecast tracks changes in the time series quite rapidly. When $\alpha$ is small, less weight is given to the current period's actual value, resulting in relatively small changes in the forecast; hence the forecast tracks time series changes quite slowly.

To illustrate the concepts involved in exponential smoothing, let us return to the problem of forecasting demand of YoHo yo-yos at Galaxy Industries.

## YOHO BRAND YO-YOS (CONTINUED)

Dick Gates, a recent hire at Galaxy Industries with a degree in both management science and statistics, has suggested forecasting sales using an exponential smoothing technique that puts a weight of .1 on the most recent observation. Management has asked Dick to forecast demand for weeks 53, 54, and 55.

## SOLUTION

To perform the exponential smoothing analysis, Dick begins with the forecast in week 2 being the value of the time series in week $1, F_{2}=y_{1}=415$. His forecast for week 3 is therefore:

$$
\mathrm{F}_{3}=.1 \mathrm{y}_{2}+.9 \mathrm{~F}_{2}=.1(236)+.9(415)=397.10
$$

Similarly, for week 4 the forecast is:

$$
\mathrm{F}_{4}=.1 \mathrm{y}_{3}+.9 \mathrm{~F}_{3}=.1(348)+.9(397.10)=392.19
$$

Dick can easily use Excel to generate the values for the exponential forecast for this model. Figure 7.5 shows an Excel spreadsheet that calculates these values.

[^40]FIGURE 7.5
Excel Spreadsheet for Exponential Smoothing Forecasting

FIGURE 7.6
Excel Dialogue Box for Exponential Smoothing


We see from this spreadsheet that the forecast for week 53 is for 392.49 yoyos, which we would round off to 392 . Since this forecast is based on a stationary model, this becomes the forecast for periods 54 and 55 and beyond.

The numbers in column C can also be generated by choosing Exponential Smoothing from Data Analysis in the Tools menu. To generate the same sequence of numbers in the same cells as Figures 7.5, choose column B from B5 to B57 as the input range. Then Excel uses the value of $1-\alpha$ as its "damping factor." Figure 7.6 shows the Excel dialogue box for exponential smoothing.


The Output Range should start at cell C6 corresponding to the forecast for time period 1. Excel will print \#N/A in cell C6 (indicating that a forecast for time period 1 is "not applicable" and then print the values from Figure 7.5 in cells C7:C57. To get the forecast for time period 53 in cell C58, the formula for cell C57 can be dragged down to cell C58.

## RELATIONSHIP BETWEEN EXPONENTIAL SMOOTHING AND MOVING AVERAGES

As we have seen, both exponential smoothing and simple moving averages are special cases of the weighted moving average approach. We can, in a sense, equate simple moving averages with exponential smoothing by calculating the average age of the observations used in developing the two forecasts. For simple moving averages of length $k$, the average age of the data is $(1+2+3+\ldots+k) / k=(k+1) / 2$ periods. For exponential smoothing, the average age of the data used in the forecast is $(1) \alpha+(2) \alpha(1-\alpha)+(3) \alpha(1-\alpha)^{2}+(4) \alpha(1-\alpha)^{3} \ldots=1 / \alpha$.

Equating the two average ages, $(\mathrm{k}+1) / 2$ and $1 / \alpha$, gives us the following relationship:

$$
\begin{equation*}
\mathrm{k}=(2-\alpha) / \alpha \tag{7.2}
\end{equation*}
$$

Equation 7.2 can prove a useful guide to the appropriate value of the smoothing constant, $\alpha$. For example, exponential smoothing with $\alpha=.10$ can be thought of as being, in a sense, equivalent to a moving average based on 19 periods of data $(\mathrm{k}=(2-.1) / .1)=19)$, while exponential smoothing with $\alpha=1.0$ is equivalent to a moving average based on only one period of data. Therefore, if we want the forecast to be based on a larger number of past data values, a smaller value of $\alpha$ is appropriate.

### 7.3 Evaluating the Performance of Forecasting Techniques

Thus far, we have presented four different techniques for generating forecasts for stationary models; each has arrived at a different forecast for week 53 in the Galaxy Industries YoHo yo-yo problem. The obvious question is, "Which of these methods gives the best forecast?"

To answer this question, we must be able to evaluate forecasting techniques. One commonly used approach is to select a forecasting technique for which historic forecast errors are small. The forecast error for time period $t$, denoted as $\Delta_{\mathrm{t}}$, is the difference between the actual value of the time series for the period, $y_{t}$, and the value that would have been forecasted for the period using a particular forecasting approach, $F_{t}$. That is, $\Delta_{t}=y_{t}-F_{t}$.

Four of the most popular measures used to evaluate forecast errors are the mean squared error (MSE), the mean absolute deviation (MAD), the mean absolute percent error (MAPE), and the largest absolute deviation (LAD). In the mean squared error approach, the squares of the $\Delta_{\mathrm{t}}$ values are averaged, while in the mean absolute deviation approach the absolute values for $\Delta_{\mathrm{t}}$ are averaged.

In the mean absolute percent error approach, the absolute values for $\Delta_{\mathrm{t}}$ are divided by the corresponding actual values, $y_{t}$; these values are then multiplied by $100 \%$ to give the absolute percentage the forecast varies from the actual value. Averaging these percentages gives the MAPE. To find the largest absolute deviation, we simply find the largest of the absolute values for $\Delta_{\mathrm{t}}$. These four measures are summarized in Table 7.2.

Table 7.2 Measures for Evaluating Forecast Errors

| Measure | Description | Formula |
| :---: | :---: | :---: |
| Mean Squared Error (MSE) | Averages the squared differences of the forecasted values from the actual values | $\sum \Delta_{t}^{2} / \mathrm{n}=\sum\left(\mathrm{y}_{\mathrm{t}}-\mathrm{F}_{\mathrm{t}}\right)^{2} / \mathrm{n}$ |
| Mean Absolute Deviation (MAD) | Averages the absolute values of the differences of the forecasted values from the actual values | $\sum\left\|\Delta_{t}\right\| / n=\sum\left\|y_{t}-F_{t}\right\| / n$ |
| Mean Absolute Percent Error (MAPE) | Averages the absolute percentage differences of the forecasted values from the actual values | $\begin{aligned} & \sum\left(\left(\left\|\Delta_{\mathrm{t}}\right\| / y_{\mathrm{t}}\right) * 100 \%\right) / \mathrm{n}= \\ & \sum((\|y \mathrm{t}-\mathrm{Ft}\| / \mathrm{yt}) * 100 \%) / \mathrm{n} \end{aligned}$ |
| Largest Absolute Deviation (LAD) | Finds the largest absolute difference between the forecasted and actual values | $\operatorname{MAX}\left\|\Delta_{\mathrm{t}}\right\|=\operatorname{MAX}\left\|\mathrm{y}_{\mathrm{t}}-\mathrm{F}_{\mathrm{t}}\right\|$ |

## Which Performance Measure Should Be Used?

The forecasting approach with the lowest MSE, MAD, MAPE, or LAD is the best one for that corresponding measure of performance. If one forecasting approach is superior to the others using all four of these measures, clearly this approach is the most reliable for forecasting future values. It is possible, however, that one forecasting approach may have the lowest value using one performance measure and that another approach may have the lowest value using another criterion. Therefore, it is important to know which performance measure to use to evaluate the forecasting approach.

Both the MSE and the MAD performance measures look at the total magnitude of the forecast error. The MSE approach gives greater weight to larger deviations, however, since the forecast errors are squared in calculating this total. Thus the MSE is preferred over the MAD when the modeler wishes to give larger forecast errors proportionately more weight than smaller errors.

In contrast to the MSE and MAD, the MAPE considers the forecast errors relative to the corresponding values of the time series. Hence a large error corresponding to a large time series value may count less than a small error based on a small time series value. The MAPE performance measure is generally used when the values of the time series show wide variations.

While the MSE, MAD, and MAPE performance measures consider all forecast errors in their calculations, the LAD performance measure is determined by the single largest absolute deviation. Therefore it is used when we are interested in selecting a technique for which all forecast errors fall below some threshold value.

To illustrate these performance measures, we return to the situation for forecasting demand for YoHo yo-yos at Galaxy Industries.

## YOHO BRAND YO-YOS (CONTINUED)

Management at Galaxy Industries is uncertain about which demand forecast it should accept for YoHo yo-yos for the next three weeks. They have asked the management science team to analyze the four forecast approaches suggested by Amy, Bob, Carlos, and Dick and to recommend which to use to forecast demand for yo-yos.

## SOLUTION

The management science team has decided to evaluate each forecasting approach using the MSE, MAD, MAPE, and LAD approaches.

## Amy's Forecast

Amy's forecast is based on the last period technique. Figure 7.7 shows an Excel spreadsheet giving the actual values, the squared differences, the absolute differences, and the absolute percent differences.


The cells in column J for this spreadsheet are calculated as follows:

| Cell | Value | Formula |
| :--- | :--- | :--- |
| J5 | MSE | $=$ AVERAGE(F5:F55) |
| J6 | MAD | $=$ AVERAGE(E5:E55) |
| J7 | MAPE | $=100 *$ AVERAGE(G5:G55) |
| J8 | LAD | $=$ MAX(E5:E55) |

Thus we see that for the last period forecasting technique the $\operatorname{MSE}=19,631$, the $M A D=110.961$, the $\mathrm{MAPE}=32.897$, and the $\mathrm{LAD}=359$.

## Bob's Forecast

Figure 7.8 shows an Excel spreadsheet based on Bob's four-period moving average approach.

YoHo four-period moving average technique.xls

FIGURE 7.8
Excel Spreadsheet for Four-Period Moving Average Forecast

YoHo four-period moving average technique.xls

FIGURE 7.9
Excel Plot of Forecast Versus Original Time Series Values


Note that the forecasting begins in period 5 since four periods are necessary to construct the forecast. With the exception of the forecast cells, the cells in this spreadsheet are calculated in an analogous fashion to those in the spreadsheet used to evaluate the last period technique. The cells in column J are calculated in a similar fashion to the spreadsheet shown in Figure 7.7.

Thus we see that for the four-period moving average technique the MSE $=$ $11,037.164$, the MAD $=88.75$, the $\mathrm{MAPE}=25.608$, and the $\mathrm{LAD}=223.25$.

We can graph the forecast versus the original time series data using the Chart feature in Excel. Selecting the line option and using the data in columns B and C from row 3 through row 56 of Figure 7.8 gives the chart shown in Figure 7.9. As



FIGURE 7.10
Excel Spreadsheet for Weighted Moving Average Forecast
we see from this figure, the forecast follows the original data values but with less variability.

## Carlos's Forecast

Recall that Carlos is using a weighted moving average with weights $w_{1}=.4, w_{2}=$ $.3, w_{3}=.2$, and $w_{4}=.1$ to forecast demand for YoHo yo-yos. Figure 7.10 shows an Excel spreadsheet that can be used to forecast the weighted moving average proposed by Carlos.


In this spreadsheet the weightings are entered in row 4 . The weighting for the previous period is given in cell B4, the next previous period in cell C4, and so on. The formulas for this spreadsheet are the same as those for the four-period simple moving average except for the formulas in cells C12 through C60.

For these weights, the MSE $=11,992.364$, the MAD $=92.385$, the MAPE $=$ 26.779 , and the LAD $=258.40$. A different weighting would, of course, yield a different forecast and performance measure results.

## Dick's Forecast

Figure 7.11 gives an Excel spreadsheet for the exponential smoothing model proposed by Dick.

Here we see that for the exponential smoothing technique, the MSE = $10,441.844$, the MAD $=85.127$, the $\mathrm{MAPE}=25.442$, and the $\mathrm{LAD}=224.089$.

Table 7.3 summarizes the results for the four forecasting techniques. As we see from this table, Dick's exponential smoothing forecast has lower forecasting errors than Amy and Carlos's approaches and has lower forecast errors than Bob's approach except for the LAD measure. For that measure Bob's technique has a slightly smaller error than Dick's; however, on balance, Dick's approach seems to be the superior one in terms of minimizing forecast error.


YoHo exponential smoothing.xls

FIGURE 7.11
Excel Spreadsheet for Exponential Smoothing Forecast


Table 7.3 Comparison of the Four Performance Measures

| Forecast | MSE | MAD | MAPE | LAD |
| :---: | :---: | :---: | :---: | :---: |
| Amy | 19,631.00 | 110.96 | 32.90 | 359.00 |
| Bob | 11,037.16 | 88.75 | 25.61 | 223.25 |
| Carlos | 11,992.36 | 92.39 | 26.78 | 258.40 |
| Dick | 10,441.84 | 85.13 | 25.42 | 224.09 |

## THE FORECAST.XLS TEMPLATE

As an alternative to constructing your own Excel spreadsheet for forecasting the stationary models we have discussed, a template, forecast.xls, is contained on the accompanying CD-ROM. This template has worksheets that can be used to perform forecasts for each of the methods discussed in this chapter. For stationary models the worksheets are Simple MA (simple moving average), Weighted MA (weighted moving average), and Exp. Smooth (exponential smoothing). Details on using the template are contained in Appendix 7.1 at the end of the chapter.

## SELECTING MODEL PARAMETERS

Often the modeler must select different parameters for a chosen technique. In the moving average technique, the modeler must select the number of periods to include in the moving average. In the weighted moving average technique, the modeler must select the number of periods and the weights to be given for each past period making up the average. In the exponential smoothing technique, the modeler must select the smoothing constant to use as well as the initial forecast value.

## DETERMINING THE OPTIMAL NUMBER OF PERIODS FOR A SIMPLE MOVING AVERAGE

Using the Simple MA worksheet in the forecast.xls template, it is easy to determine the effect of using differing numbers of periods in the moving average. For example, Figure 7.12 shows the Simple MA worksheet for a five-period simple moving average.

FIGURE 7.12
Excel Spreadsheet for a Five-Period Moving Average Forecast


By changing the number of periods in the moving average (cell E2), we can observe the corresponding effect on the performance measure.

Table 7.4 shows the value of mean squared forecast error of an $n$ period moving average for values of n between 1 and 10 .

Table 7.4 Mean Squared Forecast Errors Using $n$ Period Moving Averages

| $\mathbf{n}$ | Mean Squared <br> Forecast Error | $\mathbf{n}$ | Mean Squared <br> Forecast Error |
| :---: | :---: | :---: | :---: |
| 1 | 19,631 | 6 | 11,332 |
| 2 | 12,996 | 7 | 11,104 |
| 3 | 12,467 | 8 | 10,737 |
| 4 | 11,037 | 9 | 10,791 |
| 5 | 11,756 | 10 | 11,400 |

While it can be seen from this table that the eight-week moving average gives a slightly smaller mean squared forecast error than does the four-week moving average, the four-week moving average may still be preferred. This is because when the moving average is based on too many historical values, the forecast is not as responsive to recent changes in the time series.

## USING SOLVER TO DETERMINE PARAMETERS

Excel Solver can be used to determine an appropriate set of weights to use in a weighted moving average as well as the smoothing constant to use in exponential smoothing. While Solver will select values that do a good job in forecasting according to the selected criterion, unfortunately, there is no guarantee that Solver will find the best parameters to use. This is because the function we wish to minimize is not necessarily convex. Hence Solver can get "stuck" at a local minimum and may never find the global minimum.

## SELECTING THE WEIGHTED MOVING AVERAGE WEIGHTS USING SOLVER

We use the spreadsheet shown in Figure 7.10 without the explanatory bubbles (renamed the four-period weighted moving average technique.xls) to illustrate how Solver can be used to find weightings that minimize the MSE for a four-period weighted moving average.

- In cell F4 enter $=$ SUM(B4:E4); this gives the sum of the weights.
- Call Solver and enter the data as shown in Figure 7.13.


FIGURE 7.13 Solver Dialogue Box

Before running Solver, be sure to check Assume Non-Negative in the Options dialogue box. Clicking on Solve then gives the result shown in Figure 7.14.

We see from this output that in this particular case for the four-period weighted moving average each period should have an equal weighting. Interestingly, this is equivalent to the four-period simple moving average.

## SELECTING THE EXPONENTIAL SMOOTHING CONSTANT USING SOLVER

The method we use to find the smoothing coefficient closely parallels the method used to find the weightings in a weighted moving average. We use the spreadsheet shown in Figure 7.11 without the explanatory bubbles (renamed solver exponential smoothing.xls) to illustrate how Solver can be used to find the smoothing constant that minimizes the MAD. Figure 7.15 shows the Solver dialogue box for this


FIGURE 7.14 Excel Spreadsheet for Weighted Moving Average Forecast


FIGURE 7.15 Solver Dialogue Box
problem. Again, make sure Assume Non-Negative is checked in the Option dialogue box before running Solver. Figure 7.16 shows the results.

We see from this figure that the best smoothing constant (in terms of minimizing MAD) is $\alpha=.02$. This gives a MAD of 82.874 , a $2.65 \%$ lower value for the MAD than when a value of $\alpha=.10$ is used.

It is interesting to note that for this set of data, the best smoothing constant is a value of $\alpha$ close to 0 . This means that the time series forecast will change very slowly over time and will be reasonably insensitive to dramatic shifts in the time series values. For this reason a smoothing constant of $\alpha=.10$ may still be preferred.

solver exponential smoothing.xls

FIGURE 7.16 Excel Spreadsheet for Exponential Smoothing Forecast


Quick response time is especially critical when there is evidence that positive autocorrelation exists or when the mean of the series is anticipated to shift at a future point in time. In general, if the time series does not exhibit significant autocorrelation, a low value of $\alpha$ (such as .10) is appropriate. If the time series shows significant autocorrelation, however, it is more desirable to track changes in the observation values quickly. In this case, a higher value of $\alpha$ should be set.

To summarize, the following are the key issues in determining which approach and parameters to use for forecasting a stationary time series.

## Key Issues in Determining Which Forecasting Technique to Use for a Stationary Time Series

1. The degree of autocorrelation suspected in the data
2. The possibility of future shifts in time series values
3. The desired responsiveness of the forecasting technique
4. The amount of data that is required to calculate the forecast

### 7.4 Forecasting Time Series that Exhibit Linear Trend

In Section 7.2 we showed how to detect linear trend in a time series. If we suspect trend, we should assess whether the trend is linear or nonlinear (curvilinear). This determination is frequently based on the modeler's knowledge of the means by which the time series is generated. For example, an epidemiologist may know from theoretical analyses that the number of cases of a particular disease will grow initially at an exponential rate; an economist may believe that certain economic measures change logarithmically; or historical data may suggest that home use of natural gas has a quadratic relationship with daily low temperature readings.

Here, however, we restrict our attention to forecasting a time series that demonstrates linear trend. The model for such a time series is:

$$
\begin{equation*}
y_{t}=\beta_{0}+\beta_{1} \mathrm{t}+\epsilon_{\mathrm{t}} \tag{7.3}
\end{equation*}
$$

In this model, $\beta_{0}$ represents the $y$-intercept and $\beta_{1}$ the slope of the time series. $\boldsymbol{\epsilon}_{\mathrm{t}}$ is the random error term at time $t$. As discussed in Section 7.2, we can use linear regression to test for trend. If the $p$ value is small (less than $\alpha$ ) we can conclude that a linear trend model is appropriate.

## REGRESSION APPROACH

If we determine that a linear trend is present, the next step is to select a forecasting method. One technique is to use the regression equation based on the historical time series data to forecast future time series values. Although theoretically the regression equation should only be used within the range of observed values of $t$ (from 1 to $n$ ), as long as the period we wish to forecast is not too far into the future, using the regression equation should give reasonable forecasts. The forecast for a time period t is obtained by substituting t into the regression equation.

## HOLT'S APPROACH

Suppose there are $n$ values of the time series and we wish to forecast values for periods $n+1, n+2, n+3$, and so on. One potential drawback of the regression approach is that the formulas used to determine the values for the $y$-intercept $\left(\beta_{0}\right)$ and slope $\left(\beta_{1}\right)$ of the regression line treat all time series points equally. Consequently, earlier observations of the time series from periods 1 and 2 have as much influence on these estimates as later values from periods $n-1$ and $n$.

Holt's linear exponential smoothing technique is one approach used in forecasting models with trend that makes adjustments for the slope at each time period so that more weight is placed on the more recent observations. Holt's technique uses an exponential smoothing approach to obtain a smoothed value for the level of the time series $\left(L_{1}\right)$ at time $t$, that is,

$$
\begin{equation*}
\mathrm{L}_{\mathrm{t}}=\alpha \mathrm{y}_{\mathrm{t}}+(1-\alpha) \mathrm{F}_{\mathrm{t}} \tag{7.4}
\end{equation*}
$$

Because the model exhibits trend, however, the forecast for the next period, $\mathrm{F}_{\mathrm{t}+1}$, will not simply be the level, $L_{v}$, as it is for stationary models. It must be adjusted by the trend of the time series at time $t, T_{t}$, which is the estimate of how the time series is changing from one period to the next at time $t$.

To obtain an estimate for the trend at time period $t, T_{t}$, Holt's method uses a second exponential smoothing calculation with a different smoothing constant, $\gamma$. Consistent with the exponential smoothing approach for the level, Holt's method generates $\mathrm{T}_{\mathrm{t}}$ values as follows: $\mathrm{T}_{\mathrm{t}}=\gamma *$ (most recent observation for the trend) + $(1-\gamma) *($ last estimate for the trend). The most recent observation for the trend is most accurately expressed as the difference in the last two smoothed values for the time series level, $L_{t}-L_{t-1}$, and the last estimate for the trend is $T_{t-1}$. Thus

$$
\begin{equation*}
\mathrm{T}_{\mathrm{t}}=\gamma\left(\mathrm{L}_{\mathrm{t}}-\mathrm{L}_{\mathrm{t}-1}\right)+(1-\gamma) \mathrm{T}_{\mathrm{t}-1} \tag{7.5}
\end{equation*}
$$

The forecast for time period $t+1$ is then:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{t}+1}=\mathrm{L}_{\mathrm{t}}+\mathrm{T}_{\mathrm{t}} \tag{7.6}
\end{equation*}
$$

Recall that to start the recursive exponential smoothing process, initial values must be assigned. Since two periods are needed to forecast trend, Holt's method begins at time period 2 by assigning the level at period 2 to the actual time series value at time period $2,\left(L_{2}=y_{2}\right)$, and the trend at time period 2 to be the difference between first two time series values, $\left(T_{2}=y_{2}-y_{1}\right)$. The first forecasted value would then be $\mathrm{F}_{3}=\mathrm{L}_{2}+\mathrm{T}_{2}$.

The process then continues for each period by first calculating the level, $\mathrm{L}_{\mathrm{t}}$, then the trend, $\mathrm{T}_{\mathrm{t}}$ and from these, the forecast for the next period, $\mathrm{F}_{\mathrm{t}+1}$. For a time series having $n$ periods, the forecast for period $n+1$ is $F_{n+1}=L_{n}+T_{n}$. Because this is a trend model, until additional values for the time series are observed, the forecasts for periods $\mathrm{n}+2, \mathrm{n}+3$, and so on will differ from each other by the last estimated value for the trend $T_{n}$. Thus $F_{n+2}=L_{n}+2 * T_{n}, F_{n+3}=L_{n}+3 * T_{n}$, etc.

Summarizing, Holt's procedure begins by selecting values for a smoothing constant $\alpha$ for the level and a smoothing constant $\gamma$ for the trend. Higher values for these constants place more weight on the recent values. Once these smoothing constants have been selected, the following are the steps of the forecasting process.


To illustrate both the regression and Holt's exponential smoothing approaches for models with linear trend, consider the year-end current asset data for American Family Products.

American Family Regression.xls American Family Forecast.x/s American Family Holt's.xls American Family Forecast (revised).xls

## AMERICAN FAMILY PRODUCTS CORPORATION

Hank Richards and Juanita Garcia, financial analysts with the bond rating firm of Standard and Poor's (S\&P), are currently conducting an analysis of American Family Products Corporation (AFP) to determine whether the bond rating of the firm should be modified. One important factor in making this assessment is the projected year-end current assets of the firm. Table 7.5 provides information regarding American Family Products' year-end current assets (in millions of dollars) for the previous 10 -year period (year 10 corresponds to the most recent year).

Hank and Juanita wish to forecast year-end current assets for American Family Products for years 11 and 12. Both feel that the company's assets have been in-

FIGURE 7.17
Year-end Current Assets of American Family Products
creasing at a relatively constant rate over time. If this can be verified, Hank has decided to forecast year-end current assets for future years using a linear regression approach, whereas Juanita will use Holt's method to determine this forecast. S\&P would like to determine a forecast for year-end current assets for AFP based on both approaches.

Table 7.5 American Family Products' Year-End Current Assets

| Year | Current Assets <br> (in million \$) | Year | Current Assets <br> (in million \$) |
| :---: | :---: | :---: | :---: |
| 1 | 1990 | 6 | 3310 |
| 2 | 2280 | 7 | 3256 |
| 3 | 2328 | 8 | 3533 |
| 4 | 2635 | 9 | 3826 |
| 5 | 3249 | 10 | 4119 |

## SOLUTION

Figure 7.17 is a graph generated by Excel showing the year-end current assets of American Family Products over the past 10 years. While the time series appears to exhibit a linear trend, we verify this statistically by regressing the year-end current assets against time. Figure 7.18 shows the Excel output for this analysis.


The $p$-value associated with the slope is $6.53 \mathrm{E}-07=6.53 \times 10^{-7}=$ 0.000000653 . Since this figure is far less than $\alpha=.05$, we conclude that the data show significant linear trend, and a linear forecasting model is appropriate.

## Hank's Forecasts Using Linear Regression

From the Excel output, Hank observes that the following regression equation can be used to forecast future values of the time series:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{t}}=1788.2+229.89 \mathrm{t} \tag{7.7}
\end{equation*}
$$

American Family Regression.xls


FIGURE 7.18 Excel Regression Output for American Family Time Series

Figure 7.19 shows the results of using Excel to generate the forecasts for the time series. The regression formula $=\$ \mathrm{~B} \$ 31+\$ \mathrm{~B} \$ 32 * \mathrm{~A} 2$ is entered into cell C 2 , and the formula is dragged down to cells C3:C13. We see that Hank would forecast assets of $\$ 4317$ million for year 11 and $\$ 4546.89091$ million for year 12 .


FIGURE 7.19 Regression Forecasts for Years 11 and 12

Alternatively, one could use the linear regression worksheet contained in the forecast.xls template. Figure 7.20 shows this worksheet for the American Family time series data.

By using the charting feature of Excel, Hank generated Figure 7.21, which shows the fit of this line to the time series.


FIGURE 7.20 Excel Spreadsheet for American Family Time Series


FIGURE 7.21 Hank's Forecast Using Linear Regression

## JUANITA'S FORECAST USING HOLT'S TECHNIQUE

Juanita has decided that she wants to track the time series level and trend slowly; hence she has selected smoothing constants of $\alpha=.1$ for the level and $\gamma=.2$ for the trend. To begin the Holt process, the first step is to set the initial values for the level and trend and first forecast based on the data for years 1 and 2. Here,

$$
\begin{array}{ll}
\mathrm{L}_{2}=\mathrm{y}_{2} & =2280 \\
\mathrm{~T}_{2}=\mathrm{y}_{2}-\mathrm{y}_{1}=2280-1990=290 \\
\mathrm{~F}_{3}=\mathrm{L}_{2}+\mathrm{T}_{2}=2280+290=2570
\end{array}
$$

Then the recursive formulas can be applied to years 3 through 10. For years 3 and 4 , for example, Holt's method proceeds as follows.

Year 3:

$$
\begin{array}{lll}
\mathrm{L}_{3}=.1 \mathrm{y}_{3}+(1-.1) \mathrm{F}_{3} & =.1(2328)+.9(2570) & =2545.80 \\
\mathrm{~T}_{3}=.2\left(\mathrm{~L}_{3}-\mathrm{L}_{2}\right)+(1-.2) \mathrm{T}_{2} & =.2(2545.80-2280)+.8(290) & =285.16 \\
\mathrm{~F}_{4}=\mathrm{L}_{3}+\mathrm{T}_{3} & =2545.80+285.16 & =2830.96
\end{array}
$$

Year 4:

$$
\begin{array}{lll}
\mathrm{L}_{4}=.1 \mathrm{y}_{4}+(1-.1) \mathrm{F}_{4} & =.1(2635)+.9(2830.96) & =2811.36 \\
\mathrm{~T}_{4}=.2\left(\mathrm{~L}_{4}-\mathrm{L}_{3}\right)+(1-.2) \mathrm{T}_{3} & =.2(2811.36-2545.80)+.8(285.16) & =281.24 \\
\mathrm{~F}_{5}=\mathrm{L}_{4}+\mathrm{T}_{4} & =2811.36+281.24 & =3092.60
\end{array}
$$

This process is repeated for years $5,6,7,8,9$ and 10 . The results calculated using Excel are shown in Figure 7.22. The forecast for year 11 is:

$$
\mathrm{F}_{11}=\mathrm{L}_{10}+\mathrm{T}_{10}=4337.17+256.20=4593.38
$$

American Family Holt's.xis

FIGURE 7.22
Holt's Forecast for American Family Products


Using the last estimate for the trend, $\mathrm{T}_{10}=256.20$, Juanita will have a forecast for each future year that will be 256.20 higher than that of the previous year's forecast. Thus her forecast for year 12 is:

$$
\mathrm{F}_{12}=\mathrm{F}_{11}+\mathrm{T}_{10}=4593.38+256.20=4849.58
$$

The formulas and steps required to complete the spreadsheet in Figure 7.22 are straightforward based on the previously outlined Holt approach and are shown on the figure. We see that indeed the forecasts for the next two years are $\mathrm{F}_{11}=$ 4593.38 and $\mathrm{F}_{12}=4849.58$, respectively.

As an alternative to having to program Excel to do Holt's technique, one can use the Holt's worksheet contained in the forecasting.xls template. Figure 7.23 shows the spreadsheet for Juanita's forecast. The results are identical to those shown in Figure 7.22.

American Family Forecast.xls

FIGURE 7.23
Excel Spreadsheet Showing
Holt's Method Forecast


We observe from Figure 7.23 that in all but one year (year 5) the forecast error was negative. This indicates that the technique regularly forecasts values higher than the actual data values. The principal reason for this is that the initial value selected for the trend, 290, is too high. (Recall from the linear regression analysis that the slope of the regression line is only 229.89.) For example, using the template with an initial trend value of 229.89 results in the spreadsheet shown in Figure 7.24. We now see a more even distribution of the error terms and a reduction in the MSE from $72,994.37$ to $25,363.16$.


FIGURE 7.24
Excel Spreadsheet Showing Holt's Method Forecast

## TRANSFORMING MODELS WITH NONLINEAR TREND INTO MODELS WITH LINEAR TREND

While the focus of our analysis has been on time series with linear trend, the trend in some time series models is decidedly nonlinear. Numerous techniques have been developed for solving these models as well. For instance, if the plot of a time series seems to indicate quadratic trend, one could hypothesize the model: $\mathrm{y}_{\mathrm{t}}=$ $\beta_{0}+\beta_{1} t+\beta_{2} t^{2}+\epsilon$. One approach to determining the best fitting parabola through these points is to use multiple regression, with the " $x$-values" being the values of $t$ and $t^{2}$, respectively.

By appropriate transformations, some nonlinear models can be converted into linear models so that the techniques discussed in this chapter can be used to perform forecasts. In the case of the quadratic model, $\mathrm{y}_{\mathrm{t}}=\beta_{0}+\beta_{1} \mathrm{t}+\beta_{2} \mathrm{t}^{2}+\epsilon_{\mathrm{t}}$, the difference between successive pairs of data values yields a linear model. We can then use a forecast based on these differences to determine the forecast for the original time series.

Another model that can be transformed into a linear model is an exponential model of the form $y_{t}=\beta_{0} \beta_{1}^{t} \gamma_{\mathrm{t}}$. If we take logarithms of both sides, we get the following linear model:

$$
\begin{equation*}
\log \left(y_{\mathrm{t}}\right)=\log \left(\beta_{0}\right)+\mathrm{t} \log \left(\beta_{1}\right)+\log \left(\epsilon_{\mathrm{t}}\right) \tag{7.8}
\end{equation*}
$$

We can then obtain a forecast for $\log \left(y_{\nu}\right)$ and transform it back into a forecast for $y_{t}$ using the relationship $y_{t}=e^{\log (t)}$.

## OTHER FORECASTING TECHNIQUES FOR MODELS WITH LINEAR TREND

In addition to linear regression and Holt's method, a number of other techniques exist for forecasting time series with linear trend. Like Holt's technique, some of these methods are based on exponential smoothing. One method not based on exponential smoothing but on the difference between successive time series values is described in Appendix 7.4 on the accompanying CD-ROM.

### 7.5 Time Series with Trend, Seasonal, and Cyclical Variation

In the previous section, we considered how to develop forecasting models that account for trend in the time series. Many time series, however, exhibit seasonal and cyclical variations along with trend. Such variation principally arises due to calendar, climatic, or economic factors. When these patterns can be anticipated, they should be accounted for in the forecasting model in order to improve the accuracy of the forecasts.

Two models that account for trend, seasonal, and cyclical variation are the additive model and the multiplicative model:

Additive Model

$$
\begin{equation*}
\mathrm{y}_{\mathrm{t}}=\mathrm{T}_{\mathrm{t}}+\mathrm{S}_{\mathrm{t}}+\mathrm{C}_{\mathrm{t}}+\epsilon_{\mathrm{t}} \tag{7.9}
\end{equation*}
$$

## Multiplicative Model

$$
\begin{equation*}
y_{t}=T_{t} S_{t} C_{t} \epsilon_{\mathrm{t}} \tag{7.10}
\end{equation*}
$$

In these models,
$y_{t}=$ the time series value at time $t$
$\mathrm{T}_{\mathrm{t}}=$ the trend component of the time series at time t
$S_{t}=$ the seasonal component of the time series at time $t$
$C_{t}=$ the cyclical component of the time series at time $t$
$\epsilon_{\mathrm{t}}=$ the random error component of the time series at time t
The major difference between the two models is how one views the effects of the cyclical and seasonal variations on trend. An additive model is more appropriate when the seasonal and cyclical variations do not change in proportion to the time series values; whereas a multiplicative model is more appropriate if they do.

To illustrate this difference, consider a forecast of electricity consumption for a household that has electric baseboard heating and electric air conditioning. We would expect a seasonal variation in electricity usage due to heating in the winter and cooling in the summer. As measured in kilowatt hours, we expect seasonal effects to be additive because, while the overall electrical usage may increase over time (due to the family's purchase of more electrical appliances), the change in kilowatt usage during the winter and summer due to climatic variations does not vary in proportion to overall usage. In this case, an additive forecasting model may be appropriate.

On the other hand, if the cost of electricity is being forecast and the household is in a region in which the cost per kilowatt hour has been rising rapidly, the trend in cost data may be due primarily to the higher cost per kilowatt hour rather than the increase in the number of kilowatt hours used. If this is the case, the variation in utility cost in the summer and winter is proportional to the overall cost, and a multiplicative model is more appropriate.

In an additive model, the magnitude of the seasonal variations is reasonably constant over time, while in a multiplicative model the magnitude of the seasonal variations grows in proportion to the trend of the series. Because the effects of seasonality can usually be more appropriately modeled as a percentage of the trend (such as in the case of a time series dealing with the cost of electricity), multiplicative time series models are more frequently used to handle seasonal variation.

One technique often used to develop an additive or multiplicative forecasting model is classical decomposition. In this technique, the trend, cyclical, and seasonal components are isolated and forecast separately. The random error component is assumed to have a mean of 0 for additive models and a mean of 1 for multiplicative models. Once the trend, seasonal, and cyclical component forecasts have been determined, in additive models they are added together to obtain forecasts for the time series, while in multiplicative models they are multiplied together to obtain forecasts.

The classical decomposition approach is somewhat complicated, although the work can be done quite easily using Excel. The idea is the following.

1. Smooth the data so that the seasonal and random effects are removed from the data. We will use a centered moving average approach by assigning the average over all $n$ seasons to its centered value. For example, with daily data we would average seven days of data. That is, the average from Sunday (period 1) to Saturday (period 7) would be assigned to the "middle" period Wednesday (period 4), the average from Monday (period 2) to the next Sunday (period 8) would be assigned to period 5 (Thursday), and so on.

When there are an even number of seasons, like quarters, the average of the first four quarters (beginning with period 1 ) will be assigned to period 2.5 , the average of the four quarters beginning with period 2 to period 3.5 , and so on. Since there is no period 2.5 or 3.5 , the average of these two values will provide the centered moving average for period 3 . You can verify that this is equivalent to assigning weights of $\frac{1}{8}$ to periods 1 and 5 and weights of $\frac{1}{4}$ to periods 2,3 , and 4 .
2. Determine the period factors by dividing the actual data value by its centered moving average.
3. Determine unadjusted seasonal factors by averaging all the period factors corresponding to the same season.
4. Determine adjusted seasonal factors by dividing each seasonal factor by the average of all seasonal factors. This ensures that the average adjusted seasonal factor is 1 .
5. Determine deseasonalized data values for all values of the time series by dividing the actual values of the time series by their corresponding adjusted seasonal factor. This will allow us to determine the overall trend component, absent the seasonality effects.
6. Determine a trend forecast of the deseasonalized values. We will use linear regression on the deseasonalized time series to do this.
7. Determine an adjusted seasonal forecast by multiplying each unadjusted forecast value by its appropriate seasonal factor.

## USING CLASSICAL DECOMPOSITION FOR MULTIPLICATIVE MODELS

The following example illustrates the classical decomposition approach for a multiplicative model. A similar approach can be used for an additive model.

## CANADIAN FACULTY ASSOCIATION (CFA)

The Canadian Faculty Association (CFA) is the exclusive bargaining agent for the approximately 21,000 faculty members who teach in state-supported Canadian colleges and universities. Under Canadian law, membership in the organization is voluntary, but CFA is required to represent the interests of all full-time and parttime faculty, as well as librarians and coaches. Membership in the organization has grown gradually over the years. However, because approximately half the teaching faculty are lecturers who are hired on a year-to-year basis, membership in the organization tends to decline in the summer months and increase during the academic year.

While some 210 members pay dues to the organization directly, the vast majority pay through payroll deduction. Table 7.6 shows average CFA membership based on payroll deduction each quarter during the four-year period 1997-2000.

To prepare the budget for the 2001 fiscal year, the CFA treasurer requires a forecast of average quarterly membership during 2001.

Table 7.6 Average Dues-Paying CFA Members Through Payroll Deduction

| Period | Year | Quarter | Average Membership |
| :---: | :---: | :---: | :---: |
| 1 | 1997 | 1 | 7130 |
| 2 |  | 2 | 6940 |
| 3 |  | 3 | 7354 |
| 4 | 1998 | 4 | 7556 |
| 5 |  | 2 | 7673 |
| 6 |  | 3 | 7332 |
| 7 | 1999 | 4 | 7662 |
| 8 |  | 1 | 7809 |
| 9 |  | 2 | 7872 |
| 10 | 2000 | 4 | 7551 |
| 11 |  | 1 | 7989 |
| 12 | 2 | 8143 |  |
| 13 |  | 3 | 8167 |
| 14 |  | 7 | 7902 |
| 15 |  | 8268 |  |
| 16 |  | 8436 |  |

## SOLUTION

The first step is to graph this data over time to get an idea of the enrollment pattern. Using the Chart feature in Excel, we obtain the graph shown in Figure 7.25 of the average membership paid through payroll deduction over the 16 periods.


As we see from Figure 7.25, membership is gradually increasing over time and exhibits a pattern of seasonal variation within each calendar year. Since it is believed that changes in average quarterly membership will increase as the general level of membership increases, we will use the following multiplicative model for the forecast:

$$
y_{t}=T_{t} S_{t} C_{t} \epsilon_{t}
$$

Appendix 7.7 on the accompanying CD-ROM details the steps of performing classical decomposition for this problem using Excel. As an alternative to developing an Excel spreadsheet to perform the forecast however, one may simply use the
worksheet Class.Decomp. on the forecast.xls template. Figure 7.26 shows the template results for the CFA problem. Forecasts for next twelve periods are given in row 8 . To forecast a specific future period one can input the period number in cell H 2 and the forecast will be displayed in cell J2.

Thus we forecast that the average number of members who elect payroll deduction during the first quarter of the next year will be 8523 . We predict 8186 during the second quarter, 8600 during the third quarter, and 8773 during the fourth quarter. Adding the 210 who pay dues directly each quarter gives a forecast for total average membership of $8733,8396,8810$, and 8983 during each of the four quarters, respectively.

FIGURE 7.26
Output for CFA Problem Using Forecast.xIs Template

Based on this analysis for CFA membership, the Student Consulting Group prepared the following memorandum to the treasurer of the CFA. In this memo, a graph of the membership over the four years is presented, and the forecasts are summarized in an easy-to-read table.

## -SCG.

Student Consulting Group

## MEMORANDUM

To: Dr. Abigale Jarmon-Thomas, Treasurer-Canadian Faculty Association
From: Student Consulting Group
Subj: Forecasted Membership, Fiscal Year 2001
We have prepared a forecast for the membership of the Canadian Faculty Association for each quarter of fiscal year 2001 by separating the members who pay through payroll deduction from those who pay their dues directly to the
organization. The reason for this distinction is that, while the membership paying dues directly has remained fairly constant at approximately 210 members over the past four years, the number paying by payroll deduction has varied significantly from month to month. Hence our approach is to add a constant 210 members to the forecasted number of members paying by payroll deduction in order to obtain a forecast of total membership.


FIGURE 1 Average Payroll Deduction for Members over Four-Year Period

In developing this forecast, we have analyzed a historical pattern of membership to gain insight into its trend and variability. Figure 1 shows the membership pattern of average payroll deduction members over the past four-year period.

Based on this pattern, we have determined a forecasting model for members paying dues through payroll deduction. This model accounts for both the upward trend and periodic variation in membership, and it gives the following quarterly forecast of total membership (including those who pay directly to the organization).

Quarter

1. 2001
2. 2001
3. 2001
4. 2001

## Membership

Forecast
8733
8396
8810 8983

It is important to realize that these forecasts implicitly assume that the historic trend in the past years' data will continue into the upcoming year. It is our understanding that the current fiscal difficulties experienced by a number of Canadian provinces may result in a decrease in the number of faculty employed by state-supported universities, which in turn, would be expected to have a negative impact on CFA membership.

If this situation does arise, it would be necessary to revise our forecast of membership downward. Hence we recommend close monitoring of provincial budgets, and, if there is a decrease in employment, we can modify the forecast appropriately.

We hope that this information has been of value to you. Should you have any questions, please do not hesitate to contact us.

## THE ADDITIVE MODEL

We conclude this section by considering an additive forecasting model for time series that exhibit trend, seasonal, and cyclical components. If we believe that an additive model is appropriate for forecasting, we can use a decomposition approach similar to that described earlier for the multiplicative model. However, another technique, based on multiple regression, is often used for such models.

In the multiple regression approach to forecasting models with trend and seasonal effects, dummy variables are introduced to denote the seasons. We use this technique to analyze the situation at Troy's Mobil Station.

## TROY'S MOBIL STATION

Troy's Mobil station is located in the resort town of Liberty, New York. Over the past five years, Troy has kept track of his daily gasoline sales and noticed an apparent fluctuation in sales during each of the four seasons.

While the town has experienced a steady increase in the year-round population over this period, Troy feels that most of the seasonal variation in sales can be attributed to the varying number of tourists who visit the region throughout the year. Table 7.7 shows the average number of gallons of gasoline Troy has sold daily over the past five years during each of the four seasons. (Year 5 is the most recent year.)

Troy is interested in forecasting the average daily gasoline sales during each of the four seasons over the upcoming year in order to determine his inventory and personnel needs.

Table 7.7 Average Gallons of Gasoline Sold Daily at Troy's Mobil Station

| Season | Year |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Fall | 3497 | 3726 | 3989 | 4248 | 4443 |
| Winter | 3484 | 3589 | 3870 | 4105 | 4307 |
| Spring | 3553 | 3742 | 3996 | 4263 | 4466 |
| Summer | 3837 | 4050 | 4327 | 4544 | 4795 |

## SOLUTION

Figure 7.27 shows the pattern of average gasoline sales over the five-year period. Because the change in the number of tourists each season has been fairly constant

over the past five years, an additive seasonality model may be appropriate. Multiple regression can be used to generate these forecasts.

In this approach, the item being forecasted (gasoline sales) is the dependent (y) variable. The independent variables are the period number and dummy variables that indicate the period's season. The dummy indicator variable for a season is 1 if the period corresponds to that season; otherwise, it is 0 . Since there are four seasons, only three dummy variables are used; season 4 is indicated by assigning 0 's to the other three. ${ }^{5}$ Thus, the model (neglecting the cyclical component) is:

$$
\begin{equation*}
\mathrm{y}_{\mathrm{t}}=\beta_{0}+\beta_{1} \mathrm{t}+\beta_{2} \mathrm{~F}+\beta_{3} \mathrm{~W}+\beta_{4} \mathrm{~S}+\epsilon_{\mathrm{t}} \tag{7.11}
\end{equation*}
$$

where: $\quad t=$ period number
$\beta_{0}=$ level of the time series
$\beta_{1}=$ slope (trend) of the time series
$\beta_{2}=$ seasonal factor for fall
$\beta_{3}=$ seasonal factor for winter
$\beta_{4}=$ seasonal factor for spring
$\mathrm{F}=$ indicator for fall
W = indicator for winter
$\mathrm{S}=$ indicator for spring
$\epsilon_{\mathrm{t}}=$ random term in period t
That is, F, W, and S are binary variables denoting the appropriate season (i.e., 1, if the period corresponds to that season and 0 , if it does not. Summer is indicated by $F=0, W=0$, and $S=0$ ). The data for this problem are summarized in Table 7.8. Our objective is to obtain estimates for the parameters, $\beta_{0}, \beta_{1}, \beta_{2}, \beta_{3}$, and $\beta_{4}$, of the multiple regression model.

Table 7.8 Quarterly Input Data for Troy's Mobil Station Problem

| Year | Season | $y_{t}$ | $t$ | $F$ | W | S |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Fall | 3497 | 1 | 1 | 0 | 0 |
|  | Winter | 3484 | 2 | 0 | 1 | 0 |
|  | Spring | 3553 | 3 | 0 | 0 | 1 |
| 2 | Summer | 3837 | 4 | 0 | 0 | 0 |
|  | Fall | 3726 | 5 | 1 | 0 | 0 |
|  | Winter | 3589 | 6 | 0 | 1 | 0 |
|  | Spring | 3742 | 7 | 0 | 0 | 1 |
| 3 | Summer | 4050 | 8 | 0 | 0 | 0 |
|  | Fall | 3989 | 9 | 1 | 0 | 0 |
|  | Winter | 3870 | 10 | 0 | 1 | 0 |
|  | Spring | 3996 | 11 | 0 | 0 | 1 |
| 4 | Summer | 4327 | 12 | 0 | 0 | 0 |
|  | Fall | 4248 | 13 | 1 | 0 | 0 |
|  | Winter | 4105 | 14 | 0 | 1 | 0 |
|  | Spring | 4263 | 15 | 0 | 0 | 1 |
| 5 | Summer | 4544 | 16 | 0 | 0 | 0 |
|  | Fall | 4443 | 17 | 1 | 0 | 0 |
|  | Winter | 4307 | 18 | 0 | 1 | 0 |
|  | Spring | 4466 | 19 | 0 | 0 | 1 |
|  | Summer | 4795 | 20 | 0 | 0 | 0 |

[^41]We avoid building a specific worksheet by using the forecast.xls template. It contains a worksheet titled Add. Model. This worksheet automatically adds the necessary independent variables to the spreadsheet. All one must do is specify the number of periods of data collected in cell E 2 , the number of seasons in cell E 3 , and the time series values in column A beginning in row 7. Figure 7.28 gives the spreadsheet for Troy's Mobil station using the Add. Model worksheet.

Troy's Forecast.x|s


FIGURE 7.28 Excel Spreadsheet for Troy's Mobil Station Data

We can use the regression analysis option under data analysis to determine the appropriate multiple regression equation. The dependent variable is in column A, and the independent variables are in columns B through E in this example. The rows 1 through 21 in Figure 7.29 show this output.

We note that all the p-values for the period and the seasons are well below any typical value of $\alpha$ such as .05 . Hence we can conclude that all factors in this seasonal model are significant. If only some of the p-values proved significant, one would have to decide whether a model that included all the seasonal variables was more useful than one that did not. One test that can be used to determine this is the reduced F -test. The details of this approach are included on the accompanying CD-ROM in Appendix 7.5.

Since all the factors in this model are significant, we can program Excel to generate the forecasted values. We put the periods of interest in A24:A27. The unadjusted forecasts are then given using the simple linear regression equation. This is done in cells B24:B27. These numbers are then adjusted for the season in cells C24:C27. This is done by adding the seasonal components given in cells B19:B22 (note that B22 is a blank cell since the summer quarter has no seasonal adjustment) to the unadjusted forecasts in cells B24:B27. Thus we forecast average daily sales for next year to be 4680.575 gallons in the fall, 4570.975 in the winter, 4703.975 in the spring, and 5010.575 in the summer.


FIGURE 7.29 Excel Output for Troy's Mobil Station

## Z. 6 Other Forecasting Techniques

## BOX-JENKINS METHOD

Often, the analyst may not know which model is the most appropriate for describing a time series. Ideally, we would like a technique that can help us select the appropriate underlying forecasting model. A popular advanced forecasting technique, known as the Box-Jenkins method, does just that. While the use of this method is beyond the scope of this text, a brief overview of how it works is worthwhile.

The Box-Jenkins method makes use of the autocorrelation function and a related function, known as the partial autocorrelation function, to identify the appropriate forecasting model. The technique bases its forecasts on a combined autoregressive and moving average model. It is called autoregressive because the forecast is based on historic time series values. In addition, n period differences between time series values are used in this forecasting model. These are known as ARIMA, or autoregressive-integrated-moving average, forecasting models.

## FORECASTING USING MULTIPLE TIME SERIES

While we have focused on forecasting a single time series in this chapter, frequently, several time series are used to derive a forecast. For example, a video rental store may be able to forecast rental demand for a particular movie title based not only on past rental demand, but also on box office receipts during the movie's theatrical release. Similarly, a nationwide retailer selling replacement tires for automobiles could base its forecast of future tire demand not only on the time series of past sales of the tire brand, but also on the time series of past sales of new automobiles. Typically, a technique such as multiple regression is used for models in which more than one time series is used to derive the forecast.

Forecasting an item of interest may require the performance of several different forecasts. For example, a security analyst who wants to forecast a firm's upcoming quarterly profit typically forecasts not only revenues for each of the company's principal divisions or product lines, but also costs for major expense items, such as advertising, labor, and materials. In turn, forecasting revenue for a company's product line may require separate forecasts for both the total market for the product and the company's market share.

## QUALITATIVE APPROACHES TO FORECASTING

Time series data may not always be available. For example, a new product has no past history on which to base sales forecasts. When historic time series data are not available (or when they are considered nonrepresentative of future values), we normally gather "expert" opinions on which to base a forecast.

One way to coalesce these opinions into a consensus is through a method known as the Delphi Technique. In this method, each member of a panel of experts is asked individually to give his or her forecast. The makeup of the expert panel is typically kept secret from the panel members. Forecasts are compiled into an anonymous list and returned to the experts so that panel members can revise their forecasts if necessary in light of the responses given by other panel members. After revision, the list is again circulated for possible additional revisions. The process continues until a reasonably consistent consensus is reached.

Another qualitative technique for generating forecasts is scenario writing. In this technique, we begin with a well-defined set of assumptions and build a scenario regarding the future based on these assumptions. Usually, several scenarios are developed based on different sets of assumptions. The decision maker then selects the scenario that corresponds to the set of assumptions believed most likely to occur.

## Z. 7 Summary

In this chapter, we have examined the process of generating a forecast. In particular, we have focused on how, based on time series data, we determine the appropriate forecasting model to use, and we have discussed techniques that can be applied to these various models in order to obtain forecasts.

Time series that exhibit a stationary pattern can be forecast using techniques such as simple or weighted moving averages or exponential smoothing. Of special concern when selecting the appropriate technique is the ability of the forecast model to respond quickly to changes so that future forecast errors are not too severe.

Some time series exhibit linear trend without seasonal or cyclical factors. Linear regression and Holt's exponential smoothing approach are two techniques for forecasting such models. Other time series exhibit trend, seasonality, and cyclical factors. A multiplicative or an additive model may be appropriate for forecasting such time series. The multiplicative model relies on the classical decomposition technique, whereas a technique based on multiple regression is frequently used for forecasting an additive model.

Other forecasting methods include advanced time series techniques and qualitative approaches that can be used when time series data are not available. Table 7.9 summarizes the principal time series forecasting techniques discussed in this chapter.

It is important to realize that forecasting is not an exact science. No matter which technique is selected, the goal is the same: to develop a prediction regarding the future that is more accurate than simply guessing.

Table 7.9 Principal Forecasting Techniques

| Time Series Model | Technique | Comments |
| :---: | :---: | :---: |
| Stationary | Last Period | Pros: Forecast is extremely easy to calculate; requires only one data value to perform forecast; tracks changes in the time series quickly. <br> Cons: Past time series data are ignored; forecast errors may be large. |
|  | Moving Average | Pros: Easy to calculate forecast; uses past series values. <br> Cons: Each historic period is given the same weight; data beyond a certain age are ignored; may be difficult to determine how many periods should be used; data for n periods must be stored in the system; tracks changes in the time series gradually. |
|  | Weighted Moving Average | Pros: Uses past time series values but gives greater weight to more recent observations; useful for stationary time series that exhibit autocorrelation; can track changes in the time series quickly. <br> Cons: May be difficult to determine how many periods to use and the weights to assign to each period; data beyond a certain age are ignored; data for $n$ periods must be stored in the system. |
|  | Exponential Smoothing | Pros: Fairly easy to calculate forecast; uses past time series values indirectly; only two data values must be stored in the system to perform the forecast; can track changes in the time series quickly; useful for stationary time series which exhibit autocorrelation. <br> Cons: May be difficult to determine the appropriate smoothing constant and initial forecast value to use; the relative weights given to past observations are fixed by the choice of the smoothing constant. |
| Trend | Linear Regression | Pros: Determines the forecasting model that gives the smallest mean squared forecast error; uses as much historic data in developing the forecast as desired. <br> Cons: May not be appropriate if the random error terms are not independent or if they do not have constant variance; data for n periods must be stored in the system; assumes linear trend will continue forever into the future; forecast will track changes quite slowly. |
|  | Holt's Linear Exponential Smoothing | Pros: Forecast can respond rapidly to changes in the time series values; a small number of historical values must be stored in the system in order to perform the forecast. <br> Cons: It may be difficult to determine the appropriate values for the smoothing constants as well as the initial forecast values; forecast calculations are somewhat difficult to perform. |
| Trend, Seasonal and Cyclical Component Models | Classical Decomposition for Multiplicative Models | Pros: The effects of the various factors on the forecast are clear; calculations are fairly straightforward. <br> Cons: May be difficult to determine the cyclical factors; calculations may be time consuming; tracks changes in the time series components slowly. |
|  | Multiple Regression for Additive Models | Pros: Easy to perform; the effects of seasonal and trend components on the time series are clear. <br> Cons: May be difficult to incorporate cyclical variation; tracks changes in the time series components slowly. |

## On the CD-ROM

- Excel regression analysis
- Last period technique spreadsheet
- Moving average technique spreadsheets
- Four-period weighted moving average technique spreadsheets
- Exponential smoothing technique spreadsheets
- Regression technique spreadsheets
- Holt's method spreadsheets
- Classical decomposition spreadsheets
- Additive model spreadsheet
- Excel template for solving forecasting problems
- Test for Trend
- Test for Autocorrelation
- Forecasting Based on Taking First Differences
- Determining Whether to Include Dummy Seasonal Variables in Regression Models
- Use of Exce! Trendline Feature
- Developing an Excel Spreadsheet for Performing Classical Decomposition
- Problem Motivations
- Problems 41-50


## YoHo Yo-Yo.xis

YoHo last-period technique.xls
YoHo four-period moving average technique.xls YoHo Forecast.xls

YoHo four-period weighted moving average technique.xls four-period weighted moving average.xls exponential smoothing.xls
YoHo exponential smoothing.xls Solver exponential smoothing.xls
American Family Regression.xls American Family Forecast.xls

American Family Holt's.xls American Family Forecast.xls American Family Forecast (revised).xls

CFA Decomposition.xls
CFA Forecast.xls
Troy's Forecast.xls
forecast.xls

## Appendix 7.2

Appendix 7.3
Appendix 7.4

Appendix 7.5

Appendix 7.6
Appendix 7.7

Problem Motivations
Additional Problems/Cases

## APPENDIX 7.1

## Using the forecast.xls Template

## FORECASTING STATIONARY MODELS

For stationary models, the worksheets are Simple MA (simple moving average), Weighted MA (weighted moving average), and Exp. Smooth. (exponential smoothing). For each of these worksheets, the required input includes the number of periods in the time series and the values for the parameters of the model. Note that the last period technique can be performed using the Simple MA worksheet by entering 1 for the number of periods for the Moving Average. Each worksheet can handle forecasting problems with up to 60 periods of data.

For example, the Moving Average worksheet requires the number of periods to be used to calculate the moving average, the Weighted Moving Average worksheet requires the desired weights to be used, and the Exponential Smoothing worksheet requires the value of the smoothing constant, $\alpha$.

When the number of periods of data collected is entered, the period numbers automatically appear in column A of the worksheet. The user must then input the corresponding values of the time series in column B. The resulting output includes the stationary forecasted value for the next and all succeeding time periods as well as the values of the four performances measures (the MAD, MSE, MAPE, LAD).

Figure A7.1 shows the Weighted MA worksheet on the forecast.xls template.


## MODELS WITH TREND

The Lin. Reg. worksheet will determine a forecast using linear regression. To use this worksheet, one enters the number of periods of data that have been collected in cell E2 and the appropriate data values in column B beginning in row 12. The
template will give the forecast values for the next 12 periods in row 8 . To obtain a forecast beyond that time horizon, one simply enters the desired period number in cell H2. Then the forecast value appears in cell J2. Figure A7.2 shows the Lin. Reg. worksheet.


The Holt's worksheet will determine a forecast using Holt's method. In the template, the number of periods of data collected is entered in cell E2, the smoothing constant $\alpha$ is entered in cell E3, and the smoothing constant $\gamma$ is entered in cell E 4 . The template will automatically enter the initial level value in cell E5 using the formula $L_{2}=y_{2}$. If you wish to use a different initial level, you may override this value and put a different number in cell E5. Similarly, in cell E6 the template will automatically enter the initial trend value using the formula $\mathrm{T}_{2}=$ $y_{2}-y_{1}$. Again, one is free to override this value and enter a different estimate in cell E6 for the initial trend.

After entering the data, the forecast for the next 12 periods is given in row 10 of the template. For periods beyond this time horizon, the period value can be entered in cell H 2 and the forecast corresponding to that period will be shown in cell J2. Figure A7.3 shows the Holt's worksheet.

## MODELS WITH SEASONALITY

The Class. Decomp. worksheet will forecast using the classical decomposition method. In order to use this worksheet, one must specify the number of data points collected in cell E2, the number of seasons in cell E3, and the data values in column B beginning in row 12. The spreadsheet then calculates the forecast for the next 12 periods and displays these values in row 8 . If one wishes to determine the forecast for a specific period, the period number can be entered into cell H2 and the forecast will be displayed in cell J2. Figure A7.4 shows the Class. Decomp. worksheet.

FIGURE A7.3
Holt's Worksheet

FIGURE A7. 4
Class. Decomp. Worksheet



The Add. Model worksheet can be used to set up the necessary format to do a multiple regression, with the period and seasons being the independent variables. It can handle problems with up to 12 seasons and for which 60 periods of data have been collected. The number of periods of data collected is entered in cell E2, and the number of seasons is entered in cell E3. The template will automatically add the period numbers in column $B$ and the dummy seasonal values in columns $C$ through $M$. The time series values are entered in column $B$ beginning in row 7 .

Once the data have been entered into the Add. Model worksheet, one can use Regression (found under Tools/Data Analysis) in order to determine the parameters for the model. Figure A7.5 shows the Add. Model worksheet.

FIGURE A7.5
Add. Model Worksheet


## Problems

* Data files for the problems in this chapter are contained on the accompanying CD-ROM in the Excel file folder for Chapter 7. The file names correspond to the company names.

1. Monthly water usage at the Smith Insurance Agency for the past year, as measured in 100s of cubic feet, has been as follows:

| Period | Month | Usage |
| :---: | :--- | :---: |
| 1 | January | 17 |
| 2 | February | 24 |
| 3 | March | 21 |
| 4 | April | 20 |
| 5 | May | 17 |
| 6 | June | 21 |
| 7 | July | 21 |
| 8 | August | 19 |
| 9 | September | 17 |
| 10 | October | 18 |
| 11 | November | 20 |
| 12 | December | 21 |

a. Graph this time series. Does a stationary model seem appropriate?
b. Using regression, show that a stationary model is reasonable.
c. Using a four-month moving average, forecast water usage for the Smith Agency for both the upcoming month of January and the entire upcoming year.
d. What is the forecast for the upcoming month of January if a three-month weighted moving average with weights, $w_{1}=.6, w_{2}=.3$, and $w_{3}=.1$ is used?
e. Which of the above two forecasting methods would you recommend based on the mean absolute deviation error criterion?
2. Consider the data given for the Smith Agency water usage in problem 1.
a. Determine the forecast for the upcoming January if exponential smoothing is used with a smoothing constant of $\alpha=$.1.
b. Repeat part $a$ using $\alpha=.6$
c. Using the criterion of minimizing the mean squared forecast error, which smoothing constant, $\alpha=.1$ or $\alpha=.6$, appears to give better results?
3. Curaid Company wishes to forecast monthly sales for the upcoming year of its line of designer bandages, introduced two years ago and advertised using the slogan
"What the best-dressed cuts are wearing." Monthly sales (in gross) are as follows:

| Month | Sales | Month | Sales |
| :---: | :---: | :---: | :---: |
| 1 | 424 | 13 | 546 |
| 2 | 418 | 14 | 557 |
| 3 | 435 | 15 | 559 |
| 4 | 449 | 16 | 554 |
| 5 | 446 | 17 | 573 |
| 6 | 469 | 18 | 574 |
| 7 | 500 | 19 | 604 |
| 8 | 481 | 20 | 611 |
| 9 | 489 | 21 | 626 |
| 10 | 506 | 22 | 636 |
| 11 | 530 | 23 | 649 |
| 12 | 532 | 24 | 643 |

a. Graph this time series.
b. Show statistically that a linear trend forecasting model is appropriate.
c. Using a linear regression technique, forecast monthly sales for the next 12 -month period (i.e., months 25-36).
4. Consider the data in problem 3.
a. Use Holt's Technique with $\alpha=.2$ and $\gamma=.3$ to perform a forecast for the next 12 months.
b. Repeat part a using $\alpha=.5$ and $\gamma=.7$.
c. Which set of smoothing constants places more emphasis on more recent observations?
d. Using the MAD performance measure, for this data, which of the two sets of smoothing constants appears to give better forecasts?
5. Daily donut sales (in dollars) at Watson's Donuts for the past four weeks are as follows:

| Day | Week |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Sunday | 291.59 | 310.57 | 285.28 | 307.43 |
| Monday | 346.86 | 336.89 | 358.67 | 361.30 |
| Tuesday | 319.47 | 335.68 | 331.77 | 342.59 |
| Wednesday | 375.34 | 365.19 | 369.82 | 381.43 |
| Thursday | 356.73 | 371.82 | 395.44 | 402.56 |
| Friday | 298.93 | 343.96 | 363.45 | 357.17 |
| Saturday | 327.05 | 338.05 | 352.02 | 354.63 |

Assume that Watson's wishes to forecast daily sales for weeks 5 and 6 and wants to use a multiplicative model to account for seasonal (daily) variations. Using classical decomposition, determine the forecast of daily demand for weeks 5 and 6.
6. Weekly sales (in hundreds) of Pert shampoo at the SaveMor drug chain for the past 16 weeks are as follows:

| Week | Sales | Week | Sales |
| :---: | :---: | :---: | :---: |
| 1 | 65 | 9 | 72 |
| 2 | 61 | 10 | 78 |
| 3 | 68 | 11 | 73 |
| 4 | 67 | 12 | 75 |
| 5 | 74 | 13 | 68 |
| 6 | 82 | 14 | 64 |
| 7 | 75 | 15 | 73 |
| 8 | 63 | 16 | 79 |

Management wishes to forecast the annual demand for Pert shampoo in order to determine an optimal order policy.
a. Graph this time series.
b. Verify statistically that a stationary model is appropriate for forecasting this time series.
c. Using a four-period moving average, forecast the annual demand for Pert shampoo. (Assume sales $=$ demand.)
7. Consider the data given in problem 6. Use exponential smoothing with $\alpha=.10$ to forecast the annual demand for Pert shampoo.
8. Dixon Glass manufactures mason jars for use in home canning. Quarterly sales for this division (in millions of dollars) over the past five years are as follows (year 5 is the most recent year):

|  | Year |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
| Quarter | 1 | 2 | 3 | 4 | 5 |
| 1 | 7.8 | 7.2 | 6.8 | 6.6 | 6.3 |
| 2 | 12.1 | 10.7 | 11.4 | 10.3 | 10.2 |
| 3 | 9.4 | 8.5 | 8.2 | 7.4 | 8.6 |
| 4 | 5.3 | 4.9 | 4.3 | 5.2 | 4.2 |

Dixon management believes that an additive model incorporating seasonality is appropriate for forecasting upcoming quarterly sales. Using the multiple regression approach, forecast quarterly sales for year 6.
9. The Hillel Sandwich Shop is trying to estimate its profit for the upcoming month. In order to do this, it must forecast future sandwich sales. Below are the number of sandwiches sold each day of the five-day work week for the past four weeks (week 4 is the most recent week).

| Day | Week |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Monday | 140 | 162 | 172 | 159 |
| Tuesday | 156 | 135 | 163 | 132 |
| Wednesday | 172 | 158 | 141 | 135 |
| Thursday | 144 | 174 | 162 | 151 |
| Friday | 112 | 146 | 138 | 142 |

a. Graph this time series.
b. Determine whether the time series exhibits any linear trend.
c. Using a five-day moving average, forecast the number of sandwiches that will be sold daily during the upcoming week.
d. What is the forecast of the number of sandwiches sold daily during the upcoming week if the firm uses exponential smoothing? (Assume that the smoothing constant is $\alpha=$.10.)
10. Consider the data in problem 9.
a. If the firm wishes to use exponential smoothing to forecast the number of sandwiches sold daily, use Solver to determine the smoothing constant that minimizes the mean squared forecast error.
b. If the firm wishes to use a five-period weighted moving average for performing its forecast, use Solver to determine the weightings. Assume the criterion is to minimize the mean squared forecast error.
c. On the basis of your answers to parts (a) and (b), which forecasting method would you recommend for the company? Assume the criterion is to minimize the mean squared forecast error.
11. Net sales (in millions of dollars) for Armco Plastics over the past five years (year 5 is the most recent year) are as follows:

| Year | Sales |
| :---: | :---: |
| 1 | 107,742 |
| 2 | 112,346 |
| 3 | 122,168 |
| 4 | 125,598 |
| 5 | 126,610 |

Using the linear regression technique, forecast net sales of Armco Plastics for years 6 through 8.
12. Quarterly revenues (in $\$ 1000$ s) of the Gray Rabbit Hotel chain over the past five years have been as follows.

| Quarter | Year |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
|  | 5108 | 4871 | 5248 | 5365 | 5423 |
| 2 | 6121 | 5907 | 6214 | 6323 | 6408 |
| 3 | 6394 | 6485 | 6582 | 6647 | 6586 |
| 4 | 4593 | 4798 | 4893 | 5021 | 5134 |

On the basis of these data, use a multiplicative forecasting model based on classical decomposition to forecast quarterly revenues for year 6.
13. Student enrollments in the management science core class offered at a major university have been as follows: (See file management science.xls.)

| Period | Enrollment |
| :--- | :---: |
| Year 1 |  |
| Fall | 756 |
| Spring | 723 |
| Summer | 143 |
| Year 2 |  |
| Fall | 823 |
| Spring | 745 |
| Summer | 157 |
| Year 3 |  |
| Fall | 834 |
| Spring | 752 |
| Summer | 158 |
| Year 4 |  |
| Fall | 836 |
| Spring | 765 |
| Summer | 164 |

Using an additive model based on linear regression to account for seasonality, determine the enrollment forecast for fall, spring, and summer of year 5 .
14. Susan Wilson is considering purchasing an eight-unit apartment building as an investment. In order to determine her projected annual return, Susan must estimate the cost of natural gas used to provide hot water and heat to the building. The current owner has provided Susan with copies of the monthly gas bill over the past three years. These data are as follows (year 3 is the most recent year).

|  | Year |  |  |
| :--- | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| January | $\$ 396.87$ | $\$ 406.58$ | $\$ 429.04$ |
| February | $\$ 345.92$ | $\$ 429.56$ | $\$ 405.62$ |
| March | $\$ 287.56$ | $\$ 319.87$ | $\$ 347.29$ |
| April | $\$ 265.34$ | $\$ 306.45$ | $\$ 325.70$ |
| May | $\$ 194.13$ | $\$ 208.56$ | $\$ 254.55$ |
| June | $\$ 185.39$ | $\$ 196.49$ | $\$ 214.86$ |
| July | $\$ 156.43$ | $\$ 147.37$ | $\$ 187.72$ |
| August | $\$ 148.92$ | $\$ 174.63$ | $\$ 166.28$ |
| September | $\$ 239.58$ | $\$ 227.91$ | $\$ 245.18$ |
| October | $\$ 275.29$ | $\$ 269.02$ | $\$ 286.04$ |
| November | $\$ 295.06$ | $\$ 314.38$ | $\$ 337.91$ |
| December | $\$ 349.73$ | $\$ 319.34$ | $\$ 378.48$ |

Using a multiplicative model based on classical decomposition, forecast the gas utility cost of the apartment building for the upcoming year.
15. The production manager for Bee's Candy Company is trying to decide whether he should purchase cocoa futures to satisfy the firm's cocoa requirements for the upcoming six-month period. The average cost of purchasing cocoa in this fashion is $\$ 0.46$ per pound. The firm requires 140,000 pounds of cocoa in order to support production over this period.

The manager feels that purchasing futures contracts is worthwhile only if it costs an average of no more than $\$ 0.01$ per pound over purchasing the cocoa on the spot market. Average spot market prices per pound over the past 20 weeks are given in the following table (week 20 is the most recent week):

| Week | Cost/Pound | Week | Cost/Pound |
| :---: | :---: | :---: | :---: |
| 1 | $\$ .42$ | 11 | $\$ .48$ |
| 2 | .45 | 12 | .49 |
| 3 | .45 | 13 | .48 |
| 4 | .43 | 14 | .47 |
| 5 | .44 | 15 | .47 |
| 6 | .45 | 16 | .46 |
| 7 | .44 | 17 | .46 |
| 8 | .46 | 18 | .45 |
| 9 | .45 | 19 | .44 |
| 10 | .47 | 20 | .45 |

a. Graph this time series.
b. Show statistically that a stationary forecasting model is appropriate. (Test at $\alpha=.05$.)
c. Suppose that the manager uses exponential smoothing with a smoothing constant, $\alpha=.2$. If this procedure begins with an initial cost/pound forecast
of $\$ 0.42$, forecast the firm's cost of buying its cocoa requirements for the next six months on the spot market.
d. On the basis of your answer to part c, determine whether the firm should purchase futures contracts for the cocoa.
16. Consider the data given in problem 15. Suppose the manager uses a four-period weighted moving average with weights, $w_{1}=.4, w_{2}=.3, w_{3}=.2$, and $w_{4}=.1$. On the basis of this forecasting procedure, would you recommend that the firm purchase the future contract? Explain your reasoning.
17. Year-end book value per share of Kerf Group was as follows:

| Year | Book Value per Share |
| :---: | :---: |
| 1997 | $\$ 11.40$ |
| 1998 | 11.29 |
| 1999 | 10.91 |
| 2000 | 10.43 |
| 2001 | 9.92 |

On the basis of these data, Matt Wallace, a security analyst, wishes to forecast the book value per share of Kerf in 2006. Using the linear regression technique determine the book value per share for Kerf stock in:
a. 2006.
b. 2035. Comment.
18. The manager of a recently opened branch of Home Fed Bank wishes to forecast the number of customers who will arrive at the bank between 10 A.m. and 11 A.M. so that he can determine how many tellers should be working during this time period. The number of customers who arrived at the bank during this period was recorded for the past four weeks, and the following data were obtained. (Week 4 is the most recent week.)

| Day | Week |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Monday | 45 | 47 | 46 | 45 |
| Tuesday | 36 | 35 | 39 | 43 |
| Wednesday | 42 | 44 | 46 | 50 |
| Thursday | 34 | 38 | 44 | 44 |
| Friday | 46 | 49 | 51 | 53 |

a. Graph this time series.
b. Forecast the number of customer arrivals in week 5 using an additive model to account for seasonality.
19. McCoy Motors offers customers a choice of several lease plans. The plan that will be least expensive for a customer depends on the expected number of miles the customer will drive over the first 12 months of the lease. Stan Bender is trying to decide which lease plan to choose and therefore wishes to forecast the number of miles he will drive the car over the lease period. He has reviewed his income tax records over the past two years and found that his monthly mileage is as follows (year 2 is the more recent year).

|  | Year |  |
| :--- | :---: | :---: |
|  | 1 | 2 |
| January | 1051 | 1398 |
| February | 1145 | 1366 |
| March | 1076 | 1425 |
| April | 1344 | 1286 |
| May | 1276 | 1342 |
| June | 1286 | 1451 |
| July | 1157 | 1486 |
| August | 1398 | 1385 |
| September | 1339 | 1468 |
| October | 1291 | 1536 |
| November | 1365 | 1422 |
| December | 1528 | 1449 |

a. Graph this time series.
b. Verify statistically that this time series exhibits linear trend.
c. Using a linear regression approach, forecast Stan's mileage over the one-year lease period.
20. Consider the data in problem 19. If Stan uses Holt's method for forecasting mileage over the one-year period, with $\alpha=.1$ and $\gamma=.2$, what is the forecast for his mileage over the one-year lease period?
21. Pat Young, manager of the Burger Barn restaurant in Logan, Utah, is interested in determining an optimal inventory policy for frozen french fries. The number of pounds of french fries used by the restaurant over the past 15 weeks is as follows:

| Week | Pounds | Week | Pounds | Week | Pounds |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 16,400 | 6 | 14,800 | 11 | 17,300 |
| 2 | 15,500 | 7 | 16,100 | 12 | 16,800 |
| 3 | 18,200 | 8 | 15,600 | 13 | 17,200 |
| 4 | 17,400 | 9 | 16,900 | 14 | 15,700 |
| 5 | 16,100 | 10 | 17,700 | 15 | 16,200 |

a. Graph this time series.
b. Verify statistically that the time series is stationary.
c. Using a three-week moving average, calculate the forecasted weekly demand for frozen french fries at the restaurant for weeks 16 through 20.
d. Using a four-week moving average, calculate the forecasted weekly demand for frozen french fries at the restaurant for weeks 16 through 20.
e. Which moving average method gives the lower mean squared forecast error?
22. Consider the data in problem 21. Suppose exponential smoothing is used to forecast weekly french fry demand.
a. What is the forecast of the weekly french fry demand for weeks 16 through 20 using a smoothing constant of $\alpha=.10$ ?
b. What is the forecast of the weekly french fry demand for weeks 16 through 20 using a smoothing constant of $\alpha=$. 20 ?
c. Which of the two smoothing constants gives the lower mean squared forecast error?
d. Which of the two smoothing constants gives the lower mean absolute value of the forecast error?
e. Which of the two smoothing constants gives the lower mean absolute percent of the forecast error?
f. Which of the two smoothing constants gives the lower largest absolute deviation of the forecast error?
23. Consider the data in problem 21. Suppose that exponential smoothing is used to forecast weekly french fry demand; for weeks 16 through 20. Use Solver to:
a. Determine the value of $\alpha$ that minimizes the mean squared forecast error.
b. Determine the value of $\alpha$ that minimizes the mean absolute value of the forecast error.
c. Determine the value of $\alpha$ that minimizes the mean absolute percent of the forecast errors.
24. Carol Wright, Inc. specializes in direct mail coupon advertising for major food manufacturers. One client, Quaker Brands, has run 10 advertising campaigns using this medium. The response rate for coupons for the 10 campaigns is as follows:

| Campaign | Response |
| :---: | :---: |
| 1 | $4.6 \%$ |
| 2 | $5.2 \%$ |
| 3 | $4.8 \%$ |
| 4 | $5.3 \%$ |
| 5 | $4.5 \%$ |
| 6 | $5.9 \%$ |
| 7 | $5.2 \%$ |
| 8 | $5.4 \%$ |
| 9 | $4.7 \%$ |
| 10 | $4.9 \%$ |

a. Graph this time series.
b. Determine statistically whether a stationary forecasting model is appropriate.
c. Forecast the response rate for future advertising campaigns using exponential smoothing with a smoothing constant, $\alpha=.10$ and an initial forecast of $4.6 \%$.
d. Using Solver, determine the value for the smoothing constant that minimizes the mean squared forecast error.
25. Consider the data given in problem 24. Suppose the forecast for the future response rate is based on an $n$ period moving average. Determine the forecast and mean squared forecasting error for:
a. $\mathrm{n}=1$
b. $\mathrm{n}=2$
c. $\mathrm{n}=3$
d. $\mathrm{n}=4$

Which of the above four values of $n$ would you recommend for use in forecasting the response rate? Explain your reasoning.
26. One Saturday each month Dreyfus Department Stores has a one-day sale. For the past 10 months, the percent increases in sales over the previous Saturday's receipts have been as follows:

| Month | \% Increase |
| :---: | :---: |
| 1 | 12 |
| 2 | 18 |
| 3 | 18 |
| 4 | 16 |
| 5 | 20 |
| 6 | 18 |
| 7 | 15 |
| 8 | 16 |
| 9 | 15 |
| 10 | 19 |

a. Using an exponential smoothing model with a smoothing constant of .4 , forecast the percent increase in sales for month 11.
b. Does exponential smoothing assume a long-term trend? Does exponential smoothing assume any seasonal effects?
27. Sam's Seafoods is a small new restaurant that has opened in the Georgetown area of Washington, D.C., located less than a mile from the White House. Sales have been steadily increasing as "word of mouth" has spread through the capital. In its first 12 weeks, sales at Sam's Seafoods (in $\$ 1000$ s) have been:

| Week | Sales |
| :---: | :---: |
| 1 | 18 |
| 2 | 22 |
| 3 | 26 |
| 4 | 24 |
| 5 | 28 |
| 6 | 32 |
| 7 | 32 |
| 8 | 40 |
| 9 | 38 |
| 10 | 42 |
| 11 | 40 |
| 12 | 46 |

a. Use Holt's method with a level smoothing constant of .5 and a trend smoothing constant of .2 to forecast sales for weeks 13,14 , and 15 .
b. Use a regression approach to forecast sales for weeks 13,14 , and 15.
c. Using the MAD performance measure, which of the methods in parts $a$ and $b$ appears to forecast sales more accurately?
28. Nature's Health is a distributor of health food products in Norman, Oklahoma. Recent weekly demand (in cases) for its NH Vitamin E (100 I.U.) tablets has been as follows:

| Week | Demand | Week | Demand |
| :---: | :---: | :---: | :---: |
| 1 | 40 | 7 | 56 |
| 2 | 36 | 8 | 40 |
| 3 | 32 | 9 | 36 |
| 4 | 22 | 10 | 44 |
| 5 | 36 | 11 | 40 |
| 6 | 28 | 12 | 28 |

Until last year, forecasts were made using an eightperiod moving average approach. Then, beginning in January, the company switched to a forecasting method, which it called AV8, that weights the last eight weeks of demand by $.20, .20, .15, .15, .10, .10, .05$, and .05 , respectively.
a. Based on the data for the past 12 weeks, for each method, forecast demand for weeks 13,14 , and 15.
b. Use the mean absolute deviation performance measure to determine which of these two policies gives the more accurate forecasts.
29. Consider the data for NH Vitamin E given in problem 28. After using the AV8 forecasting measure for about six months, management at Nature's Health was still not convinced that it was a good forecasting method; thus it hired a management science consulting team to develop a universal forecasting policy that it could apply to all its products. After analyzing hundreds of its products, the consultants recommended dividing the company's products into two groups and using exponential smoothing. They recommended that for Group A products, the company should use a smoothing constant of .2, whereas for Group B products a smoothing constant of .7 should be used.
a. Based only on the data given in problem 28, use the mean square error performance measure to determine whether NH Vitamin E should be classified as a Group A or a Group B item.
b. Given the classification you determined for NH

Vitamin E in part a, estimate demand for weeks 13, 14 , and 15.
30. Sales in thousands of dollars at GetawayComputer.com over the past 40 weeks have been as follows:

| Week | Sales |  | Week | Sales |  | Week | Sales | Week |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Sales

31. Weekly egg sales (in cases) at Saveway Supermarket over the past 52 weeks are as follows:

| Week | Sales |  | Week | Sales |  | Week | Sales |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Week | Sales |  |  |  |  |  |  |
| 1 | 556 |  | 14 | 510 |  | 27 | 579 |  |

The company would like to forecast future weekly egg sales using exponential smoothing.
a. If a smoothing constant of $\alpha=.2$ is used, what will be the forecast for week 53?
b. If a smoothing constant of $\alpha=.4$ is used, what will be the forecast for week 53?
c. Which smoothing constant (.2 or .4 ) should the company select? Why?
32. Consider the data given in problem 31 for weekly egg sales at Saveway Supermarket. What smoothing constant (it does not have to be .2 or .4) would you recommend if the company wishes to minimize the mean squared forecast error?
33. Consider the data given in problem 31 for weekly egg sales at Saveway Supermarket.
a. Suppose the company wishes to use a five-period weighted moving average with weights $.40, .30, .25$, .10 , and .05 to forecast weekly demand. What would be the forecast of sales for week 53 .
b. Would you recommend using a five-period weighted moving average over a five-period simple moving average if the firm wishes to select a forecasting technique based on the MAPE criterion?
34. Calvert College operates on a July-June fiscal year. The travel expenses (in \$100s) for each quarter during the past four years are as follows:

|  | Time <br> Period (t) | Quarter/ <br> Quarter | Travel <br> Expenditures (Y) |
| :--- | :---: | :--- | :---: |
|  | 1 | Summer | 117 |
| Three Years Ago | 2 | Fall | 111 |
|  | 3 | Winter | 183 |
|  | 4 | Spring | 174 |
|  | 5 | Summer | 54 |
| Two Years Ago | 6 | Fall | 168 |
|  | 7 | Winter | 246 |
|  | 8 | Spring | 81 |


|  | Time <br> Period (t) | Quarter/ <br> Quarter | Travel <br> Expenditures (Yt) |
| :--- | :---: | :--- | :---: |
| Last Year | 9 | Summer | 123 |
|  | 10 | Fall | 207 |
|  | 11 | Winter | 147 |
|  | 12 | Spring | 198 |
| This Year | 13 | Summer | 162 |
|  | 14 | Fall | 126 |
|  | 15 | Winter | 270 |
|  | 16 | Spring | 198 |

a. Use an additive regression model to forecast travel expenditures at Calvert College in each quarter for the next two years.
b. Using annual data only (by summing the quarterly results for each year), forecast annual travel expenditures at Calvert College for the next two years.
c. Statistically justify whether there is enough evidence to support using a model with quarterly seasonal factors by determining the autocorrelation of lag 4.
35. Quarterly sales at Lindal Cedar Homes for the four-year period from third quarter 1996 through second quarter 2000 were as follows:

|  | 1st <br> Quarter. | 2nd <br> Quarter. | 3 rd <br> Quarter | 4th <br> Quarter |
| :---: | :---: | :---: | :---: | :---: |
| 2000 | 8,452 | 12,850 |  |  |
| 1999 | 8,105 | 10,136 | 10,570 | 10,694 |
| 1998 | 5,645 | 11,477 | 10,793 | 9,804 |
| 1997 | 7,540 | 14,913 | 14,298 | 12,097 |
| 1996 |  |  | 14,632 | 11,243 |

Using classical decomposition, forecast Lindal's sales for fiscal year 2001.
36. StayCalm.com is an e-business that sells equipment to help people with hypertension. The weekly sales of the company over the past 52 weeks have been as follows:

| Week | Sales | Week | Sales | Week | Sales | Week | Sales |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8,193 | 14 | 12,898 | 27 | 16,220 | 40 | 33,352 |
| 2 | 7,665 | 15 | 13,744 | 28 | 16,897 | 41 | 31,622 |
| 3 | 8,419 | 16 | 15,046 | 29 | 19,684 | 42 | 34,861 |
| 4 | 7,805 | 17 | 13,795 | 30 | 22,428 | 43 | 37,713 |
| 5 | 8,542 | 18 | 12,790 | 31 | 23,117 | 44 | 38,615 |
| 6 | 8,901 | 19 | 12,555 | 32 | 24,046 | 45 | 39,010 |
| 7 | 10,077 | 20 | 11,800 | 33 | 22,124 | 46 | 43,379 |
| 8 | 9,408 | 21 | 11,024 | 34 | 23,564 | 47 | 40,181 |
| 9 | 9,339 | 22 | 11,435 | 35 | 23,294 | 48 | 41,164 |
| 10 | 10,208 | 23 | 13,581 | 36 | 24,330 | 49 | 43,105 |
| 11 | 11,781 | 24 | 15,548 | 37 | 28,898 | 50 | 40,823 |
| 12 | 13,680 | 25 | 18,118 | 38 | 30,365 | 51 | 48,127 |
| 13 | 12,650 | 26 | 17,639 | 39 | 34,607 | 52 | 43,940 |

The company would like to forecast sales over the upcoming quarter. As sales seem to be growing at an exponential rate, the company has decided to perform the forecast by first taking the logarithm of weekly sales, next forecasting the log of weekly sales over the next 13 weeks using linear regression, and then transforming the log of future sales back to actual sales forecasts. Following this technique, what will be the forecast of total sales over the upcoming quarter?
37. The number of customers who arrived each month at the HanaBanana Dress Shop over the past 12 months has been as follows:

| Month | Number of Customers |
| :---: | :---: |
| 1 | 836 |
| 2 | 849 |
| 3 | 845 |
| 4 | 849 |
| 5 | 845 |
| 6 | 845 |
| 7 | 849 |
| 8 | 855 |
| 9 | 854 |
| 10 | 854 |
| 11 | 854 |
| 12 | 851 |

The average amount spent per customer each month over the past 12 months has been as follows:

| Month | Average Amount Spent <br> per Customer |
| :---: | :---: |
| 1 | $\$ 56.72$ |
| 2 | $\$ 70.13$ |
| 3 | $\$ 67.95$ |
| 4 | $\$ 69.06$ |
| 5 | $\$ 61.21$ |
| 6 | $\$ 71.93$ |
| 7 | $\$ 80.62$ |
| 8 | $\$ 93.70$ |
| 9 | $\$ 88.65$ |
| 10 | $\$ 86.98$ |
| 11 | $\$ 92.09$ |
| 12 | $\$ 95.24$ |

The company would like to forecast revenue for the upcoming month. To do so, it plans to use exponential smoothing with $\alpha=.10$ to forecast the number of customers arriving during the month and Holt's method with $\alpha=.10$ and $\gamma=.30$ to forecast the average amount spent per customer. It then plans to multiply the two quantities together to get the forecast. What will be the forecast for the upcoming month's revenue?
38. The average daily revenue at the Dilly's Bakery for the past 48 months has been as follows:

| Month | Revenue |  | Month | Revenue |  | Month |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | Revenue

a. If the firm uses an additive model with 12 seasons for forecasting, determine the average daily revenue for the upcoming 12-month period.
b. What is the MAD for this technique?
39. Consider the problem faced by Dilly's Bakery (see problem 38). Suppose the firm decides to use classical decomposition for forecasting.
a. Determine the average daily revenue for the upcoming 12 -month period.
b. What is the MAD for this technique?
c. Based on the MAD criterion, which method, the additive model or classical decomposition, gives better results?
40. The average customer check at the Burger Boy Restaurant over the past 20 days has been as follows:

| Average Customer <br> Check |  |  | Day |
| :---: | :---: | :---: | :---: | | Average Customer |
| :---: |
| Day |

a. Verify statistically that a stationary model is appropriate.
b. If the company uses exponential smoothing with $\alpha=$ .10 , determine the forecast for the average customer check for the upcoming week.

PROBLEMS 41-50 ARE ON THE CD

## CASE STUDIES

## CASE 1: Bubble Up Bottling Company

The Bubble Up Bottling Company of Budapest, Hungary, is interested in forecasting sales of Bubble Up over the next two years. The company has analyzed Bubble Up's market share for its service area over the past 20 quarters. Market share has generally been growing as indicated in the table in the next column.

During this same five-year period, total soft drink sales in the region (as measured in 100,000s of cases) have been as follows:

|  | Year |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Season | 1 | 2 | 3 | 4 | 5 |
| Winter | 114 | 114 | 124 | 132 | 134 |
| Spring | 130 | 146 | 151 | 160 | 166 |
| Summer | 158 | 177 | 175 | 184 | 205 |
| Fall | 131 | 142 | 146 | 144 | 148 |

The company would like to forecast Bubble Up soft drink sales for years 6 and 7. To do so, use a linear trend model to forecast market share for each quarter of years 6 and 7 and classical decomposition to forecast total soft drink sales in these periods. Then multiply the forecast of total soft drink sales by Bubble Up's estimated market share in order to get a forecast of Bubble Up's sales during this pe-
riod. Prepare a business report to Bubble Up management containing your forecast and explaining your approach.

| Year | Season | Bubble Up's Market <br> Share (in Percent) |
| :---: | :--- | :---: |
| 1 | Winter | 6.42 |
| 1 | Spring | 6.58 |
| 1 | Summer | 6.99 |
| 1 | Fall | 6.82 |
| 2 | Winter | 6.64 |
| 2 | Spring | 6.46 |
| 2 | Summer | 6.70 |
| 2 | Fall | 7.00 |
| 3 | Winter | 6.70 |
| 3 | Spring | 6.84 |
| 3 | Summer | 6.78 |
| 3 | Fall | 6.48 |
| 4 | Winter | 6.93 |
| 4 | Spring | 6.79 |
| 4 | Summer | 6.83 |
| 4 | Fall | 7.21 |
| 5 | Winter | 7.73 |
| 5 | Spring | 8.16 |
| 5 | Summer | 8.36 |
| 5 | Fall | 8.23 |

## LCASE 2: Oregon Chain Saw

Oregon Chain Saw produces electric and gas-powered chain saws for the professional and do-it-yourself markets. The company purchases the engines from outside suppliers but produces all other components going into the chain saws at its factory in Portland, Oregon. Lee Spencer, manager of the Portland factory, is interested in scheduling next year's production of the chains used in these saws and would therefore like to have a forecast of chain demands over this period.

The two sizes of chains produced by the company at the Portland plant are 17 and 21 inch. Chains produced at the factory are packaged for the replacement parts market as well as used in producing new chain saws.

Monthly data over the past three years reveal the following chain demand:

## 17-Inch Chains

## Total Chain Demand

| Year | January | February | March | April | May | June | July | August | September | October | November | December |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10059 | 10783 | 12865 | 12103 | 11892 | 11236 | 11621 | 12206 | 12708 | 12102 | 11615 | 11407 |
| 2 | 10789 | 12164 | 13958 | 13567 | 12960 | 12347 | 13174 | 13984 | 13991 | 13340 | 12924 | 12885 |
| 3 | 11991 | 13307 | 15219 | 15309 | 14752 | 13586 | 14725 | 15514 | 15705 | 15193 | 14578 | 14128 |
| Cbain Demand for Replacement Market |  |  |  |  |  |  |  |  |  |  |  |  |
| Year | January | February | March | April | May | June | July | August | September | October | November | December |
| 1 | 3309 | 3345 | 3378 | 3480 | 3565 | 3654 | 3686 | 3720 | 3763 | 3860 | 3926 | 4045 |
| 2 | 4045 | 4159 | 4257 | 4320 | 4451 | 4593 | 4713 | 4802 | 4837 | 4873 | 5045 | 5099 |
| 3 | 5098 | 5215 | 5387 | 5558 | 5738 | 5818 | 5855 | 5943 | 6046 | 6095 | 6149 | 6353 |

Chain Demand for Production of New Products

| Year | January | February | March | April | May | June | July | August | September | October | November | December |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 6750 | 7438 | 9487 | 8623 | 8327 | 7582 | 7935 | 8486 | 8945 | 8242 | 7689 | 7362 |
| 2 | 6744 | 8005 | 9701 | 9247 | 8509 | 7754 | 8461 | 9182 | 9154 | 8467 | 7879 | 7786 |
| 3 | 6893 | 8092 | 9832 | 9751 | 9014 | 7768 | 8870 | 9571 | 9659 | 9098 | 8429 | 7775 |

## 21-Inch Chains

Total Cbain Demand

| Year | January | February | March | April | May | June | July | August | September | October | November |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | December

Chain Demand for Replacement Market

| Year | January | February | March | April | May | June | July | August | September | October | November | December |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1215 | 1219 | 1226 | 1257 | 1262 | 1233 | 1226 | 1242 | 1226 | 1256 | 1235 | 1255 |
| 2 | 1254 | 1230 | 1217 | 1205 | 1211 | 1232 | 1214 | 1240 | 1247 | 1260 | 1245 | 1226 |
| 3 | 1226 | 1253 | 1226 | 1201 | 1195 | 1220 | 1216 | 1188 | 1208 | 1216 | 1216 | 1235 |
| Chain Demand for Production of New Products |  |  |  |  |  |  |  |  |  |  |  |  |
| Year | January | February | March | April | May | June | July | August | September | October | November | December |
| 1 | 2875 | 2949 | 2881 | 2861 | 2836 | 2852 | 2737 | 2789 | 2799 | 2854 | 2981 | 3126 |
| 2 | 3178 | 3150 | 3226 | 3240 | 3200 | 3234 | 3282 | 3346 | 3271 | 3319 | 3441 | 3572 |
| 3 | 3593 | 3485 | 3653 | 3570 | 3405 | 3336 | 3344 | 3411 | 3563 | 3504 | 3621 | 3644 |

It takes a worker approximately six minutes to produce a
17 -inch chain and seven and a half minutes to produce a 21-inch chain.

On the basis of these data, prepare a business memorandum to Lee Spencer that gives a forecast for the total demand of 17-and 21-inch chains over the upcoming year
(year 4). Include a forecast for the number of workers that will be needed in each month to produce these chains (assume that each worker is available for 12,000 minutes per month). As part of the report appendix, explain what techniques you used to perform these forecasts and your reasoning for selecting these techniques.

## LCASE 3: Coast High School

The boosters at Coast High School hold three fund raisers a year for its sports programs: one during football season (September-November); one during basketball season (December-February); and one during baseball season (March-June). The results over the last three years are as follows:

|  | Season | Funds <br> Raised |
| :--- | :--- | :--- |
| Three Years Ago | Football <br> Basketball <br> Baseball | $\$ 3000$ |
|  | $\$ 2500$ |  |
| Two Years Ago | Football <br> Basketball <br> Baseball | $\$ 3300$ |
|  | $\$ 2200$ |  |
| Last Year | Football <br> Basketball <br> Baseball | $\$ 3900$ |
|  |  | $\$ 2000$ |

The money raised through fund raisers goes to support not only football, basketball, and baseball, but also the school's other sports programs-track, soccer, and swimming. Coast currently has $\$ 5400$ left from last year and wishes to carry at least $\$ 5000$ forward to the next school year.

Lee Hamilton, Coast's athletic director, asked the coaches of each of the programs to submit their top three requests for money that will be paid out of booster funds. No request can exceed $\$ 1500$, and each coach must state when the request is needed (i.e., prior to the start of the football season, the basketball season, or the baseball sea-
son). Lee then gave an overall ranking to the 18 requests ( 18 being the highest ranking). His objective in allocating the forecasted funds is to maximize the total ranking of the funded projects while satisfying the following criteria:

1. Funds are to be allocated at three periods: prior to the football season (before this year's fundraising has begun), prior to the basketball season (after the football season fundraiser), and prior to the baseball season (after the basketball season fundraiser).
2. The total funds allocated at any period cannot exceed the forecasted cash on hand for that period; this includes any projected leftover funds from the previous season after requests for that period have been funded.
3. On a yearly basis, the requests funded for both the boy's and girl's sports programs should be between $40 \%$ and $60 \%$ of the funds allocated.
4. At least one request from each of the six coaches should be funded.
5. At least $\$ 5000$ should be available prior to next football season.

Below are the funding requests from the coaches and include Lee's rankings:

Prepare a report for Lee Hamilton detailing a forecast of the results he can expect from the fundraising activities during each of the three seasons using a classical decomposition approach. Recommend which requests should be funded and when, based on the results you obtain by solving an appropriate binary integer linear programming model. Perform some what-if-analyses and suggest how much extra would be needed during a fundraising period to fund some additional requests.

| Sport | Boys/Girls | Request | Needed <br> Prior To | Cost | Lee's Ranking |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Football | B | New Practice Dummies | Football | \$1200 | 3 |
|  | B | Videotape Equipment | Football | \$1300 | 11 |
|  | B | Kicking Net | Football | \$ 100 | 16 |
| Basketball | B | New 35 sec . Shot Clocks | Basketball | \$ 900 | 1 |
|  | G | New 30 sec . Shot Clocks | Basketball | \$ 900 | 6 |
|  | G | 2 doz. New Girls' Balls | Basketball | \$ 576 | 14 |
| Baseball/ Softball | B | New Pitching Machine | Baseball | \$1100 | 13 |
|  | G | New Scoreboard | Baseball | \$1200 | 5 |
|  | G | New Catcher's Equipment | Baseball | \$ 350 | 9 |
| Track | B | New High Hurdles | Baseball | \$ 675 | 10 |
|  | B | Upgrade Pole Vault Area | Football | \$1000 | 2 |
|  | G | New Timing Equipment | Baseball | \$ 380 | 8 |
| Soccer | B | 1 doz. New Balls | Basketball | \$ 360 | 17 |
|  | G | 1 doz. New Balls | Football | \$ 360 | 18 |
|  | G | Practice Nets | Baseball | \$ 400 | 12 |
| Swimming | B | Part-time Coach | Baseball | \$1500 | 15 |
|  | G | Part-time Coach | Baseball | \$1500 | 4 |
|  | G | Upgrade Locker Room | Basketball | \$1200 | 7 |

## Inventory Models



Ralphs Grocery Company (http://www. ralphs.com), a subsidiary of The Kroger Company, operates over 300 supermarkets in southern California. Typically, such stores occupy 45,000 square feet and carry approximately 30,000 different items. Due to the large number of different goods carried by a typical supermarket, proper inventory control is essential to the profitability of the company.

Although some of the items sold in the supermarkets, such as Ralphs' brand baked goods and dairy products are produced by the company in-house, the majority of the items sold in each supermarket, are goods purchased from other manufacturers. In some cases, manufacturers offer Ralphs discounts if it purchases over certain limits. Certain items have sufficiently long shelf lives that spoilage is typically not a factor. For other items, however (e.g., meat, produce, dairy products, periodicals), items not sold by a particular date
must be either discounted or pulled from the shelves and disposed of.

Because the company has its own manufacturing facilities, it must also maintain adequate inventory to operate its machinery. While some of the maintenance is scheduled (and therefore necessary parts inventories can be anticipated), unplanned machine breakdowns requiring spare parts cannot be predicted.

Many of the items sold in the supermarket are stocked by Ralphs' own employees. However, for some items (e.g., soft drinks, snack foods, and baked goods), the company relies on manufacturer's representatives for stocking. In the former case, Ralphs frequently utilizes its automated checkouts system to determine when and how much to order of each item. In the latter case, deliveries of items are scheduled on a regular basis, and the manufacturer's representatives determine the order quantities.

### 8.1 Overview of Inventory Issues

Proper control of inventory is crucial to the success of an enterprise. Profitability can suffer if a firm has either too much or too little inventory. Companies that have excess inventory are frequently forced to offer substantial mark-downs in order to dispose of this merchandise. This situation is especially prevalent in industries affected by periodic style changes, such as the automobile industry. New-car dealerships are much more willing to deal on price at the end of the model year than at the beginning.

Not having enough inventory can also lead to problems. A retail store that is frequently out of stock of popular items will soon lose its customers to the competition. A manufacturing firm that runs out of a crucial component may have to shut down its production lines, resulting in great expense and lost opportunities.

Managers often use inventory models to develop an optimal inventory policy, consisting of an order quantity denoted Q and an inventory reorder point denoted R . Firms frequently have many thousands of different items known as stock-keeping units (SKUs) in their inventories. Ideally, a firm would like to determine the inventory policy for each SKU which minimizes its total variable costs over a given (possibly infinite) time horizon.

> Components of an Inventory Policy $$
\begin{array}{c}\mathrm{Q}=\text { Inventory Order Quantity } \\ \mathrm{R}\end{array}=\text { Inventory Reorder Point }
$$

In inventory modeling, the costs associated with a particular inventory policy are assessed. If a firm orders in small amounts or produces in small batches, although the size (and cost) of the inventory may be relatively low, orders or production setups are more frequent, resulting in annual costs of ordering inventory or setting up production runs that are higher than those associated with larger quantities. If order or production sizes are larger, the number of orders or production runs and their associated fixed costs are less, but the costs associated with maintaining higher inventory levels are greater. Thus inventory analyses can be thought of as cost-control techniques that strike a balance between having too much and too little inventory.

## TYPES OF COSTS IN INVENTORY MODELS

The various costs in inventory models can be categorized into four broad areas: holding or carrying costs; order or setup costs; customer satisfaction costs, and procurement costs.

## Holding Costs

Holding, or carrying, costs are those costs incurred by a firm to maintain its inventory position. The typical annual holding cost of a firm's inventory is between $10 \%$ and $40 \%$ of the average inventory value. Given the high value of many firms' inventories, this rate can result in large annual expenditures. For example, the annual expense of a medium-sized lumberyard that has an inventory with an average value of a million dollars and a $30 \%$ annual holding cost rate is $\$ 300,000$. If the lumberyard could cut this expense without affecting service, it could experience considerable savings.

Many factors affect a company's holding cost rate, not the least of which is the cost of capital. Firms typically must borrow money in order to finance their inventory, and few firms are able to borrow at the prime rate. For small businesses, the cost of capital is typically prime plus 1 to $3 \%$. These costs may be even higher if the firm has financed its expansion through the issuance of "junk" bonds or if it
lacks the creditworthiness necessary for standard banking relationships. Even if a firm has not had to borrow money to finance its inventory, it has foregone other investments that could have been made with available capital. Management must account for such opportunity costs when determining its holding cost rate.

Several other costs are associated with holding inventory. Since the product must be stored somewhere, the company must pay for rent, utilities, labor, insurance, and security of its inventory. In some localities, taxes must be paid based on the inventory's value. Other costs include theft and breakage of inventory (which are classified under the more polite term shrinkage).

Another factor affecting inventory holding costs is deterioration or obsolescence. After a certain period of time, an item may lose some or all of its value. A car dealership stuck with last year's models will have to reduce its prices. A supermarket left with sour milk on its shelves may have to pay to dispose of it.

All these costs are difficult, if not impossible, to measure. Thus the holding cost rate represents management's best judgment of their total net effect. An important factor in determining the optimal inventory policy for an item is the cost of holding one unit of the item in inventory for a full year. When the holding cost rate of an item is known, its annual holding cost per unit, $\mathrm{C}_{\mathrm{h}}$, can be calculated by multiplying the annual holding cost rate, H , of an item by its unit cost, C .

## Holding Costs

```
\(C_{h}=\) Annual Holding Cost per Unit in Inventory (in \$ per unit in inventory per year)
H = Annual Holding Cost Rate (in \% per year)
\(C=\) Unit Cost of an Item (in \$ per item)
```

Thus,

$$
C_{h}=H * C
$$

## Order/Setup Costs

Order costs are incurred when a firm purchases goods from a supplier. These can include postage, telephone charges, the expense to write up or phone in an order, the cost to check the order when it is received, and other fixed labor and transportation expenses that do not depend on the order size.

If the firm produces goods for sale to others, a production setup cost is normally incurred. This is the expense associated with beginning production of a particular item. For example, an ice cream manufacturer making a variety of flavors must clean out the machinery before it can begin producing a new flavor; machines producing ball bearings may need to be recalibrated when a new size is produced; and the staff at an aircraft manufacturer may need some refresher training prior to beginning a new production run.

The cost of placing an order or arranging a production setup, $\mathrm{C}_{0}$, is independent of the order or production quantity. Because this cost is principally labor related, it can usually be readily measured.

## Order or Setup Costs

$C_{o}=$ Order or Production Setup Cost (in \$ per order or \$ per setup)

## Customer Satisfaction Costs

One possible inventory policy is to stock no inventory. Customers desiring the product simply place an order and wait for its arrival. In this case, customer satisfaction is likely to be lower than it would be if the item were readily available. Low
customer satisfaction may result in declining revenue and profitability. Customer satisfaction costs measure the degree to which a customer is satisfied with the firm's inventory policy and the impact this has on long-term profitability.

In some cases, customer satisfaction costs are relatively easy to quantify. For example, if a retailer is out of stock of an item, the customer may be offered a more expensive substitute at the same price or a discount on the item if the customer is willing to wait. But what about a customer who is unwilling to wait, goes elsewhere for the item, and decides to stick with the competition for future purchases? It is extremely difficult to estimate the satisfaction cost in these cases.

For a customer who encounters an out-of-stock inventory situation and is willing to wait for the item, customer satisfaction costs can have both a fixed and a variable component. The fixed component, $\mathrm{C}_{\mathrm{b}}$, consists of costs that are independent of the length of time a customer must wait for an item, such as the administrative costs of issuing a "rain check," recording the order, and contacting the customer when the merchandise arrives. The variable component, $\mathrm{C}_{\mathrm{s}}$, is a function of the length of time the customer must wait for goods to become available. Typically, the longer a customer waits for the item to arrive, the less satisfied the customer will be. The calculation of the variable component may be straightforward (such as when a firm offers a discount for each week a customer must wait for the item). More often, however, the variable component represents a goodwill cost that may be difficult to estimate. In such instances, focus groups can be used to obtain an estimate of this cost.

## Customer Satisfaction Costs

$\mathrm{C}_{\mathrm{b}}=$ the fixed administrative cost of an out-of-stock item (in \$ per stockout unit)
$\mathrm{C}_{5}=$ the annualized cost of a customer waiting for an out-of-stock item (in \$ per item out of stock per year)

## Procurement/Manufacturing Costs

Procurement or manufacturing costs represent the cost of the items placed in inventory. If the item is obtained from an outside supplier, the procurement cost is the purchase cost per unit together with any shipping costs paid on a per unit basis. In some cases, a vendor may offer quantity discounts that enable the buyer to pay a reduced cost per unit if the amount purchased is above certain thresholds. In these instances, the order quantity plays an important role in determining the procurement cost. If the item is manufactured in-house, the procurement cost represents the incremental production cost per unit. Note that the procurement cost in this case does not include the production setup cost.

Table 8.1 summarizes these various inventory costs.
Table 8.1 Inventory Costs

| Holding Costs <br> $\left(C_{h}\right)$ | Order/Setup Costs <br> $\left(C_{o}\right)$ | Satisfaction Costs <br> $\left(C_{b}, C_{5}\right)$ | Procurement Costs <br> $(C)$ |
| :--- | :--- | :--- | :--- |
| Cost of capital | Labor | Coodwill | Purchase cost |
| Rent | Communication | Loss in future sales | Quantity discounts |
| Utilities | Transportation (fixed) | Labor <br> Insurance |  |
| Communication | Transportation (incremental) | Manufacturing |  |
| Labor |  |  |  |
| Taxes |  |  |  |
| Shrinkage |  |  |  |
| Spoilage |  |  |  |
| Obsolescence |  |  |  |

## DEMAND IN INVENTORY MODELS

A key component affecting an inventory policy is the demand rate for a stockkeeping unit. Although future demand is generally not known with certainty, forecasting techniques (see Chapter 7) can generally provide good estimates for these values. Demand can be estimated for any future period; however, we will typically utilize the annual demand in developing our inventory models.

Perhaps the strongest factor influencing how we model a particular inventory situation is the demand pattern for the SKU in question. Demand that is projected to be reasonably constant over time must be modeled differently than demand that is highly variable. In this chapter, we limit our investigation to situations in which demand occurs at a known annual constant rate, D.

## Demand in Inventory Models

D = Estimate of the Annual Demand for the Stock-Keeping Unit

## INVENTORY CLASSIFICATIONS

Inventory can be classified in various ways, depending on the issues that concern management. Table 8.2 summarizes different inventory classifications.

Table 8.2 Inventory Classifications

| By Process | By Importance | By Life |
| :--- | :---: | :--- |
| Raw materials | A, B, C | Perishable |
| Work in progress |  | Nonperishable |
| Finished goods |  |  |

## Process Classification

Accountants at manufacturing firms typically classify inventory into three categories as defined by the production process: raw materials, work in progress, and finished goods. This categorization enables management to track the production process and determine whether it has adequate inventory levels to support the projected demand. Financial analysts use such information to detect any changes in a firm's operations that might distort its profitability.

## A,B,C Classification

A second way of classifying inventory is by the relative importance of the stockkeeping unit in terms of the firm's capital needs. For example, the annual inventory value for each stock-keeping unit is determined by multiplying its unit cost by its annual demand. Normally, only $5 \%$ to $10 \%$ of the SKUs account for about $50 \%$ of a company's total inventory value. These SKUs are classified as A units. Another $40 \%$ to $50 \%$ of the SKUs account for all but a small percentage of the firm's total inventory value. These are classified as B units. The remaining nearly $50 \%$ of the SKUs usually account for a small percentage (less than $5 \%$ ) of the firm's total inventory value. These are classified as C units.

This A,B,C classification is useful in determining how much attention should be given to each stock-keeping unit in determining an inventory policy. A items are more carefully analyzed than B items. Because of the cost of inventory control, little, if any, analysis is done for C items.

## Shelf Life Classification

Inventory models can also be classified by the shelf life of the inventory units. Certain perishable items, such as dairy products, baked goods, and periodicals, have a very short shelf life (no one wants to buy yesterday's news). Management of these inventory items is quite different than for items that can remain in inventory for long periods of time with no noticeable deterioration of quality.

## REVIEW SYSTEMS

Two types of review systems are widely used in business and industry for controlling stock-keeping units. In a continuous review system, the inventory is constantly monitored, and a new order is placed when the inventory level reaches a certain critical point. In a periodic review system, the inventory position is investigated on a regular basis (once a day, twice a week, etc.), and orders are placed only at these times. Both systems are discussed in this chapter.

### 8.2 Economic Order Quantity Model <br> ASSUMPTIONS OF THE EOQ MODEL

One of the most commonly used techniques for inventory optimization is the economic order quantity (EOQ) model. This model is useful for analyzing stockkeeping units that meet the following criteria:

- Demand for the item occurs at a known and reasonably constant rate.
- The item has a sufficiently long shelf life (i.e., there is little or no spoilage).
- The item is monitored using a continuous review system.

The EOQ model assumes that all parameters, including demand, remain constant forever-that is, over an infinite time horizon. Although no business will carry a stock-keeping unit indefinitely, using an infinite time horizon avoids the need to specify just how long the item will be stocked.

The lead time, L , for an order represents the time that elapses between placement of an order and its actual arrival. In a basic EOQ model, we initially make the (unrealistic) assumption that $\mathrm{L}=0$. (This assumption is modified later.) Under these circumstances, it does not pay to order additional items until the exact instant we run out of stock. Furthermore, because demand is assumed to be constant over an infinite time horizon, whenever the firm runs out of inventory, it faces exactly the same future demand pattern as the previous time it ran out of inventory. For this model, a stationary inventory policy that orders the same amount each time must be optimal.

## COST EQUATION FOR THE EOQ MODEL

Figure 8.1 illustrates the inventory profile of ordering Q units each time. In this figure, the horizontal axis represents time, and the vertical axis represents the inventory level. The time between orders, T, is the cycle time. To build an EOQ model, we need to know the demand forecast, D, for a given period (typically one year), the unit holding cost, $\mathrm{C}_{\mathrm{h}}$, over the same period, and the ordering cost, $\mathrm{C}_{0}$. We can then construct an equation for the total annual inventory cost consisting of annual holding costs, ordering costs, and procurement costs, expressed in terms of the order quantity, Q .


FIGURE 8.1 Inventory Profile-Ordering Q Units Each Time

## Total Annual Holding Costs

As Figure 8.1 illustrates, the inventory level for each cycle begins at level $Q$ when the order arrives and is depleted at a constant rate to 0 just prior to the next order's arrival. Due to this constant demand rate, the average inventory level over time is $\mathrm{Q} / 2$. Thus the annual holding cost associated with the policy of ordering Q units can be modeled as follows:

Total Annual Holding Cost for the EOQ Model
Total Annual Holding Cost

$$
\begin{aligned}
& =(\text { Average Inventory Level }) *(\text { Annual Holding Cost per Unit }) \\
& =(\mathrm{Q} / 2) C_{h}
\end{aligned}
$$

## Total Annual Ordering Costs

If the annual demand is $D$ and the order quantity is $Q$, the number of orders placed during the year is $D / Q$. Since the cost of placing each order is $C_{0}$, the total annual ordering cost is as follows:

```
    Total Annual Ordering Cost for the EOQ Model
Total Annual Order Cost
    = (Average Number of Orders Per Year) * (Cost to Place an Order)
    =(D/Q)C
```


## Total Annual Procurement Costs

Since we seek to satisfy demand, we will purchase $D$ items during the year at a cost of \$C each. Thus the total annual item costs can be expressed as follows:

```
    Total Annual Procurement Costs for an EOQ Model
Total Annual Procurement Cost
    = (Number of Items Purchased Per Year) * (Purchase Price per Item)
    = DC
```


## Total Annual Inventory Costs and the EOQ Formula

Because the lead time for delivery of an order is assumed to be 0 , there will never be any shortage costs. Thus the total annual inventory costs, $\mathrm{TC}(\mathrm{Q})$, can be expressed by:
$\binom{$ Total Annual }{ Inventory Costs }$=\binom{$ Total Annual }{ Holding Cost }$+\binom{$ Total Annual }{ Ordering Cost }$+\binom{$ Total Annual }{ Procurement Cost }
or

$$
\begin{equation*}
\mathrm{TC}(\mathrm{Q})=\left(\frac{\mathrm{Q}}{2}\right) \mathrm{C}_{\mathrm{h}}+\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}}+\mathrm{DC} \tag{8.1}
\end{equation*}
$$

Here, since DC is a constant, we can represent the total annual variable costs dependent on Q ; by

$$
\begin{equation*}
T V(Q)=\left(\frac{Q}{2}\right) C_{h}+\left(\frac{D}{Q}\right) C_{o} \tag{8.2}
\end{equation*}
$$

* This equation is modified in Equation 8.6 to account for costs related to carrying safety stock.

We can find $\mathrm{Q}^{*}$, the value of Q that minimizes $\mathrm{TV}(\mathrm{Q})$ in Eq . (8.2) (and hence $\mathrm{TC}(\mathrm{Q})$ in Equation 8.1) using calculus (see Appendix 8.2 on the accompanying CD-ROM). The following relationship, known as the EOQ formula, gives the value for $Q^{*}$.

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\frac{2 \mathrm{DC}_{\mathrm{o}}}{\mathrm{C}_{\mathrm{h}}}} \tag{8.3}
\end{equation*}
$$

## SENSITIVITY ANALYSIS IN EOQ MODELS

Figure 8.2 shows a typical graph of TV(Q) versus $Q$. As you can see, at the point $\mathrm{Q}^{*}$ where $\mathrm{TV}(\mathrm{Q})$ is minimized, the total annual holding and ordering costs are equal. The cost curve is also reasonably flat around $Q^{\star}$. Thus small variations in $Q^{*}$ will not greatly affect total annual variable inventory costs. This is important because the optimal order quantity $\mathrm{Q}^{*}$ is generally rounded off to an integer value or further modified owing to shipping restrictions. As long as these differences are not too large, the total annual variable cost will not be greatly affected.

Another factor that might affect the calculation of $\mathrm{Q}^{\star}$ is the variability in actual demand. If demand varies from the estimated forecast by a modest amount, however, the error in $Q^{*}$ is small and there is only a minor increase over the optimal cost. Accordingly, demand variability when calculating $\mathrm{Q}^{*}$ for an EOQ model is disregarded and it is assumed that the annual demand is constant and known with certainty.

FIGURE 8.2 Total Annual Inventory Holding and Ordering Cost


## CYCLE TIME/NUMBER OF ORDERS PER YEAR

The cycle time, T, represents the time that elapses between the placement of orders. It can be calculated by dividing the order quantity by the annual demand, that is, $T=Q / D$. Since the cycle time corresponds to the age of the last item sold from inventory, it can be compared to the shelf life to determine if items will go bad while in inventory. If the cycle time is greater than the shelf life, the model must be modified. The reciprocal of this quantity, $\mathrm{D} / \mathrm{Q}$, gives the average number of orders per year, N .

> Cycle Time/Number of Orders per Year
> Cycle Time: $T=Q / D$ (in years)
> Number of Orders per Year: $N=D / Q=1 / T$ (in orders per year)

## LEAD TIME AND THE REORDER POINT

In the preceding analysis, it was assumed that the lead time, $\mathrm{L}=0$. In reality, lead time is always positive and must be accounted for when deciding when to place an order. The reorder point, R , is the inventory position of the item when an order is placed.

To determine the reorder point, we note that, since demand is constant at rate D , the total demand during lead time, L , is simply $\mathrm{L} * \mathrm{D}$, where L and D are expressed in the same time units (years, weeks, days, etc.). Hence, if an order is placed when the inventory level is at $\mathrm{L} * \mathrm{D}$, the order will arrive precisely when the inventory level is at 0 . This gives the inventory profile shown in Figure 8.1.

$$
\begin{equation*}
\mathrm{R}=\mathrm{L} * \mathrm{D} \tag{8.4}
\end{equation*}
$$

In some instances, the lead time may be of sufficient length that it exceeds the cycle time. In such cases, since $\mathrm{L}>\mathrm{Q} / \mathrm{D}, \mathrm{L} * \mathrm{D}$ will exceed Q , and it will be impossible to order the item for delivery during its current inventory cycle. Hence, this order would have to be placed during a previous cycle, and, as shown in Figure 8.3 , there will be times when more than one order is outstanding. A company's stock on hand plus the size of any outstanding orders not yet delivered is known as its inventory position. At the reorder point, its inventory position is $\mathrm{L} * \mathrm{D}$.

FIGURE 8.3 Lead Time Exceeding Cycle Time


## Safety Stock

This calculation of the reorder point assumed that there is constant demand for the SKU and that there is a fixed lead time. In reality, demand usually fluctuates, and lead time varies. To account for these variations, most firms build a safety stock (SS) into their inventory policy. The safety stock acts as a buffer to handle higher than average lead time demand or longer than expected lead time. Including the safety stock, the reorder point is expressed by the following formula:

$$
\begin{align*}
& \text { Reorder Point } \\
& \mathbf{R}=(\text { Lead Time }) *(\text { Demand Rate })+\text { Safety Stock } \\
& \mathbf{R}=\mathbf{L} * \mathbf{D}+\mathbf{S S} \tag{8.5}
\end{align*}
$$

L and D must be expressed in the same time units.

Carrying safety stock, however, increases the annual holding costs and hence the total annual cost, $\mathrm{TC}(\mathrm{Q})$, by an amount equal to $\mathrm{C}_{\mathrm{h}}$ times SS .

Total Annual Inventory Costs Including Safety Stock

$$
\begin{equation*}
T C(Q)=\left(\frac{Q}{2}\right) C_{h}+\left(\frac{D}{Q}\right) C_{o}+D C+C_{h} S S=T V(Q)+D C+C_{h} S S \tag{8.6}
\end{equation*}
$$

The determination of the amount of safety stock that a firm should carry is often based on a desired service level approach. In Section 8.3 we show how one can determine the appropriate amount of safety stock based on the desired likelihood of encountering an out-of-stock situation.

To illustrate the concepts, consider the case of the Allen Appliance Company.

## ALLEN APPLIANCE COMPANY

Allen Appliance Company (AAC) wholesales small appliances-toasters, mixers, blenders, and so on-to 90 retailers throughout Texas. One of its products, the Citron brand juicer, has shown a gradual decline in sales over the past several years. While this decline may be attributed to several factors, such as increased
cost of fresh oranges, better availability of "fresh-squeezed" juice at grocery stores, or less time available to make juice by hand, the bottom line is that sales have fallen to a rate that is lower than in previous years.

Several years ago, Mr. Allen hired a consultant who recommended an inventory policy of ordering 600 juicers whenever the inventory level reached 205 . Although Mr. Allen has religiously followed this policy in the past, he wonders whether, given the reduction in sales, this policy is still optimal.

The juicers cost AAC $\$ 10$ each and are sold to customers for $\$ 11.85$ each. Mr. Allen is able to borrow money at a $10 \%$ annual interest rate. He estimates that storage and other miscellaneous costs amount to about $4 \%$ of the average inventory value per year.

Based on labor, postage, and telephone charges, Mr. Allen estimates that it costs $\$ 8$ to place an order with the Citron Company. It takes a worker who earns $\$ 12$ per hour 20 minutes to check the shipment when it arrives. AAC is open five days a week, 52 weeks a year. Lead time is approximately eight working days, and AAC monitors its inventory using a continuous review system. Over the past 10 weeks, demand for the juicers has been as shown in Table 8.3. Given this information, Mr. Allen wishes to know if he should revise his current inventory policy.

Table 8.3 Sales of Juicers Over Previous 10 Weeks

| Week <br> Sales | Sales |  | Week |
| :---: | :---: | ---: | :---: |
| 1 | 105 | 6 | 120 |
| 2 | 115 | 7 | 135 |
| 3 | 125 | 8 | 115 |
| 4 | 120 | 9 | 110 |
| 5 | 125 | 10 | 130 |

## SOLUTION

In order to select the appropriate inventory model to analyze this situation, we must first investigate the demand pattern for the juicers. Weekly sales, though not exactly constant, do not vary greatly. Hence, we will analyze this situation using the economic order quantity model. ${ }^{1}$

To determine a representative value for weekly demand, we can use one of the various time series techniques appropriate for stationary models discussed in Chapter 7. After consulting with other members of the management science team, suppose we select a 10 -week simple moving average approach to forecast future weekly demand. By averaging demand over the most recent 10 weeks, we forecast a weekly demand of $(105+115+\ldots+130) / 10=120$.

In an EOQ analysis, it is important to express all data values in the same time units. Mr. Allen collects data on an annual basis; therefore he needs a forecast of annual demand for the juicer. Because he feels reasonably confident that demand for the juicers has bottomed out, our forecast for the annual demand is $(120)(52)=$ 6240 units.

The annual holding cost rate for the juicers consists of the sum of the annual interest rate ( $10 \%$ ) and the annual storage and miscellaneous costs ( $4 \%$ ). Hence, using a holding cost rate of $10 \%+4 \%=14 \%$, the annual holding cost of a juicer left in inventory for an entire year, $\mathrm{C}_{\mathrm{h}}$, is $(\$ 10)(.14)=\$ 1.40$. Note that we use AAC's cost, not its selling price, to determine the annual holding cost per unit.

[^42]Mr. Allen's ordering cost consists of the $\$ 8$ cost of placing the order and the cost involved in checking the order upon its arrival. Since checking the shipment requires 20 minutes, and checkers make $\$ 12$ per hour, the checking costs are $(20 / 60)(\$ 12)=\$ 4$ per order. Hence, the total ordering cost, $C_{0}$, is $\$ 8+\$ 4=\$ 12$. In summary, the following data exist for this problem:

$$
\begin{aligned}
\mathrm{D} & =6240 \\
\mathrm{C} & =\$ 10 \\
\mathrm{H} & =14 \% \\
\mathrm{C}_{\mathrm{h}} & =\$ 1.40 \\
\mathrm{C}_{0} & =\$ 12
\end{aligned}
$$

## Analysis of Current Policy

Mr. Allen's current policy is to order 600 juicers at a time, yielding an annual holding cost of $(600 / 2)(\$ 1.40)=\$ 420$ and an annual order cost of $(6240 / 600)(\$ 12.00)=\$ 124.80$. Thus the total annual variable cost of this policy is:

$$
\mathrm{TV}(600)=\left(\frac{600}{2}\right)(\$ 1.40)+\left(\frac{6240}{600}\right)(\$ 12)=\$ 544.80
$$

Since AAC is open five days a week, the average weekly demand of 120 juicers translates into an average demand of $120 / 5=24$ juicers per working day. Given a lead time of eight working days, the reorder point ${ }^{2}$ without safety stock should be equal to $\mathrm{L} * \mathrm{D}=8 * 24=192$. Since AAC is using a reorder point of 205 , we can infer that it desires to have $205-192=13$ units of safety stock. Thus from Equation 8.6 we see that AAC's total annual cost based on its current inventory policy is:

$$
\mathrm{TC}(600)=\$ 544.80+6240(\$ 10)+13(\$ 1.40)=\$ 62,963.00
$$

## Analysis of Optimal Policy with Safety Stock $=13$

If we use the EOQ formula to determine the order quantity, we get:

$$
\mathrm{Q}^{\star}=\sqrt{\frac{(2)(6240)(12)}{1.40}}=327.065
$$

Since Mr. Allen cannot order .065 of a juicer, we round this answer to an order quantity of 327.

Substituting $\mathrm{Q}^{\star}=327$ and $\mathrm{SS}=13$ into Equations 8.2 and 8.6 gives:

$$
\mathrm{TV}(327)=\left(\frac{327}{2}\right)(\$ 1.40)+\left(\frac{6240}{327}\right)(\$ 12)=\$ 457.89
$$

and

$$
\mathrm{TC}(327)=\$ 457.89+6240(\$ 10)+13(\$ 1.40)=\$ 62,876.09
$$

Thus adopting this policy will result in an annual savings of $\$ 544.80$ $\$ 457.89=\$ 86.91$ in variable costs. This savings might seem small in absolute dollars, but on a percentage basis, it amounts to approximately $16 \%$ of the current annual variable costs for this one SKU. To put this in perspective, if AAC carries 2000 different SKUs in inventory and has total annual variable inventory costs of a quarter of a million dollars, a $16 \%$ savings in inventory holding and ordering costs for each SKU translates into approximately a $\$ 40,000$ annual savings!

[^43]
## CYCLE TIME

If AAC uses an order quantity of $\mathrm{Q}^{*}=327$, the cycle time is:

$$
\begin{aligned}
\mathrm{T} & =\frac{\mathrm{Q}^{\star}}{\mathrm{D}}=\frac{327}{6240}=.0524 \text { year } \\
& =(.0524 \text { year })(52 \text { weeks/year)(5 days/week }) \approx 14 \text { working days }
\end{aligned}
$$

These calculations indicate that the juicers will be sold in a reasonably short period of time after they enter AAC's inventory. Thus shelf life is not a factor. Since $\mathrm{T} \approx 14$ working days, AAC will place orders for the juicers approximately every two and three-quarter weeks. This information can be useful if Mr. Allen decides to coordinate orders for other items from Citron along with the juicers.

## SENSITIVITY OF THE EOQ RESULTS-LOTS OF 100

Suppose Citron's policy requires AAC to purchase juicers in units of 100 . In this case, AAC could not order 327 juicers and would modify its order quantity to, say, 300. The total annual inventory holding and ordering cost of a policy based on orders of 300 juicers at a time amounts to $\$ 459.60$, an increase of only $\$ 1.71$ (or less than one-half of $1 \%$ of the total variable costs) per year over the cost of ordering 327 juicers at a time. This cost increase is so slight that an order quantity of 300 might even be preferable just for the sake of operational convenience.

## EFFECT OF CHANGES IN INPUT PARAMETERS

One of the properties of the EOQ model is that the optimal total cost is relatively insensitive to small or even moderate changes to one of the input parameters of the model. To illustrate, suppose that, due to a "back to nature" craze, the actual annual demand for juicers turns out to be 7500 instead of the forecasted 6240 (an increase of over $20 \%$ ). Using the EOQ formula, we find that AAC should have ordered $\mathrm{Q}^{*}=359$ juicers at a time rather than the 327 we calculated. The annual holding and ordering cost (excluding safety stock costs) associated with an annual demand of 7500 juicers and an order quantity of 359 is:

$$
\mathrm{TV}(359)=\left(\frac{359}{2}\right)(\$ 1.40)+\left(\frac{7500}{359}\right)(\$ 12)=\$ 502.00
$$

If instead of ordering 359 juicers we used the order quantity of 327 , the annual ordering and holding cost would be

$$
\mathrm{TV}(327)=\left(\frac{327}{2}\right)(\$ 1.40)+\left(\frac{7500}{327}\right)(\$ 12)=\$ 504.13
$$

This is an increase of only $\$ 2.13$, or $0.4 \%$ per year! Thus a "mistake" of more than $20 \%$ in estimating demand has less than a $0.4 \%$ effect on the total annual variable cost.

## Software Results

Figure 8.4 gives an Excel spreadsheet that can be used to determine the optimal order quantity and reorder point as well as the inventory costs associated with any specified order quantity.

The input parameters are entered in column B. (Note that the value for Ch in cell B13 can be determined by multiplying the value in cell B11, the cost per

FIGURE 8.4 Excel Spreadsheet for Allen Appliance Company

unit, by the value in cell B12, the annual holding cost rate.) The outputs in column E correspond to the optimal order quantity, $\mathrm{Q}^{*}$, whereas the outputs in column H are for a predetermined order quantity that is put in cell H 10 (in this case $Q=600)$.

While the formulas shown in Figure 8.4 are generally straightforward and follow the algebraic formulas presented above, the formula for the reorder point, R , in cell E13 is somewhat complex. This is because the formula must allow for the possibility that the lead time is so long that multiple orders may be outstanding. The portion of the formula, $-\operatorname{INT}((\$ B \$ 15 * \$ B \$ 10+\$ B \$ 16) / \mathrm{E} 10) * \mathrm{E} 10$, accounts for this possibility.

## USING SOLVER TO DETERMINE Q*

It is also possible to get the value of $\mathrm{Q}^{*}$ by using the Solver option in Excel. To do this with the spreadsheet shown in Figure 8.4, click on Solver and in the "Set Target Cell" box put $\$ \mathrm{H} \$ 14$, in the "Equal To" section, highlight the Min button, and in the "By Changing Cells" box put $\$ \mathrm{H} \$ 10$. Then, click Solve. The EOQ solution will appear in cell H 10 and the values in column H will be identical to those in column E .

## USING THE INVENTORY.XLS TEMPLATE FOR SOLVING THE EOQ MODEL

As an alternative to constructing an Excel spreadsheet to solve EOQ problems, we have included the template inventory.xls on the accompanying CD-ROM. This template will enable you to quickly solve all of the inventory models discussed in this chapter without having to construct spreadsheets from scratch. The worksheet EOQ contained in the template (which is similar in form to the spreadsheet shown in Figure 8.4), can be used to solve EOQ problems. Details on using the template are contained in Appendix 8.1.

### 8.3 Determining Safety Stock Levels

As we discussed in Section 8.2, when businesses want to avoid stockouts, they incorporate safety stock requirements to determine the reorder point.

One approach used to determine the appropriate safety stock level for an item is for management to specify a desired service level. This can represent one of two quantities:

1. the likelihood or probability of not incurring a stockout during an inventory cycle, or
2. the percentage of demands that are filled without incurring any delay.

The first approach, known as the cycle service level, is appropriate when the firm is concerned about the likelibood of a stockout and not its magnitude. It is used, for example, in manufacturing settings in which any stockout affects production.

The second approach, known as the unit service level, is appropriate when the firm is interested in controlling the percentage of unsatisfied demands. It corresponds to the term fill rate and is what managers commonly mean when they state a service level.

To illustrate the difference between these two service levels, consider again the Allen Appliance Company (AAC) example described in Section 8.2. Table 8.4 shows the juicer demand and number of units on backorder during the last five inventory cycles at AAC when the policy was to order 600 units whenever the inventory level reached 205 units. We see that, during this time period, the cycle service level is $80 \%$ since four out of five cycles experienced no stockouts. At the same time, the unit service level is $99.5 \%$ since only 15 of 3000 units were backordered.

Table 8.4 Juicer Demand and Units on Backorder

| Cycle Number | Demand | Number of Units on Backorder |
| :---: | :---: | :---: |
| 1 | 585 | 0 |
| 2 | 610 | 0 |
| 3 | 628 | 15 |
| 4 | 572 | 0 |
| 5 | 605 | 0 |

## THE CYCLE SERVICE LEVEL APPROACH

Stockouts occur only if demand during the lead time exceeds the reorder point. For example, if AAC uses a reorder point of 205 , a stockout occurs only when demand during the lead time exceeds 205 units. Hence, if the lead time demand distribution is known, a statistical analysis can be used to determine the service level corresponding to a given reorder point or the safety stock required to maintain a given cycle service level.

In many cases, long-run demand can be assumed to be relatively constant, even when for shorter intervals, demand can be more appropriately modeled by a normal distribution. Thus demand during the lead time would be modeled by a normal distribution with estimated mean, $\mu_{\mathrm{L}}=\mathrm{L} * \mathrm{D}$, and standard deviation, $\sigma_{\mathrm{L}}$. From basic statistics we know that in this case the demand level that has a probability of $\alpha$ of being exceeded is given by the formula: $\mu_{\mathrm{L}}+\mathrm{z}_{\alpha} \sigma_{\mathrm{L}}$. Here $\mathrm{z}_{\alpha}$ corresponds to the z value that puts probability $\alpha$ in the upper tail of the normal distribution. (The values of z are found in Appendix A.) Hence, since a $(1-\alpha)$ service level corresponds to a probability of stockout equal to $\alpha$, is the reorder point is $\mu_{\mathrm{L}}+\mathrm{z}_{\alpha} \sigma_{\mathrm{L}}$. The safety stock, SS , is therefore equal to $\mathrm{z}_{\alpha} \sigma_{\mathrm{L}}$.

## Reorder Point Corresponding to a Cycle Service Level of ( $1-\alpha$ )

$$
\begin{aligned}
\mathrm{R} & =\mu_{\mathrm{L}}=\mathrm{z}_{\alpha} \sigma_{\mathrm{L}} \\
& =\mu_{\mathrm{L}}+\mathrm{SS}
\end{aligned}
$$

For example, recall that the lead time for delivery of juicers at AAC is eight working days and that demand over the past 10 weeks is that given in Table 8.3. From these data, the sample mean and variance, which can be used as estimates for the population mean and variance for weekly demand is calculated by:

$$
\begin{aligned}
& \mu \approx \bar{x}=\frac{(105+115+\ldots+130)}{10}=120 \\
& \sigma^{2} \approx s^{2}=\frac{\left(105^{2}+115^{2}+\ldots+130^{2}\right)-10\left(120^{2}\right)}{9}=83.33
\end{aligned}
$$

The estimates of the mean, $\mu_{\mathrm{L}}$, and variance, $\sigma_{\mathrm{L}}^{2}$ of the lead time demand are then found by multiplying the weekly demand estimates by the length of the lead time (expressed in weeks). Since the lead time is eight days, or $8 / 5=1.6$ weeks, these values are:

$$
\begin{aligned}
& \mu_{\mathrm{L}} \approx 1.6(120)=192 \\
& \sigma_{\mathrm{L}}^{2} \approx 1.6(83.33)=133.33
\end{aligned}
$$

Thus

$$
\sigma_{\mathrm{L}} \approx \sqrt{133.33}=11.55
$$

## Analysis of Current Policy

If it can be assumed that lead time demand follows a normal distribution, ${ }^{3}$ a reorder point of $R=205$ implies:

$$
205=192+z(11.55)
$$

Solving for z gives:

$$
z=(205-192) / 11.55=1.13
$$

We see from Appendix A that the area in the tail above z is $\alpha=1.13$ is $.5-$ $.3708=.1292 \approx .13$. Thus, as shown in Figure 8.5 , this policy corresponds approximately to an $87 \%$ cycle service level.


[^44]FIGURE 8.6 Reorder Point for AAC Corresponding to a 99\% Cycle Service Level

## Determining the Reorder Point for a Given Cycle Service Level

Now suppose that AAC management wants to improve its cycle service level from $87 \%$ to $99 \%$. In this case, $\alpha=.01$ and $\mathrm{z}_{.01}=2.33$. As illustrated in Figure 8.6, the reorder point is $\mathrm{R}=192+2.33 * 11.55)=219$ units. The corresponding safety stock is then $2.33 * 11.55 \approx 27$ units.


## Determining the Reorder Point for a Given Acceptable Number of Stockouts per Year

Another way of expressing a cycle service level is to specify an acceptable value for the likelihood of being out of stock for a given average number of cycles per year. For example, suppose AAC is willing to run out of juicers an average of at most one cycle per year. If the firm uses an order quantity of 327 units, the average number of cycles per year is $\mathrm{N}=6240 / 327=19.08$. Thus the acceptable probability of a stockout during a lead time is $\alpha=1 / 19.08=.0524$, which corresponds to a $94.76 \%$ service level. Referring to Appendix A , this gives us $\mathrm{z}_{.0524} \approx 1.62$. In this case, the safety stock, $\mathrm{z}_{s} \sigma_{\mathrm{L}} \approx 1.62(11.55) \approx 19$ and the reorder point would be $\mathrm{R}=192+19=211$ units.

## Software Results

Figure 8.7 shows an Excel spreadsheet that determines the reorder point for a given cycle service level or the cycle service level for a given reorder point. The appropriate values are entered in column B. (Normally one would specify either the desired service level in cell B7 or the reorder point in cell B8.) The assumption made for lead time demand in this spreadsheet is that it follows a normal distribution.


FIGURE 8.7 Excel Spreadsheet for Allen Appliance Company Reorder Point

From this spreadsheet we see that if the desired service level is $99 \%$ (. 99 in cell B7), the reorder point should be approximately 219 (the value in cell E5). Alternatively, if the reorder point is 205 (the value in cell B8), the corresponding cycle service level is approximately $87 \%$ (the value in cell E6).

The Excel template inventory.xls on the accompanying CD-ROM contains a worksheet Cycle Service that can be used for determining the reorder point using a cycle service level approach. The format for the worksheet is similar to the spreadsheet shown in Figure 8.7.

## THE UNIT SERVICE LEVEL APPROACH

Finding the reorder point corresponding to a desired unit service level is a bit more complicated than finding the reorder point corresponding to a desired cycle service level. Appendix 8.3 on the accompanying CD-ROM contains the general formula used to find this value. When lead time demand follows a normal distribution with estimated mean $\mu$ and standard deviation $\sigma$, the reorder point, R , can be detemined as follows:

1. Determine the value of z that satisfies the relationship:

$$
\mathrm{L}(\mathrm{z})=\frac{(1-\text { service level }) \mathrm{Q}^{\star}}{\sigma_{\mathrm{L}}}=\frac{\alpha \mathrm{Q}^{\star}}{\sigma_{\mathrm{L}}}
$$

(Here $\mathrm{L}(\mathrm{z})$ represents the partial expected value for the standard normal random variable between some value z and infinity. Values of the $\mathrm{L}(\mathrm{z})$ function are given in Appendix B.)
2. Solve for R using the formula $\mathrm{R}=\mu_{\mathrm{L}}+\mathrm{z} \sigma_{\mathrm{L}}$.

For example, suppose AAC desires a $99 \%$ unit service level. Based on values $\mu_{\mathrm{L}}=$ 192, $\sigma_{\mathrm{L}}=11.55$, and $\mathrm{Q}^{\star}=327$, for a $99 \%$ unit service level, $\mathrm{L}(\mathrm{z})=$ $(.01)(327 / 11.55)=.2831$. Referring to Appendix B, we see that a value of $\mathrm{L}(\mathrm{z})=$ .2831 corresponds to $\mathrm{z} \approx .26$. Therefore, $\mathrm{R}=192+.26(11.55)=195$ and the safety stock $=.26(11.55) \approx 3$ units.

It is interesting to compare the safety stock requirements between a cycle and a unit service level. For the Allen Appliance example, the safety stock equals only three units for a $99 \%$ unit service level, compared to 27 units for a $99 \%$ cycle service level. The safety stock requirements are lower for the unit service level because the calculations include the nonlead time portions of the inventory cycle. Since it is impossible to be in an out-of-stock situation during these times, fewer safety stock units are necessary. Another way to view this is to recognize that, when we select a reorder point based on a desired unit service level, the corresponding cycle service level will be lower.

Worksheet Unit Service contained in the Excel spreadsheet inventory.xls on the accompanying CD-ROM is a template for determining the reorder point using a unit service level approach.

## MANAGEMENT REPORT

On the basis of the analysis of the last two sections, the following memorandum was prepared. In this report, we outline an optimal inventory policy for AAC and examine the sensitivity of these recommendations to changes in the annual demand and holding cost.

# -SCG. <br> Student Consulting Group 

MEMORANDUM

To: Mr. James P. Allen, President-Allen Appliance Company
From: Student Consulting Group
Subj: Inventory Policy for Citron Juicers

Due to a gradual erosion in demand over the past several years, we have been asked to analyze the current inventory policy for Citron juicers and make policy recommendations that might help Allen Appliance Company lower its inventory costs. We have analyzed the inventory situation for these juicers and are pleased to report our findings.

Our analysis indicates that demand for the juicers is fairly constant and that the products have a shelf life in excess of three months. Based on the past 10 weeks of sales, we forecast the annual demand for juicers to be 6240 units.
We assume that AAC will continue to operate five days a week, that lead time for delivery is estimated to be eight working days, and that the juicers must be ordered in multiples of 100 units from Citron.

The following cost data have been provided by Allen management and used in our analysis:

| Unit cost per juicer: | $\$ 10$ |
| :--- | :--- |
| Ordering cost: | $\$ 12$ |
| Annual holding cost rate: | $14 \%$ |

Based on our analysis of this data we recommend the following:

1. Lower the order quantity for Citron juicers from 600 to 300 units. This should result in a reduction in the annual holding and ordering costs from $\$ 544.80$ to $\$ 459.60$ (a savings of $\$ 85.20$, or $15.6 \%$ per year).
2. Set the reorder point for the juicers at 219 , including a safety stock of 27 units. Although changing the reorder point from 205 to 219 increases the annual safety stock holding costs by $\$ 20$, this additional cost should be more than offset by the greater customer satisfaction generated from having fewer customers finding an out-of-stock situation.

Figure 1 compares the current and proposed policies.
While we are confident of the ordering cost data, management has indicated some uncertainty regarding both the value of $\$ 1.40$ used for the annual holding cost per juicer and our forecast of 6240 for the annual juicer demand. We have therefore considered different annual holding cost and demand amounts and examined the savings in total annual variable inventory costs of using our recommended policy versus AAC's current policy. Table I gives these percentage savings.


FIGURE 1

Table I Percentage Improvement in Annual Variable Inventory Holding and Ordering Costs by Ordering 300 Versus 600 Juicers Per Order

|  | Annual Holding Cost per Unit |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathbf{1 . 2 0}$ | $\mathbf{1 . 4 0}$ | $\mathbf{1 . 6 0}$ | $\mathbf{1 . 8 0}$ |  |
|  | 5800 | 13.4 | 17.5 | 20.8 | 23.5 |
| Annual | 6000 | 12.5 | 16.7 | 20.0 | 22.7 |
| Demand | 6200 | 11.6 | 15.8 | 19.2 | 22.0 |
|  | 6400 | 10.7 | 15.0 | 18.4 | 21.3 |

You can observe from this table that the recommended policy results in annual variable inventory cost savings of between $10.7 \%$ and $23.5 \%$. If more precise information regarding the annual demand and annual holding cost per unit were available, we might be able to find a policy that gives even greater cost savings.

Should you have any further questions, please do not hesitate to contact us.

### 8.4 EOQ Models with

## Quantity Discounts

Quantity discounts are a common practice in business. By offering such discounts, sellers encourage buyers to order in amounts greater than they would ordinarily purchase, thereby shifting the inventory holding cost from the seller to the buyer. Quantity discounts also reflect the savings inherent in large orders. For example, when the Citron Company receives an order from AAC, a certain amount of work is required to process the order, independent of its size. By selling a larger quantity of juicers, Citron is able to amortize this fixed cost over a larger quantity and charge a lower price for the merchandise.

Perhaps the most important reason firms offer quantity discounts is federal legislation known as the Robinson-Patman Act, which states that a seller cannot
discriminate among buyers when setting prices. This means that Citron cannot charge one price to AAC (which sells 6240 juicers a year) and a different price to a nationwide discount chain selling, say, 624,000 juicers a year. A quantity discount schedule does, however, enable a seller to reward its biggest customers with lower prices without violating the Robinson-Patman Act.

## QUANTITY DISCOUNT SCHEDULES

A quantity discount schedule lists the discounted cost per unit, $\mathrm{C}_{\mathrm{i}}$, corresponding to different purchase volumes. The quantities at which these prices change are called breakpoints, $\mathrm{B}_{\mathrm{i}}$. Each breakpoint corresponds to a particular pricing level. Normally, the price customers pay for the item declines as the order quantity increases.

Quantity discount schedules fall into two broad categories: all units schedules and incremental schedules. In an all units schedule, the price the buyer pays for all the units purchased is based on the total purchase volume. For example, suppose Citron uses an all units discount schedule and offers a discount price of $\$ 9.75$ corresponding to a breakpoint of 300 juicers. If AAC orders 327 juicers, it will pay $\$ 9.75$ per unit for each of the 327 juicers.

In an incremental discount schedule, the price discount applies only to the additional units ordered beyond each breakpoint. Thus if Citron uses an incremental discount schedule and offers a discount price of $\$ 9.75$ corresponding to a breakpoint of 300 juicers, then if AAC orders 327 juicers, it will pay $\$ 10.00$ per unit for the first 299 juicers and $\$ 9.75$ per unit for the remaining 28 juicers. While some firms use incremental discount schedules, the all units discount schedule is more common.

## ALL UNITS DISCOUNT SCHEDULE

Because the inventory unit cost is dependent on the quantity purchased, the all units discount inventory model must include the total cost of the goods purchased. The formula for $\mathrm{TC}(\mathrm{Q})$, therefore, is as follows:

$$
\begin{equation*}
\mathrm{TC}(\mathrm{Q})=\left(\frac{\mathrm{Q}}{2}\right) \mathrm{C}_{\mathrm{h}}+\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}}+\mathrm{DC}_{\mathrm{i}}+\mathrm{C}_{\mathrm{h}} \mathrm{SS} \tag{8.7}
\end{equation*}
$$

where $\mathrm{C}_{\mathrm{i}}$ represents the unit cost at the $\mathrm{i}^{\text {th }}$ pricing level corresponding to the order quantity, Q .

Since financing costs typically make up a major portion of the holding costs, it is reasonable to assume that the holding cost, $\mathrm{C}_{\mathrm{h}}$, will change proportionally to the unit cost. This assumption may not be totally accurate, however, because changes in the unit cost do not affect nonfinancing holding costs, such as storage costs. One way around this dilemma is to modify the holding cost by some fraction of the change in the unit cost reflecting the percentage of the holding cost represented by the inventory financing cost. Since the EOQ model is quite insensitive to minor changes in the parameters, however, the simplifying assumption that holding costs change proportionately to changes in the unit cost will have a minor effect on the optimal order quantity, $\mathrm{Q}^{*}$.

## Determining the Optimal Order Quantity

To illustrate how to determine the optimal order quantity under all units discount schedule, consider again the Allen Appliance Company example.

## ALLEN APPLIANCE COMPANY (CONTINUED)

Mr. Allen was quite impressed with our analysis. After reading the memorandum, however, he realized that we had not been given complete information concerning
per unit, Citron offers its customers quantity discounts. The all units quantity discount schedule is given in Table 8.5.

Mr. Allen wishes to determine whether he should order more than 300 units to take advantage of the discounts offered by Citron.

Table 8.5 All Units Quantity Discount Schedule

| Amount Ordered | Price per Unit |
| :---: | :---: |
| $1-299$ | $\$ 10.00$ |
| $300-599$ | $\$ 9.75$ |
| $600-999$ | $\$ 9.50$ |
| $1000-4999$ | $\$ 9.40$ |
| 5000 or more | $\$ 9.00$ |

## SOLUTION

There are four discount pricing levels for Citron juicers beyond the base price of $\mathrm{C}=\$ 10$ per unit. These are $\mathrm{C}_{1}=\$ 9.75, \mathrm{~B}_{1}=300 ; \mathrm{C}_{2}=\$ 9.50, \mathrm{~B}_{2}=600 ; \mathrm{C}_{3}=$ $\$ 9.40, B_{3}=1000$, and $C_{4}=\$ 9.00, B_{4}=5000$. Figure 8.8 shows five inventory cost curves for the juicer problem. Each represents the total cost $T C(Q)$ as a function of the corresponding unit price, $\mathrm{C}_{\mathrm{i}}$, assuming that $\mathrm{C}_{\mathrm{i}}$ is valid for all values of Q . The true total cost function, $T C(Q)$, contains the pieces of each curve corresponding to the range of values for $Q$ over which the corresponding discount price is valid, as highlighted in the figure.


Determining the optimal order quantity for an all units discount schedule is a straightforward process. For the original unit cost, as well as each discount pricing level, we use the EOQ formula

$$
\mathrm{Q}^{*}=\sqrt{\frac{2 \mathrm{DC}_{\mathrm{o}}}{\mathrm{C}_{\mathrm{h}}}}
$$

to determine the lowest total cost on each curve. Table 8.6 provides this information for the juicer problem. The $Q^{*}$ values change slightly for each pricing level because $\mathrm{C}_{\mathrm{h}}$ declines in proportion to the decrease in the price per unit for each pricing level. (If we had assumed a constant holding cost, $\mathrm{Q}^{*}$ would have been the same for each pricing level.)

Table 8.6 Lowest Total Cost on Each Inventory Cost Curve

| Level | Amount Ordered | Price per Unit | Q* $^{*}$ |
| :---: | :---: | :---: | :---: |
| 0 | $1-299$ | $\$ 10.00$ | 327 |
| 1 | $300-599$ | $\$ 9.75$ | 331 |
| 2 | $600-999$ | $\$ 9.50$ | 336 |
| 3 | $1000-4999$ | $\$ 9.40$ | 337 |
| 4 | 5000 or more | $\$ 9.00$ | 345 |

It can be seen from Figure 8.8 that, for each pricing level, the cost curves increase as the order quantity increases beyond the $Q^{*}$ value. Hence, when the EOQ value for a curve is below the pricing level's breakpoint, the least expensive way to obtain the discount is to increase the order quantity only up to that breakpoint.

When the $Q^{\star}$ value is greater than the next pricing level's breakpoint, as it is for pricing level 0 , the pricing level can be dropped from further consideration (since we would be ordering at the next pricing level anyway). Obviously it does not make sense for Allen Appliance to order at pricing level 0 since its optimal order quantity, 327 , falls within pricing level 1 . But at level 1 the unit cost is $\$ 9.75$, and the optimal order quantity is 331 .

Table 8.7 lists the results of modifying the $\mathrm{Q}^{*}$ values to take advantage of the discounts for the remaining pricing levels under consideration. For each pricing level still under consideration the value of $\mathrm{TC}\left(\mathrm{Q}^{*}\right)$ is then calculated by Equation 8.7 using the modified $\mathrm{Q}^{\star}$ values. Table 8.8 gives the values of $\mathrm{TC}\left(\mathrm{Q}^{\star}\right)$ for each remaining pricing level (it is assumed $\mathrm{SS}=13$ ).

Table 8.7 Modified Q* Values

| Amount Ordered | Price per Unit | Modified Q* |
| :---: | :---: | :---: |
| $1-299$ | $\$ 10.00$ | $*$ |
| $300-599$ | $\$ 9.75$ | 331 |
| $600-999$ | $\$ 9.50$ | 600 |
| $1000-4999$ | $\$ 9.40$ | 1000 |
| 5000 or more | $\$ 9.00$ | 5000 |
| *Q* above breakpoint. |  |  |

Table 8.8 TC(Q*) Values

| Amount Ordered | Price per Unit | Modified Q* | TC $\left(Q^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| $1-299$ | $\$ 10.00$ | - | - |
| $300-599$ | $\$ 9.75$ | 331 | $\$ 61,309.88$ |
| $600-999$ | $\$ 9.50$ | 600 | $\$ 59,821.09$ |
| $1000-4999$ | $\$ 9.40$ | 1000 | $\$ 59,405.99$ |
| 5000 or more | $\$ 9.00$ | 5000 | $\$ 59,341.36$ |

Thus AAC should order 5000 juicers at a time, since this value minimizes $\mathrm{TC}\left(\mathrm{Q}^{*}\right)$. The process is summarized as follows:

## Determining the Optimal Order Quantity for an All Units Pricing Schedule

1. Calculate $Q^{*}$ for each discount level.
2. If $\mathrm{Q}^{*}$ is less than the lower quantity limit for the discount level, increase $\mathrm{Q}^{*}$ to this lower limit. If $\mathrm{Q}^{*}$ is greater than the upper quantity limit for the discount level, eliminate this level from further consideration.
3. Substitute the modified $Q^{*}$ values into the formula:

$$
T C(Q)=\left(\frac{Q}{2}\right) C_{h}+\frac{D}{Q} C_{o}+D C_{1}+C_{n} S S
$$

4. Select the $\mathrm{Q}^{*}$ value that minimizes $\mathrm{TC}\left(\mathrm{Q}^{*}\right)$.

Although quantity discounts may influence the order quantity, they do not affect the reorder point; this is determined in exactly the same way as for the nondiscounted EOQ problem.

## Software Results

Figure 8.9 shows the results of using the All Units Discount worksheet on the inventory.xls template to determine the optimal order quantity and reorder point for the Allen Appliance Company.


The parameters are entered in rows 5 through 11 of column B. (Note that the default value for Ch in cell B 8 is determined by multiplying the value in cell B6, the cost per unit, by the value in cell B7, the annual holding cost rate.) The template can handle problems with up to eight breakpoints. The breakpoints
and discount prices are entered in rows 17 through 24 of columns B and C. (No entry is made for row 16 as the default value for cell C16 is the unit cost entered in cell B6.)

## Other Considerations

These results are based on a mathematical model that made certain simplifying assumptions, such as constant demand and a fixed holding cost rate. However the results should be checked to make sure they are consistent with these assumptions. For example, according to the above analysis, the lowest total annual inventory cost is achieved when AAC orders 5000 juicers at a time. This quantity represents more than a nine-month supply of juicers and could raise some concerns among AAC management.

First, if AAC orders 5000 juicers, it must have some place to store them. This could result in major additional expenses for new warehouse space. These additional costs would violate the fixed holding cost rate assumption.

Second, suppose Mr. Allen has heard rumors that Citron may be introducing a new improved juicer within the next three to four months. This plan could violate the constant demand assumption. AAC would rightfully be concerned about getting stuck with juicers that have been discontinued and need to be sold at drastically reduced prices.

Suppose, in fact, that AAC's policy is to never order more than a three-month supply of any product in order to guard against such possibilities. Consequently, it would never order more than $6240 / 4=1560$ juicers at a time. In this case, only the first three discount levels would be available, and, as seen in Figure 8.9, AAC should order 1000 juicers at a time.

## INCREMENTAL DISCOUNT SCHEDULES

Figure 8.10 shows a graph of AAC's total annual juicer inventory cost as a function of the order quantity, assuming that Citron offers an incremental discount schedule. The procedure for determining the optimal order quantity for an incremental discount schedule is somewhat more complex than that used for the all units schedule. Details of this procedure are given in Appendix 8.4 on the accompanying CD-ROM. The worksheet Incremental Discount in the Excel template inventory.xls can be used to obtain results for the discounted EOQ model if the discounting scheme is an incremental one.


FIGURE 8.10 Total Annual Juicer Inventory Cost as a Function of Order Quantity-Incremental Discount Policy

### 8.5 Production Lot Size Model

Although the EOQ model is useful for determining an optimal inventory policy for goods obtained from other sources, in many instances the firm itself produces the items it sells. If demand for the item occurs at a constant rate, a production lot size model can be used to determine the item's optimal inventory policy.

A production lot size model is useful for manufacturers such as pharmaceutical companies, soft drink bottlers, cosmetics companies, ice cream manufacturers, furniture makers, and household goods producers. In all of these enterprises, a production line is not continuously used to manufacture the same product; rather, production of an item occurs in batches, or lots, that are added to the firm's inventory. Production does not resume until the item's inventory is nearly depleted, at which point another batch is produced. An ice cream producer, for example, does not continuously produce Heavenly Hash ice cream. It makes a batch of this flavor, cleans out its equipment, and moves on to produce another flavor.

Production lot size models assume that the production facility operates at a rate greater than the demand rate for the item. Clearly, if the production rate is less than the demand rate, the firm will not have any inventory problem since it will simply ship out all items as they are produced. This situation sometimes occurs with the introduction of an extremely popular children's toy or musical recording. Normally, this degree of popularity does not last long enough to warrant the firm expanding its production lines. Once demand declines below the production rate, a production lot size model may prove useful.

The discussion here focuses on determining the optimal production quantity for a single product. In the real world, where several products must share the same production line, it may be impossible to follow the resulting schedule for each product. Multiple scheduling problems are quite difficult to solve and are beyond the scope of this text.

The approach parallels that of the EOQ model by developing a general expression for the annual inventory costs associated with producing and storing the stock-keeping unit. In a production process, however, a firm does not actually place an order; instead, it incurs a cost to begin production, known as the setup cost. We use the following notation in production lot size models:

$$
\begin{aligned}
\mathrm{D} & =\text { Estimate of the Annual Demand for the Stock }- \text { Keeping Unit } \\
\mathrm{C}_{\mathrm{h}} & =\text { Annual Holding Cost per Unit in Inventory } \\
\mathrm{C}_{\mathrm{o}} & =\text { Production Setup Cost } \\
\mathrm{P} & =\text { Annual Production Rate Assuming Full and Continuous Operation }
\end{aligned}
$$

The goal of the optimal policy is to minimize total annual inventory costs. Because the production lot size model assumes that demand occurs at a constant rate, as with the EOQ model, we can show that, over an infinite time horizon, a stationary policy that produces the same quantity during each production run is optimal. Given a production lot size of Q , an equation for the total annual variable cost, $T V(Q)$, can be developed to represent the sum of the total annual holding cost plus production setup cost. $Q^{*}$ denotes the value of $Q$, which minimizes $T V(Q)$.

## DETERMINING THE AVERAGE INVENTORY LEVEL

The total annual holding cost is the product of the average inventory level and the annual holding cost per unit. To determine the average inventory level, the maximum inventory position, $M$, must first be calculated. Unlike the EOQ model, in a production lot size model, the maximum inventory position is less
than the production lot size, Q . This is because units are demanded and sold while they are being produced. To determine the value of $M$, refer to Figure 8.11, which profiles the inventory position over time. Here, it is assumed that the production process operates at a constant rate and that production resumes only when the inventory is depleted.


FIGURE 8.11 Production Lot Size Model-Inventory Position over Time

The production cycle time, T, consists of two time periods: (1) the time during which the product is being produced and inventory is increasing, $\mathrm{T}_{1}$; and (2) the time during which the production line is being used for other purposes and the good is not being produced, $\mathrm{T}_{2}$.

Since production of Q units takes place in time period $\mathrm{T}_{1}$, then (assuming T and $T_{1}$ are expressed on a yearly basis),

$$
\mathrm{Q}=\mathrm{PT}_{1}
$$

or

$$
\mathrm{T}_{1}=\mathrm{Q} / \mathrm{P}
$$

As Figure 8.11 indicates, the inventory position reaches its highest point during a production cycle at time $\mathrm{T}_{1}$. At this point, production ceases and the inventory accumulated during the production phase of the cycle begins to be depleted. Because Q units have been produced and $\mathrm{DT}_{1}$ units have been demanded during time $T_{1}$, the inventory position at this point is:

$$
\mathrm{M}=\mathrm{Q}-\mathrm{DT} \mathrm{D}_{1}=\mathrm{Q}-\mathrm{D}(\mathrm{Q} / \mathrm{P})=\mathrm{Q}(1-\mathrm{D} / \mathrm{P})
$$

## Total Annual Holding Costs

The average inventory level is, therefore:

$$
\frac{\mathrm{M}}{2}=\left(\frac{\mathrm{Q}}{2}\right)(1-\mathrm{D} / \mathrm{P})
$$

and annual inventory holding cost is:

$$
\left(\frac{\mathrm{Q}}{2}\right)(1-\mathrm{D} / \mathrm{P}) \mathrm{C}_{\mathrm{h}}
$$

## Total Annual Setup Costs

The annual production setup cost is found by multiplying the average number of production setups per year, $\mathrm{D} / \mathrm{Q}$, by the setup cost incurred for each production run, $\mathrm{C}_{\mathrm{o}}$ :

$$
\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}}
$$

## Total Annual Variable Costs

Adding the annual holding cost to the production setup cost gives the following formula for $\mathrm{TV}(\mathrm{Q})$ :

$$
\begin{equation*}
T V(Q)=\frac{Q}{2}(1-D / P) C_{h}+\left(\frac{D}{Q}\right) C_{o} \tag{8.8}
\end{equation*}
$$

In Appendix 8.2 on the accompanying CD-ROM, it is shown that the optimal production quantity is given by the formula:

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\frac{2 \mathrm{DC}_{\mathrm{o}}}{(1-\mathrm{D} / \mathrm{P}) \mathrm{C}_{h}}} \tag{8.9}
\end{equation*}
$$

As in the EOQ model, at $\mathrm{Q}^{*}$ the annual holding costs equal the annual production setup costs.

Comparing Equations 8.2 and 8.3 for the EOQ model to Equations 8.8 and 8.9 for the production lot size model, it can be seen that, if P equals infinity, $\mathrm{D} / \mathrm{P}$ equals zero and the two sets of equations are identical. Hence the EOQ model can be considered a special case of the production lot size model, in which goods can be supplied infinitely quickly.

To illustrate use of the production lot size model, consider the problem faced by the Farah Cosmetics Company.

## FARAH COSMETICS COMPANY

Management of the Farah Cosmetics Company is interested in determining the optimal production lot size for its most popular shade of lipstick, Autumn Moon. The factory operates seven days a week, 24 hours a day. The lipstick production line can produce 1000 tubes of lipstick per hour when operating at full capacity. Whenever the company changes production to a new shade of lipstick, it costs an estimated $\$ 150$ to clean out the machinery and do any necessary calibrations.

Demand for Autumn Moon lipstick has been reasonably constant, averaging 980 dozen tubes per week. Farah sells the lipstick to distributors for $\$ .80$ per tube, and the firm calculates its variable production cost at approximately $\$ .50$ per tube. Because lipsticks must be stored in an air-conditioned warehouse, the firm uses a relatively high annual holding cost rate of $40 \%$.

Farah is currently producing Autumn Moon in batch sizes of 84,000 tubes and would like to determine if this policy is optimal.

## SOLUTION

Weekly demand of 980 dozen units is equivalent to a daily demand of 140 dozen, or 1680 , units. Thus $\mathrm{D}=(1680)(365)=613,200$ per year. The annual holding cost, $\mathrm{C}_{\mathrm{h}}$, for a tube of Autumn Moon lipstick is $(.40)(\$ .50)=\$ .20$, and the production setup cost, $\mathrm{C}_{\mathrm{o}}$, is $\$ 150$. For Autumn Moon, the maximum production rate, P , is $(1000)(24)(365)=8,760,000$ units. The unit selling price of the lipstick, $\$ .80$, does not enter into the analysis, since revenue is unaffected by the production lot size decision. In summary:

$$
\begin{aligned}
\mathrm{D} & =613,200 \\
\mathrm{P} & =8,760,000 \\
\mathrm{C} & =\$ .50 \\
\mathrm{C}_{\mathrm{o}} & =\$ 150 \\
\mathrm{C}_{\mathrm{h}} & =\$ .20
\end{aligned}
$$

## Analysis of Current Policy

Farah currently schedules production runs of 84,000 tubes of Autumn Moon lipstick so that the time between production runs, $T$, is:

$$
\mathrm{T}=\frac{84,000 \mathrm{tubes} / \mathrm{run}}{613,200 \mathrm{tubes} / \text { year }}=.1370 \text { years }(\approx 50 \text { days })
$$

Since the production line can manufacture $8,760,000$ tubes per year, the length of each production run is:

$$
\mathrm{T}_{1}=\frac{84,000 \text { tubes } / \text { run }}{8,760,000 \text { tubes } / \text { year }}=.0096 \text { years }(\approx 3.5 \text { days })
$$

Thus the time during each production cycle for which the machine is not used to produce Autumn Moon lipstick is:

$$
\mathrm{T}_{2}=\mathrm{T}-\mathrm{T}_{1}=.1370-.0096=.1274 \text { years }(\approx 46.5 \text { days })
$$

The total annual variable inventory cost for this policy is:
$\operatorname{TV}(84,000)=\left(\frac{84,000}{2}\right)\left(1-\frac{613,200}{8,760,000}\right)(\$ .20)+\left(\frac{613,200}{84,000}\right)(\$ 150)=\$ 8,907$

## Analysis of Optimal Policy

Using Equation 8.9 the optimal production lot size is:

$$
\mathrm{Q}^{\star}=\sqrt{\frac{2(613,200)(150)}{\left(1-\frac{613,200}{8,760,000}\right)(.20)}} \approx 31,449
$$

This quantity results in a total annual variable inventory cost of

$$
\operatorname{TV}(31,449)=\left(\frac{31,449}{2}\right)\left(1-\frac{613,200}{8,760,000}\right)(\$ .20)+\left(\frac{613,200}{31,449}\right)(\$ 150)=\$ 5,850
$$

This represents a variable inventory cost savings of $\$ 3057$, or approximately $34 \%$, over the policy of producing in batches of 84,000 .

From a practical standpoint, the firm probably would not wish to schedule a production run of exactly 31,449 tubes of lipstick. A more realistic approach is to round off $\mathrm{Q}^{*}$ and recommend a production quantity of 31,000 or 32,000 , or even 30,000 , tubes of lipstick. As with the EOQ model, small variations in $\mathrm{Q}^{*}$ have a minimal effect on the total annual inventory costs.

## Software Results

Figure 8.12 shows the results of using the worksheet Production Lot Size on the inventory.xls template for determining the inventory policy for the Farah Cosmetics Company. The parameters are entered in column B, and the optimal policy outputs are given in column E. One can also assign an order quantity in cell H 5 (in this case $\mathrm{Q}=84,000$ ), and the resulting inventory values will be given in cells H6 through H10.


Farah inventory.xls

FIGURE 8.12 Excel Spreadsheet for Farah Cosmetics Company


As with the EOQ model, one can use the Solver option to also determine the optimal production lot size. To do this, click on Solver and in the "Set Target Cell" box put $\$ H \$ 9$, in the "Equal To" section highlight the Min button, and in the "By Changing Cells" box put \$H\$5. Next click Solve. The EOQ solution will appear in cell H 5 and the values in column H will be identical to those in column E .

## OTHER PRODUCTION SYSTEMS

Many other inventory systems exist for controlling the production of inventory. Supplement CD 6 on the accompanying CD-ROM discusses a number of these systems, including material requirements planning (MRP), just-in-time systems, kanban systems, and flexible manufacturing systems. Also discussed in this supplement are the Wagner-Whitin algorithm and the Silver-Meal heuristic.

### 8.6 Planned Shortage Model

## BACKORDERING

When we go to our local supermarket, we expect to find items like eggs, coffee, spaghetti, and ketchup readily available. If they aren't, we will probably begin shopping elsewhere. In Section 8.3 we discussed a safety stock approach that businesses can use to reduce the likelihood of running out of stock of such items. In other situations, however, we have become accustomed to waiting several days or even weeks or months to get the merchandise we want.

For example, if we wish to purchase a new car complete with a detailed list of specific options, and the car is not currently available at our local new car dealership, it may take the factory six or more weeks to produce and deliver the car. Other products we are typically willing to wait for include quality furniture, some major appliances, and specialty parts. What these items have in common are relatively high holding costs, due to either the high cost of the item or its low demand.

The phenomenon of waiting for merchandise to be delivered is known as backordering. If an item desired by a customer is not available, the customer either goes elsewhere for the good (a lost sale) or places a backorder for the item. When the next shipment of the item arrives, all backorders are filled immediately and the remainder of the order is placed into inventory. One approach used to represent such situations is the planned shortage model.

## MODEL ASSUMPTIONS

In a planned shortage model, it is assumed that no customers will be lost due to an out-of-stock situation; all such customers will backorder. Although this assumption may not necessarily be true if the item or an appropriate substitute is readily available from another source, it might be appropriate if there is no alternative to waiting. Like the EOQ and production lot size models, this model deals with an item with a sufficiently long shelf life, whose demand occurs at a known constant rate over an infinite time horizon. In addition to holding and ordering costs, this model allows us to incorporate both a time-dependent and a timeindependent shortage cost component.

Naturally, customers prefer not to have to wait for their merchandise. To incorporate this preference, the planned shortage model includes a cost, $\mathrm{C}_{\mathrm{s}}$, of keeping a customer on backorder for an entire year. (The cost for waiting less than a year is simply prorated.) For example, if a store offers a $\$ 10$ per week discount for each week, a customer waits for merchandise, then $\mathrm{C}_{\mathrm{s}}=\$ 10(52)=\$ 520$. Hence, if a customer has to wait only four weeks for the item, the backorder cost for that customer is $(4 / 52)(\$ 520)=\$ 40$.

In general, $\mathrm{C}_{\mathrm{s}}$ does not represent a customer discount, but, rather, an estimate of customer dissatisfaction known as a goodwill cost. This cost translates into the future reduction in the firm's profitability associated with keeping a customer waiting. Goodwill costs are, at best, difficult to measure, but firms can sometimes get reasonable estimates of such costs from marketing surveys and focus groups.

In addition to the goodwill cost of keeping a customer waiting for the item, an administrative cost, $\mathrm{C}_{\mathrm{b}}$, may also be associated with writing up a backorder and contacting the customer whose item was on backorder when the order arrives. This cost differs from $\mathrm{C}_{5}$ because it is a fixed cost per backorder, independent of how long a customer waits for the item to arrive.

In the planned shortage model, the decision maker can control two quantities: Q , the order quantity, and S , the number of units on backorder at the time the
next order arrives. Hence, the total variable inventory cost equation, TV(Q, S), is a function of both of these quantities:

```
TV(Q, S) = (Total Annual Holding Costs)
    + (Total Annual Ordering Costs)
    + (Total Annual Time-Dependent Shortage Costs)
    + (Total Annual Time-Independent Shortage Costs)
```

Figure 8.13 is useful in developing expressions for these terms. In this figure:
$\mathrm{T}_{1}=$ the period in the inventory cycle during which inventory is available $\mathrm{T}_{2}=$ the period in the inventory cycle during which items are on backorder $\mathrm{T}=$ the time of the complete inventory cycle $=\mathrm{T}_{1}+\mathrm{T}_{2}$


FIGURE 8.13 Planned Shortage Model-Inventory Profile over Time

An inventory cycle begins when $S$ units are on backorder and an order of size Q is received. Since the S backorders are filled immediately, the inventory position at the beginning of the cycle is brought to its maximum inventory position $M=$ Q - S. The model assumes that items are demanded (thus, inventory is depleted) at a constant rate until the inventory level reaches 0 at time $\mathrm{T}_{1}$. Then, during period $T_{2}$, backorders accumulate at the same constant demand rate until, at the end of the cycle, $S$ units are on backorder. At that point the next cycle begins, and the process is repeated. The individual components of $\mathrm{TV}(\mathrm{Q}, \mathrm{S})$ can now be determined.

## ANNUAL HOLDING COST

The average inventory level during the entire cycle, T , is the average inventory level during the in-stock period, $(\mathrm{Q}-\mathrm{S}) / 2$, times the proportion of time that there is inventory in stock $\left(\mathrm{T}_{1} / \mathrm{T}\right)$. The demand during period $\mathrm{T}_{1}$ is $\mathrm{D} * \mathrm{~T}_{1}=\mathrm{Q}-$ S , while the demand during the entire cycle T is $\mathrm{D} * \mathrm{~T}=\mathrm{Q}$. Dividing $\mathrm{Q}-\mathrm{S}$ by Q therefore gives the value of $T_{1} / T$. Hence we have that:

$$
\text { Average Inventory Level }=\left(\frac{(\mathrm{Q}-\mathrm{S})}{2}\right)\left(\frac{(\mathrm{Q}-\mathrm{S})}{\mathrm{Q}}\right)=\frac{(\mathrm{Q}-\mathrm{S})^{2}}{2 \mathrm{Q}}
$$

As in the previous models, the annual holding cost is the average inventory level times $\mathrm{C}_{\mathrm{h}}$. Thus

$$
\text { Annual Inventory Holding Costs }=\frac{(\mathrm{Q}-\mathrm{S})^{2}}{2 \mathrm{Q}} \mathrm{C}_{\mathrm{h}}
$$

## ANNUAL ORDERING COST

The annual ordering cost is found by multiplying the average number of orders per year, $\mathrm{N}=\mathrm{D} / \mathrm{Q}$, by the fixed ordering cost, $\mathrm{C}_{\mathrm{o}}$. Thus the total annual ordering cost is:

$$
\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}}
$$

## ANNUAL TIME-DEPENDENT SHORTAGE COST

The average backorder level during the cycle is the average number of stockouts during the out-of-stock period, $\mathrm{S} / 2$, times the proportion of time inventory is on backorder, $\left(T_{2} / T\right)$. Since $\frac{T_{1}}{T}=\frac{Q-S}{Q}$, and $\frac{T_{1}}{T}+\frac{T_{2}}{T}=1$, it follows that $\frac{T_{2}}{T}=\frac{S}{Q}$
and thus

$$
\text { Average Backorder Level }=\left(\frac{\mathrm{S}}{2}\right)\left(\frac{\mathrm{S}}{\mathrm{Q}}\right)=\frac{\mathrm{S}^{2}}{2 \mathrm{Q}}
$$

The annual time-dependent shortage cost equals the average backorder level times $\mathrm{C}_{\mathrm{s}}$. Thus

$$
\text { Annual Time-Dependent Backorder Cost }=\left(\frac{S^{2}}{2 Q}\right) C_{s}
$$

## ANNUAL TIME-INDEPENDENT SHORTAGE COST

During each inventory cycle there are S backorders, and there are $\mathrm{D} / \mathrm{Q}$ cycles per year, so that

$$
\text { Total Number of Backorders During a Year }=\left(\frac{D}{Q}\right) S
$$

The annual shortage cost that is incurred independent of the length of time customers are on backorder is $\mathrm{C}_{\mathrm{b}}$ times the total number of backorders during the year. Thus

$$
\text { Annual Time-Independent Backorder Cost }=\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{SC}_{\mathrm{b}}
$$

## TOTAL ANNUAL COSTS

Combining these terms gives the following formula for $\mathrm{TV}(\mathrm{Q}, \mathrm{S})$ :

$$
\begin{equation*}
T V(Q, S)=\frac{(Q-S)^{2}}{2 Q} C_{h}+\frac{D}{Q}\left(C_{o}+S C_{b}\right)+\frac{S^{2}}{2 Q} C_{s} \tag{8.10}
\end{equation*}
$$

## OPTIMAL INVENTORY POLICY

Let $\mathrm{Q}^{*}$ and $\mathrm{S}^{*}$ represent the pair of values for Q and S that minimize $\mathrm{TV}(\mathrm{Q}, \mathrm{S})$. Although it is not always possible to obtain closed-form solutions for a pair of values such as $\mathrm{Q}^{*}$ and $\mathrm{S}^{*}$, they can be obtained for this model provided that $\mathrm{C}_{\mathrm{s}}>0$ and

$$
\mathrm{C}_{\mathrm{b}}<\sqrt{2 \mathrm{C}_{\mathrm{o}} \mathrm{C}_{\mathrm{h}} / \mathrm{D}}
$$

Optimal Inventory Policy for the Planned Shortage Model

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\left(\frac{2 \mathrm{DC}_{\mathrm{o}}}{\mathrm{C}_{\mathrm{h}}}\right)\left(\frac{\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}}{\mathrm{C}_{\mathrm{s}}}\right)-\frac{\left(\mathrm{DC}_{\mathrm{b}}\right)^{2}}{\mathrm{C}_{\mathrm{h}} \mathrm{C}_{\mathrm{s}}}} \tag{8.11}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{*}=\frac{\mathrm{Q}^{*} \mathrm{C}_{\mathrm{h}}-\mathrm{DC}_{\mathrm{b}}}{\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}} \tag{8.12}
\end{equation*}
$$

## REORDER POINT

To find the reorder point when there is a lead time of $L$ years, we note that $S^{*}$ represents the number of orders on backorder when the new shipment arrives. If the annual demand is for D units, the lead time demand equals $\mathrm{L} * \mathrm{D}$. Hence the reorder point, R , for this model is given by the following formula:

$$
\begin{equation*}
\mathrm{R}=\mathrm{L} * \mathrm{D}-\mathrm{S}^{*} \tag{8.13}
\end{equation*}
$$

The value of R can be negative, implying that the reorder point occurs when several units are already on backorder. If $\mathrm{R}=-5$, for example, the order should be placed when five units are on backorder.

To illustrate the planned shortage model, consider the situation faced by the Scanlon Plumbing Corporation.

## SCANLON PLUMBING CORPORATION

Scanlon Plumbing Corporation is the exclusive North American distributor of a portable sauna manufactured in Sweden. The saunas cost Scanlon \$2400 each, and the company estimates the annual holding cost per unit for this product is $\$ 525$. Because the saunas must be shipped in a containerized vessel, the fixed ordering cost is fairly high, at $\$ 1250$. Lead time for delivery is four weeks.

Scanlon receives orders for an average of 15 saunas per week. Customers are willing to place orders for the saunas when Scanlon is out of stock. However, the company estimates the goodwill cost of keeping a customer's sauna on backorder is $\$ 20$ per week. There is also an administrative cost of $\$ 10$ for each sauna placed on backorder.

Management wishes to determine an optimal inventory policy for ordering the saunas.

## SOLUTION

For the Scanlon Plumbing model the parameters are:

$$
\begin{aligned}
\mathrm{D} & =15(52)=780 \\
\mathrm{C}_{\mathrm{o}} & =\$ 1250 \\
\mathrm{C}_{\mathrm{h}} & =\$ 525 \\
\mathrm{C}_{\mathrm{s}} & =\$ 20(52)=\$ 1040 \\
\mathrm{C}_{\mathrm{b}} & =\$ 10
\end{aligned}
$$

Substituting these quantities into Equations 8.11 and 8.12 gives:

$$
Q^{*}=\sqrt{\left(\frac{2(780)(1250)}{525}\right)\left(\frac{525+1040}{1040}\right)-\frac{((780)(10))^{2}}{(525)(1040)}} \approx 74
$$

and

$$
\mathrm{S}^{*}=\frac{(74)(525)-(780)(10)}{525+1040} \approx 20
$$

Since lead time is four weeks, $\mathrm{L}=4 / 52=.07692$ years. Orders should therefore be placed when the inventory level reaches:

$$
\mathrm{R}=.07692(780)-20=40 \text { units }
$$

## PRACTICAL CONSIDERATIONS

Again, the validity of the assumptions we used to generate $\mathrm{Q}^{*}$ and $\mathrm{S}^{*}$ should be evaluated. For example, the planned shortage model assumes that goodwill costs are linear; that is, the cost of keeping a customer on backorder for four months is assumed to be four times the cost of keeping a customer on backorder for one month. This is probably not the case in most real-world situations. Customers may be reasonably tolerant of short delays, but long delays can result in a tremendous loss in customer goodwill. Hence the decision maker should analyze the model results to see whether the assumed backorder cost is realistic.

In this case, it was assumed that the backorder cost for saunas is $\$ 20$ per week. Although management feels that this cost is realistic for delays of a week or less, it believes that delays greater than a week are actually more costly. The maximum delay experienced by any customer can be found by dividing $\mathrm{S}^{*}$ by D. For Scanlon Plumbing, the maximum backorder delay encountered by a customer (in weeks) is $S^{*} / \mathrm{D}=20 / 15=1 \frac{1}{3}$ weeks.

As a result of this analysis, management might feel that a $\$ 25$ per week backorder cost is more realistic. This variation changes $\mathrm{C}_{\mathrm{s}}$ from $\$ 1040$ to $\$ 1300$ and, using Equations 8.11 and 8.12 , suggests a revised inventory policy of ordering 72 units when the inventory level reaches 44 units. In this case, the maximum number of customers on backorder is approximately 16 , and the longest time a customer will spend on backorder is just slightly more than one week.

## ECONOMIC IMPLICATIONS

It is worth examining the implications of the formulas for $\mathrm{Q}^{*}$ and $\mathrm{S}^{*}$ on inventory control. (To simplify, assume $\mathrm{C}_{\mathrm{b}}$ equals 0 .) If $\mathrm{C}_{\mathrm{h}}$ is quite large relative to $\mathrm{C}_{\mathrm{s}}$ (as it is for custom or big-ticket items for which the buyer expects delays), the ratio $\mathrm{C}_{\mathrm{h}} /\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)$ is close to 1 and $\mathrm{S}^{*}$ is approximately $\mathrm{Q}^{*}$. That is, whenever an inventory order arrives, nearly all units have already been presold and the firm carries virtually no inventory. The optimal order quantity in this case is given approximately by the formula

$$
\mathrm{Q}^{*} \approx \sqrt{\frac{2 \mathrm{DC}_{0}}{\mathrm{C}_{\mathrm{s}}}}
$$

In this case, the holding cost plays no role in determining $\mathrm{Q}^{*}$.
On the other hand, now suppose that $C_{s}$ is quite large relative to $C_{h}$, as it is for products for which customer goodwill costs are quite high if the item is not available for purchase (such as daily staples like bread, milk, and eggs). In this case, $\mathrm{C}_{\mathrm{h}} /\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)$ is close to 0 , and the firm almost always wants the good to be in
stock. Therefore, customers are never intentionally placed on backorder. Furthermore, because $\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right) / \mathrm{C}_{\mathrm{s}}$ is effectively 1 , the formula for $\mathrm{Q}^{*}$ reduces to the EOQ formula (Equation 8.3). Hence we can view the EOQ model as a special case of the planned shortage model for which $\mathrm{C}_{\mathrm{s}}$ equals infinity and $\mathrm{C}_{\mathrm{b}}$ equals 0 .

Thus, if an item has a high holding cost relative to its backorder cost, the firm will carry little, if any, inventory, while if its backorder cost is high relative to its holding cost, the firm generally tries to keep the item in inventory and avoid running out of stock.

## SPECIAL CASES

A special case of the planned shortage model occurs when the value of $\mathrm{C}_{\mathrm{b}}$ is high relative to the value of $\mathrm{C}_{\mathrm{s}}$. In particular, when $\mathrm{C}_{\mathrm{b}}>\sqrt{2 \mathrm{C}_{\mathrm{o}} \mathrm{C}_{\mathrm{h}} / \mathrm{D}}$, the optimal solution is to allow no shortages ( $\mathrm{S}^{*}=0$ ), and $\mathrm{Q}^{*}$ equals the EOQ value.

To understand why this is the case, note that, for the EOQ solution, $\mathrm{Q}^{*}=$ $\sqrt{2 \mathrm{DC}_{\mathrm{o}} / \mathrm{C}_{\mathrm{h}}}$. Substituting this value into the total annual variable cost formula (Equation 8.1) gives:

$$
\begin{equation*}
\mathrm{TV}\left(\mathrm{Q}^{*}\right)=\sqrt{2 \mathrm{DC}_{0} \mathrm{C}_{\mathrm{h}}} \tag{8.14}
\end{equation*}
$$

Dividing $\mathrm{TV}\left(\mathrm{Q}^{*}\right)$ by the annual demand, D , results in the variable inventory cost per unit under the EOQ policy, $\sqrt{2 \mathrm{C}_{0} \mathrm{C}_{\mathrm{h}} / \mathrm{D}}$. Hence, if the administrative backorder cost, $\mathrm{C}_{\mathrm{b}}$, is greater than this amount, it must be more expensive to allow backorders than not to allow them.

Another special case of the model occurs when $\mathrm{C}_{\mathrm{s}}=0$. If the value of $\mathrm{C}_{\mathrm{s}}$ is 0 and $\mathrm{C}_{\mathrm{b}} \leq \sqrt{2 \mathrm{C}_{\mathrm{n}} \mathrm{C}_{\mathrm{h}} / \mathrm{D}}$, the model does not make any sense because the optimal policy is to keep all customers on backorder for an infinitely long period of time.

## Software Results

Figure 8.14 gives results of using the Planned Shortage worksheet on the inventory.xls template to determine the optimal order quantity and reorder point for the Scanlon Plumbing Corporation problem.


FIGURE 8.14 Excel Spreadsheet for Scanlon Plumbing Corporation

In this spreadsheet the parameters are entered in column B. Note that there are entries for $C_{s}$, the cost of keeping a unit on backorder for one year, and $C_{b}$, the fixed administrative cost of putting a unit on backorder.

The values in cells E5 and E6 give the optimal values for the order quantity, $\mathrm{Q}^{*}$, and the number of units on backorder when the order arrives, $\mathrm{S}^{*}$. Cells H5 and H6 allow the user to input specified values for Q and S (in this case 74 for Q and 20 for $S$ ).

As with the EOQ model, one can use the Solver option to also determine the optimal values for Q and S . To do this, click on Solver and in the "Set Target Cell" box put $\$ \mathrm{H} \$ 10$, in the "Equal To" section, highlight the Min button, and in the "By Changing Cells" box enter \$H\$5:\$H\$6. For this model, however, we must make sure that Q and S are $>0$. Since these are strict inequalities, adding $\mathrm{Q} \geq$ .00001 and $S \geq .00001$ in the "Add Constraints" dialogue box roughly approximates these constraints. When Solve is clicked the optimal values for Q and S will appear in cells H 5 and H 6 respectively and the values in column H will be identical to those in column E.

### 8.7 Review Systems

## CONTINUOUS REVIEW SYSTEMS

The EOQ model, the production lot size model, and the planned shortage model are all examples of continuous review systems because we implicitly assume that the inventory position is continuously monitored and an order is placed at the instant the inventory level reaches the reorder point.

## ( R, Q) Policies

For the EOQ, production lot size, and planned shortage models, an order of size Q is placed whenever the inventory level reaches the reorder point, R. Hence these models are sometimes known as order point, order quantity, or $(\mathrm{R}, \mathrm{Q})$ policies.

There are several ways to implement such policies. If inventory is tracked by a point-of-sale (POS) computerized cash register system, as it is in many retail establishments such as department stores and supermarkets, the computer can be programmed to carry out the recommended policy. Because the computer does not record shrinkage (theft and breakage), however, this method is not foolproof. This shortcoming is generally not too severe, however, and can be overcome by introducing a shrinkage factor into the computer program.

If the inventory is not tracked by computer, it may appear impossible, from a practical standpoint, to continuously review the firm's inventory position. Fortunately, there is a fairly easy way of implementing an $(\mathrm{R}, \mathrm{Q})$ policy, known as the two-bin system. This system, which is used in a number of factories and supply houses, operates as follows.

For a given product, a small bin holds R units and a larger bin holds up to Q units. When a new order arrives, the small bin is filled and tagged, and the remaining inventory from the order is placed in the large bin. Employees are instructed to remove units from the large bin until that bin is depleted. Once the large bin is empty, the small bin is opened up and items are supplied from that bin. At the time the small bin is opened, the order tag is removed and given to the inventory foreman. The order tag alerts the foreman that it is time to place an order for an additional Q units.

## (R,M) Policies

Implicit in the development of our previous models is the fact that the firm sells stock-keeping units one at a time. In many businesses, however, the typical cus-
tomer order may consist of multiple units of the same item. When such an order triggers the reorder point, problems can arise in an $(\mathrm{R}, \mathrm{Q})$ system.

For example, suppose that Citron did not offer quantity discounts and AAC adopted the policy recommendation to order $Q=327$ units when the inventory level reaches $\mathrm{R}=219$. If the inventory level is 224 and one of AAC's customers purchases 60 juicers, this purchase triggers a new order. If AAC only orders 327 juicers, it may find itself out of stock again faster than anticipated because the inventory position when the order is placed, $I$, will only be $I=224-60=164$ juicers. This will be $\mathrm{R}-\mathrm{I}=219-164=55$ units below the reorder point.

One way to avoid the potential problem caused by exceptionally large orders is to use an order point, order up to level, or ( $\mathrm{R}, \mathrm{M}$ ) policy. Under this system, while a new order is placed whenever the inventory level falls to R or below, the order size is adjusted to $Q+(R-I)$ to bring the inventory level back up to an anticipated level of $M,(M=Q+S S)$. This system effectively amends the ( $R, Q$ ) policy to account for situations in which the inventory level may be substantially below the reorder point when the order is placed.

> Adjusted Order Quantity for $(R, M)$ Model
> Order Quantity $=Q+(R-I)=(M-S S)+(R-I)$

For example, suppose $A A C$ uses an $(R, M)$ policy with reorder point $R=219$, and anticipated maximum inventory level $M=354$ (the order quantity of 327 plus the safety stock of 27). If a customer orders 60 juicers when the inventory level is at 224 , a reorder is triggered when the inventory position, $I$, equals $224-60=164$. Hence the reorder amount should be equal to $354-27+219-164=382$ instead of 327 juicers. The difference between 382 and 327,55 , reflects the fact that when the order is placed, the inventory level is 55 units below the desired reorder point of 219 .

In the long run, an ( $\mathrm{R}, \mathrm{M}$ ) policy typically has a lower average cost than a comparable ( $\mathrm{R}, \mathrm{Q}$ ) policy. ( $\mathrm{R}, \mathrm{M}$ ) systems are more complicated to monitor than $(R, Q)$ systems, however. For example, implementing an $(R, M)$ policy in a two-bin system requires the employee who removes the tag from the smaller bin to record how many units are being removed from that bin at the time it is opened. This extra control cost is not always worth the savings achieved by the ( $\mathrm{R}, \mathrm{M}$ ) system.

## PERIODIC REVIEW SYSTEMS

Continuous review systems are not practical for many businesses. Some establishments may not have the resources available to purchase computerized cash register systems or the space available to adopt a two-bin system. Others may order many different items from the same vendor and find it impractical to place separate purchase orders at different time periods for the numerous SKUs. In such instances, many firms use a periodic review inventory system. In this system the inventory position for each SKU is observed at fixed periods at which time order decisions are made.

## (T, M) Policies

In replenishment cycle or ( $\mathrm{T}, \mathrm{M}$ ) policies, the inventory position is reviewed every T time units (days, weeks, etc.), and an order is placed to bring the inventory level for the stock-keeping unit back up to an anticipated maximum inventory level, M. This anticipated maximum level is determined by forecasting the number of units demanded during the review period and adding the desired safety stock to this amount. Replenishment cycle policies are typically used by rack jobbers who have
a scheduled plan for servicing customers. The following formulas can then be used to find the order quantity, Q , and the value of M , for a ( $\mathrm{T}, \mathrm{M}$ ) policy:

Optimal Policy for (T,M) Models
Maximum Anticipated Demand Plus Safety Stock During the Review Period: $\mathrm{M}=\mathrm{T} * \mathrm{D}+\mathrm{SS}$
Optimal Order Quantity: $\mathrm{Q}=\mathrm{M}+\mathrm{L} * \mathrm{D}-\mathrm{I}$
where: $\quad \mathrm{T}=$ Review Period
$\mathrm{L}=$ Lead Time
D $=$ Demand
SS = Safety Stock
I = Inventory Position

To illustrate this technique, let us return to the situation at the Allen Appliance Company.

## ALLEN APPLIANCE COMPANY (CONTINUED)

Allen Appliance Company has begun selling several different products from Citron in addition to its juicers and has decided to implement a periodic review system for controlling inventory. Citron makes regular deliveries to AAC every three weeks, based on orders it has received eight days before shipment. Thus AAC reviews its inventory every three weeks, eight days before it expects a shipment, and faxes an order to Citron. It is now time for AAC to place an order, and it finds that 210 juicers are in stock. AAC wants to know how many juicers to order if it now desires a safety stock of 30 units. Recall that Allen operates 260 days per year.

## SOLUTION

For this model we will express T, L, and D in years. Hence $\mathrm{T}=3$ weeks or $3 / 52=.05769$ years, $\mathrm{L}=8$ days or $8 / 260=.03077$ years, $\mathrm{D}=6240$ units per year, $\mathrm{SS}=30$ units, and $\mathrm{I}=210$ units. Thus the anticipated maximum inventory, M, is:

$$
M=360+30=390 \text { juicers }
$$

and the order quantity should be:

$$
\mathrm{Q}=390+(.03077)(6240)-210=372 \text { juicers. }
$$

## (T, R, M) Policies

One shortcoming of a ( $\mathrm{T}, \mathrm{M}$ ) policy arises when there has been little demand for the stock-keeping unit during the previous review period. Under these circumstances, it may not even pay to place a new order. We can modify the ( $\mathrm{T}, \mathrm{M}$ ) policy by introducing a threshold inventory level R, meaning that orders for the stock-keeping unit are placed only if the current inventory level is R or less. This policy, known as a (T, R, M) policy, has a lower long-run cost than a simple (T, M) policy. How the optimal values for T and R are determined is beyond the scope of this text, however, this problem can be analyzed using the simulation approach detailed in Chapter 10.

### 8.8 Single-period Inventory Model

The inventory models developed thus far assumed that demand occurs at a known and reasonably constant rate and that the shelf life of the stock-keeping units is long enough that the goods will not spoil or deteriorate in value while in inventory. In many situations, however, demand is stochastic, and the inventory shelf life or selling season is quite short. Consequently, the stock-keeping unit cannot be carried in inventory beyond a certain time period. In such cases, we can use the single-period inventory model to determine the optimal order quantity. This model assumes that demand varies according to a specified probability distribution and deals with a stock-keeping unit that has a limited shelf life of one period. Hence no inventory is stored from period to period.

A common example is a newsstand where newspapers that are unsold at the end of a day are not kept in inventory but are disposed of to make room for delivery of the next day's papers. For this reason, the single-period inventory model is frequently referred to as the newsboy problem. Other commodities that have a limited shelf life include magazines, Christmas trees, Valentine's Day candy, Halloween costumes, baked goods, concert tickets, chemicals, seasonal clothing, and dairy products. The basic assumptions of the single-period inventory model are as follows.

## Assumptions of the Single-period Inventory Model

1. Inventory is saleable only within a single time period.
2. During each time period, inventory is delivered only once.
3. Customer demand during each period is stochastic (random) but follows a known probability distribution.
4. At the end of each period, unsold inventory is disposed of for some salvage value (which may be positive, negative, or zero).
5. The salvage value is less than the cost of the good.
6. If customer demand exceeds available supply, the firm may encounter a goodwill or shortage cost for each unsatisfied customer demand.

To determine the optimal order quantity in a single-period inventory model, a balance must be struck between overordering, which would create excess inventory left at the end of the period, and underordering, which would result in unsatisfied customer demand. The following notation is used for single-period inventory models:
$p=$ per unit selling price of the good
$\mathrm{c}=$ per unit cost of the good
$s=$ per unit salvage value of unsold goods
$\mathrm{g}=$ goodwill or shortage cost for each unsatisfied customer
$\mathrm{K}=$ fixed purchasing costs
$\mathrm{Q}=$ order quantity
$E P(Q)=$ expected profit if $Q$ units are ordered

## DEVELOPMENT OF THE SINGLE-PERIOD MODEL

Our analysis begins by developing an expression for $\mathrm{EP}(\mathrm{Q})$. Two scenarios are possible depending on whether the actual demand, $x$, is (1) less than the order quantity, Q: or (2) greater than or equal to the order quantity, Q. Each leads to a different expression for the profit.

Case 1: Demand, $x$, Is Less Than the Number of Units Stocked, $Q$ In this case, $x$ units are sold at a price of $p$ each, and the remaining $(Q-x)$ units will have to be disposed of for a salvage value of $s$ each. Hence, total revenue is $p x+$ $s(Q-x)$. Since demand is less than the available inventory, no goodwill costs are incurred. The cost of stocking the Q units is $\mathrm{c} Q+\mathrm{K}$. Accordingly, profit is given by the following expression:

$$
\text { Profit }=p x+s(Q-x)-c Q-K
$$

Case 2: Demand, $x$, Is Greater Than or Equal to the Number of Units Stocked, $Q$ In this case, all $Q$ units are sold at a price of $p$ each, and no inventory is left to dispose of for salvage value. Hence the total revenue is pQ . As demand exceeds the available inventory, $(x-Q)$ customer demands are unsatisfied at a goodwill cost of $g$ each. The cost of supplying the $Q$ units is $c Q+K$, bringing total costs to $g(x-Q)+c Q+K$. Hence the profit is:

$$
\text { Profit }=p Q-g(x-Q)-c Q-K
$$

Note that, in either case, the profit varies according to the actual demand, x . The expected profit, $\mathrm{EP}(\mathrm{Q})$, given an order quantity of Q , is determined by finding the weighted average profit over all possible values of x . When demand follows a discrete probability distribution, $\mathrm{p}(\mathrm{x})$, this is done by multiplying the profit corresponding to a demand of $x$ by the probability that $x$ units are demanded and then summing these products over all possible values of x :

$$
\begin{aligned}
& \text { Expected Profit for the Discrete Demand Distribution } \\
& \qquad E P(Q)=\sum_{x}(\text { profit given demand }=x) * p(x)
\end{aligned}
$$

Substituting the formulas for the profit in the two demand cases yields a straightforward, but rather messy, formula for $\mathrm{EP}(\mathrm{Q})$.

If demand is assumed to follow a continuous probability distribution with density function $f(x)$, the expected profit function can be determined as follows:

Expected Profit for the Continuous Demand Distribution

$$
\mathrm{EP}(\mathrm{Q})=\int(\text { profit given demand }=\mathrm{x}) * \mathrm{f}(\mathrm{x}) \mathrm{dx}
$$

The objective is to determine the value, $\mathrm{Q}^{*}$, that maximizes this expected profit function. Appendix 8.6 on the accompanying CD-ROM contains detailed formulas for $\mathrm{EP}(\mathrm{Q})$ as well as the derivation of $\mathrm{Q}^{*}$ for both discrete and continuous probability demand distributions. There it is shown that when demand follows a discrete probability distribution with cumulative probability $\mathrm{P}(\mathrm{x}), \mathrm{Q}^{*}$ is the smallest value of Q , such that:

$$
\begin{equation*}
\mathrm{P}\left(\mathrm{D} \leq \mathrm{Q}^{*}\right) \geq \frac{\mathrm{p}-\mathrm{c}+\mathrm{g}}{\mathrm{p}-\mathrm{s}+\mathrm{g}} \tag{8.15}
\end{equation*}
$$

When demand follows a continuous probability distribution with cumulative distribution $\mathrm{F}(\mathrm{x}), \mathrm{Q}^{*}$ satisfies the following relationship:

$$
\begin{equation*}
\mathrm{F}\left(\mathrm{Q}^{*}\right)=\frac{\mathrm{p}-\mathrm{c}+\mathrm{g}}{\mathrm{p}-\mathrm{s}+\mathrm{g}} \tag{8.16}
\end{equation*}
$$

Note that the fixed cost, K, plays no role in determining the optimal order quantity.
The ratio $(\mathrm{p}-\mathrm{c}+\mathrm{g}) /(\mathrm{p}-\mathrm{s}+\mathrm{g})$ is known as the optimal service level. It represents the long-run percentage of periods in which inventory is sufficient to satisfy all customer demands. This does not imply that in any given period the proportion of customer demands that will be satisfied is $(\mathrm{p}-\mathrm{c}+\mathrm{g}) /(\mathrm{p}-\mathrm{s}+\mathrm{g})$.

## A SINGLE-PERIOD MODEL WITH A DISCRETE DEMAND DISTRIBUTION

To help motivate the single-period inventory model when demand can be modeled by a discrete distribution, consider the situation faced by the Sentinel newspaper.

## THE SENTINEL NEWSPAPER

Company management at the Sentinel newspaper wishes to determine how many papers should be placed in each of several vending machine locations. The newspapers sell for $\$ .30$ each. Although they cost the company $\$ .38$ each to produce, Sentinel receives approximately $\$ .18$ in advertising revenue for each paper printed. Hence the net production cost per paper is $\$ .20$.

Any unsold papers are delivered to a newspaper recycling firm and net the Sentinel $\$ .01$ per copy. The company estimates that if a vending machine runs short of papers, it will suffer a goodwill loss of $\$ .10$ for each unsatisfied customer. The cost of filling a vending machine averages $\$ 1.20$.

Based on many prior weeks of sales data, the circulation manager for the Sentinel estimates that demand for the Tuesday paper at the Sixth and Main vending machine location approximately follows a discrete uniform distribution with demand between 30 and 49 papers. Management would like to know the optimal number of papers to stock at this location.

## SOLUTION

In this model

$$
\begin{aligned}
& \mathrm{p}=\text { selling price per paper }=\$ .30 \\
& \mathrm{c}=\text { cost per paper }=\$ .20 \\
& \mathrm{~s}=\text { salvage value per paper }=\$ .01 \\
& \mathrm{~g}=\text { goodwill cost per paper }=\$ .10 \\
& \mathrm{~K}=\text { fixed cost }=\$ 1.20
\end{aligned}
$$

To illustrate the two profit expressions, suppose the Sentinel puts 40 newspapers in a vending machine. If demand is only 32 newspapers, this is Case 1 since $32<40$. Hence, the profit would be $\$ .30(32)+\$ .01(40-32)-\$ .20(40)-\$ 1.20=\$ .48$. On the other hand, if demand is 45 newspapers, this is Case 2 since $45 \geq 40$. Now the profit would be $\$ .30(40)-\$ .10(45-40)-\$ .20(40)-\$ 1.20=\$ 2.30$.

The objective is to determine the optimal number of newspapers, $\mathrm{Q}^{\star}$, to stock at the Sixth and Main location. Substituting the values of the parameters for the Sentinel newspaper into the right side of Equation 8.15 gives the following optimal service level:

$$
\frac{p+g-c}{p+g-s}=\frac{.30+.10-.20}{.30+.10-.01}=\frac{.20}{.39}=.513
$$

Hence $\mathrm{Q}^{*}$ is the smallest value for Q such that $\mathrm{P}\left(\mathrm{D} \leq \mathrm{Q}^{*}\right) \geq .513$. Because demand is uniformly distributed between 30 and 49 papers, demand will equally likely be $30,31,32, \ldots, 48$, or 49 . For these 20 possible values, $p(x=30)=p(x=$ $31)=\mathrm{p}(\mathrm{x}=32)=\ldots=\mathrm{p}(\mathrm{x}=49)=1 / 20=.05$; therefore, $\mathrm{P}(\mathrm{x} \leq 30)=.05$, $\mathrm{P}(\mathrm{x} \leq 31)=.10, \mathrm{P}(\mathrm{x} \leq 32)=.15$, and so on. Proceeding in this fashion, $\mathrm{P}(\mathrm{x} \leq$ $39)=.50$ and $\mathrm{P}(\mathrm{x} \leq 40)=.55$.

Since $P(x \leq 39)=.50$ is less than .513 , and $P(x \leq 40)=.55$ is greater than .513 , the Sentinel should put 40 newspapers in the vending machine. Note that, given the discrete nature of the probability distribution, stocking the vending machine with 40 papers actually results in a $55 \%$ service level.

## Software Results

Figure 8.15 shows an Excel spreadsheet that can be used to determine the order quantity for a single-period inventory model in which demand follows a uniform distribution.

FIGURE 8.15 Excel Spreadsheet for the Sentinel Newspaper

In this spreadsheet the parameters are entered in column B. The outputs for the problem, the optimal service level, the optimal order quantity, and the resulting service level are calculated in cells E5, E6, and E7, respectively.

The worksheet Single-Period (Uniform) on the inventory.xls template can be used to determine the optimal inventory policy for single-inventory models in which demand follows a uniform distribution. The format for the worksheet is similar to that used in Figure 8.15.

## A SINGLE-PERIOD MODEL WITH A CONTINUOUS DEMAND DISTRIBUTION

To illustrate these concepts when there is a continuous probability distribution for demand, consider the case of Wendell's Bakery.

## WENDELL'S BAKERY

Vermont State University has given Wendell's Bakery the concession to sell glazed donuts in the School of Business during evening classes. It costs the bakery $\$ .15$ to produce each donut, and Wendell's sells the donuts to students for $\$ .35$ each. Any donuts that are unsold at the end of the evening are donated to a local charity, and the bakery obtains a tax credit equal to $\$ .05$ per donut. If Wendell's produces too few donuts and does not have enough to satisfy all its customers, it incurs a customer goodwill cost of $\$ .25$ per donut demanded. The bakery hires a student to operate the concession and pays the student $\$ 15$ per evening.

After several months of operations, the bakery has determined that demand for glazed donuts on weekday evenings approximately follows a normal distribution with a mean of 120 and a standard deviation of 20 . Wendell's wishes to determine the optimal number of donuts to prepare for weekday evenings.

## SOLUTION

For this problem,

$$
\begin{aligned}
\mathrm{p} & =\text { selling price per donut }=\$ \\
\mathrm{c} & =\text { cost per donut }=\$ . .35 \\
\mathrm{~s} & =\text { salvage value per donut }=\$ .05 \\
\mathrm{~g} & =\text { goodwill cost per donut }=\$ \mathrm{~S} \\
\mathrm{~K} & =\text { fixed operating cost }=\$ 15.00
\end{aligned}
$$

Hence $\mathrm{Q}^{*}$ should be chosen so that: $\mathrm{F}\left(\mathrm{Q}^{*}\right)=(.35+.25-.15) /(.35+.25-.05)=$ .8182. That is, the bakery should produce enough donuts so that the probability of satisfying all demands during the evening is .8182 .

To determine values for the normal distribution, the standard normal random variable, z is used. Recall that z represents the number of standard deviations that a variable, x , is from its mean; z is related to x by the formula $\mathrm{z}=(\mathrm{x}-\mu) / \sigma$, or $\mathrm{x}=$ $\mu+z \sigma$.

In Figure 8.16 it is shown that a cumulative probability of .8182 corresponds to the shaded area of .3182 between 0 and the appropriate z value. Referring to Appendix A, the closest entry in the table to .3182 is .3186 , corresponding to a $z$ value of .91 . Thus, using $\mathrm{z}=.91$, the number of donuts the bakery should deliver to the School of Business is:

$$
\mathrm{Q}^{\star}=\mu+\mathrm{z} \sigma=120+.91 * 20 \approx 138
$$

FIGURE 8.16 Optimal Order Quantity for Wendell's Bakery

In this expression, $\mathrm{L}(\mathrm{z})$ represents the partial expected value for the standard normal random variable between some value z and infinity. Values for $\mathrm{L}(\mathrm{z})$ are given in Appendix B.

For Wendell's Bakery the expected profit per period is:

$$
\begin{aligned}
\operatorname{EP}(138)= & (.35-.05)(120)-(.15-.05)(138) \\
& -(.35+.25-.05)(20) \mathrm{L}\left(\frac{138-120}{20}\right)-15 \\
= & .30(120)-.10(138)-.55(20) \mathrm{L}(.9)-15 \\
= & 36-13.8-11(.1004)-15=\$ 6.10
\end{aligned}
$$

## Software Results

Figure 8.17 gives an Excel spreadsheet that can be used to determine the order quantity for a single-period inventory model in which demand follows a normal distribution.

FIGURE 8.17 Excel Spreadsheet for Wendell's Bakery


In this spreadsheet the parameters are entered in column B. The outputs for the problem, including the optimal service level, order quantity, and expected profit, are calculated in cells E5 through E7, respectively.

The worksheet Single-Period (Normal) on the inventory.xls template can be used to determine the optimal inventory policy for single-inventory models in which demand follows a normal distribution. The format for the worksheet is similar to that used in Figure 8.17.

## WENDELL'S BAKERY (CONTINUED)

As an alternative strategy, suppose the bakery is considering paying the student a commission of $\$ .13$ for each donut sold rather than a fixed wage of $\$ 15$ per evening. Wendell's wishes to determine how this compensation will affect its inventory decision and whether its daily profits will increase.

## SOLUTION

In this case, the analysis must be done in a slightly different fashion. In particular, the unit selling price from the bakery's standpoint is not the full $\$ .35$, but the difference between the $\$ .35$ selling price and the $\$ .13$ commission. Hence,
$\mathrm{p}=\$ .35-\$ .22=\$ .13$. For $\mathrm{p}=\$ .22$, the optimal inventory quantity, $\mathrm{Q}^{*}$, is chosen so that

$$
\mathrm{F}\left(\mathrm{Q}^{*}\right)=\frac{.22+.25-.15}{.22+.25-.05}=\frac{.32}{.42}=.7619
$$

This corresponds to a z value of approximately .71 and results in an optimal production quantity of

$$
\mathrm{x}=\mu+\mathrm{z} \sigma=120+.71 * 20 \approx 134 \text { donuts }
$$

To see whether this quantity will increase the bakery's expected profits, the modified values are substituted into the expected profit equation, giving the following expected per period profit:

$$
\begin{aligned}
\mathrm{EP}(134)= & (.22-.05)(120)-(.15-.05)(134) \\
& -(.22+.25-.05)(20) \mathrm{L}\left(\frac{134-120}{20}\right) \\
= & .17(120)-.10(134)-.42(20) \mathrm{L}(.7)=20.4=13.4-8.4(.1429) \\
= & \$ 5.80
\end{aligned}
$$

Under this plan, the student's expected compensation can be found by using Equation 8.17, recognizing that from the student's perspective $\mathrm{p}=.13, \mathrm{c}=\mathrm{s}=\mathrm{g}=$ $\mathrm{K}=0, \mathrm{Q}^{*}=134, \mu=120$, and $\sigma=20$. Making the appropriate substitutions gives an expected compensation of $\$ 15.23$. It is worth noting that the increase in the student's expected compensation is less than the decrease in the bakery's expected profit.

This analysis does not account for the possibility that the student's sales motivation may be greater if compensation is based on commission. If this is the case, the increase in mean donut demand should somehow be estimated and incorporated into the analysis.

## PRACTICAL CONSIDERATIONS OF USING THE SINGLE-PERIOD INVENTORY MODEL

Whereas the single-period inventory model is easy to solve given the required data inputs, determining the appropriate values for the parameters of a problem is frequently quite difficult. Many businesses do not have any idea what the goodwill cost for an unsatisfied customer might be. Determining the appropriate probability distribution for demand can also be daunting because usually only sales data, which are limited by the amount of inventory available, are observed.

Advanced techniques exist for dealing with these difficulties, but one simplified approach is to solve the problem for a number of different scenarios and determine a "range" of optimal solutions. Once this range has been established, management can select the policy with which it feels most comfortable.

### 8.9 Summary

In this chapter, we have examined a class of inventory models useful for analyzing goods for which either demand occurs at a known and reasonably constant rate or is random but inventory has a short shelf life. In situations in which a firm purchases goods from a supplier, the economic order quantity (EOQ) model can be used to determine the amount to order. The EOQ solution is quite robust; small errors in estimating parameter values have only minor effects on the EOQ solution.

Firms often offer their customers quantity discounts. Two frequently used discount schedules are the all units schedule and the incremental schedule. For the
all units discount schedule, simple modifications to the EOQ analysis help determine the optimal order quantity.

In many manufacturing settings, the production lot size model can be used to determine the optimal production quantity for a good. The EOQ model can be considered a special case of the production lot size model, in which goods are supplied at an infinitely rapid rate.

The planned shortage model incorporates a backorder cost into the EOQ model. Items that have a relatively high shortage cost are most likely carried in stock, while items with a relatively high holding cost are most likely to be on backorder.

While some backorders are planned, many are not. In order to determine the necessary safety stock to accommodate a desired service level, a firm can undertake a statistical analysis. The appropriate safety stock is based on whether a cycle service level or a unit service level is desired.

There are several methods firms can use to control their inventories. Review of inventory may be done on a continuous or periodic basis. Order quantities may be fixed or adjusted to bring the inventory up to a specified level.

The single-period inventory (newsboy) model is used in a wide variety of applications in which demand has an exceedingly short shelf life and orders can only be placed once for the goods.

Finally, the control cost associated with an inventory policy should not be overlooked. Although the inventory techniques discussed in this chapter may reduce a firm's annual inventory expense, there are costs associated with determining inventory policies and controlling the inventory to conform with such policies. Consequently, the methods discussed here generally apply only to A and B type inventory items. For C items, the expense of inventory control generally exceeds the cost savings such control carries.
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## APPENDIX 8.1

## Using the inventoryexls Template

The template inventory.xls contains nine worksheets. These are:

- EOQ
- All Units Discount
- Incremental Discount
- Production Lot Size
- Planned Shortage
- Single-Period (uniform)
- Single-Period (normal)
- Unit Service Level
- Cycle Service Level

For all worksheets, input data are entered in the yellow colored cells. Outputs are calculated and presented in the light blue cells.

## EOQ WORKSHEET

Figure A8.1 shows the $\mathbf{E O Q}$ worksheet.

FIGURE A8.1 EOQ
Worksheet


The parameters are entered into cells B5 through B10. Inputs include the annual demand in cell B5, the per unit cost in cell B6, the holding cost rate in cell B 7 , the annual holding cost per unit in cell B 8 , the ordering cost in cell B 9 , the
lead time (expressed in years) in cell B10, and the desired safety stock in cell B11. We note that in cell B 8 the holding cost is automatically calculated as $\mathrm{C} * \mathrm{H}$. Should a different value be desired, this value may be entered in the cell.

Outputs for the EOQ model are given in column E. Cell H5 allows one to calculate a specified value of Q . The resulting outputs are given in cells H6 through H10. This information may be useful, for example, if one wishes to round off the value of $Q^{*}$ determined in cell E5 and see the impact of such rounding.

## DISCOUNT MODELS

The All Units Discount worksheet is shown in Figure 8.9. Figure A8.2 shows the Incremental Discount worksheet.


This worksheet will solve problems with up to eight levels of quantity discounts. Basic data is entered into cells B5 through B12, while the discount data is entered into cells B17 through C24. Inputs for the Incremental Quantity Discount worksheet in cells B5 through B11 are similar to those for the EOQ worksheet. In cell B12, a 1 is entered if the inventory is in discrete units; otherwise a 0 is entered (or the cell is left empty). For example, if the inventory is cars, we would insert a 1 in cell B12 since one cannot order half a car. Alternatively, if the inventory is flour, we would put a 0 in cell B12 since it is possible to order half a pound of flour.

Breakpoints are entered in ascending order in cells B17 through B24 for up to as many levels as there are discounts offered, and the corresponding discounts are entered in cells C17 through C24. For the 0 discount level (row 16), cell B16 is preset to a value of 1 , while cell C16 is set equal to the original unit cost entered in cell B6.

Outputs are given in cells E5 through E9. The cost and quantity information for each level is given in columns D through F beginning in row 16 . Note that column G is hidden as it is used to determine the optimal quantity in cell E5.

Data entry and outputs for the All Units Discounts worksheet are similar to those presented for the Incremental Discount worksheet. However, for the All Units Discount worksheet, since it is not necessary to specify whether the units are discrete, there is no data entry in row 12 .

## PRODUCTION LOT SIZE WORKSHEET

The Production Lot Size worksheet is illustrated in Figure 8.12. Inputs and outputs are similar to those for the EOQ worksheet, but for this worksheet, the annual production rate must be specified in cell B10.

## PLANNED SHORTAGE WORKSHEET

The Planned Shortage worksheet is illustrated in Figure 8.14. Inputs and outputs are similar to those for the EOQ worksheet; however, for this model one must also enter the annual backorder cost in cell B10 and the fixed administrative cost of putting a customer on backorder in cell B11. Note that safety stock is not entered for this model.

The planned shortage model calculates both an optimal order quantity and a backorder level in cells E5 and E6, respectively. The percentage of customers placed on backorder is calculated in cell E12. One can specify values for the order quantity and backorder level in cells H 5 and H 6 , and the resulting inventory information will be determined in the remaining cells in column H .

## SINGLE-PERIOD MODELS

The formats of the worksheets Single-Period (uniform) and Single-Period (normal) are similar to those shown in Figures 8.15 and 8.17 respectively. For both worksheets, cost and revenue data are entered in cells B5 through B9. For the Single-Period (uniform) worksheet the demand lower bound is entered in cell B10, while the upper bound is entered in cell B11. For the Single-Period (normal) worksheet the mean of the demand distribution is entered in cell B10, while the standard deviation is entered in cell B11.

For the Single-Period (uniform) worksheet the optimal service level is determined in cell E5, the optimal order quantity is determined in cell E6, and the actual service level (since the order quantity is rounded up) is determined in cell E8. The outputs are the same for the Single-Period (normal) worksheet except that cell E8 of this worksheet gives the expected profit.

## SERVICE LEVELS

The worksheet Cycle Service Level is similar to that shown in Figure 8.7. In this worksheet, the inputs are placed in column B. In particular, the mean and standard deviation for lead time demand are inputted in cells B5 and B6, respectively. If one has a desired service level, this information is entered in cell B7 and the corresponding reorder point is calculated in cell E5. If one has a given reorder point, this information is entered in cell B8 and the corresponding cycle service level is calculated in cell E6.

Figure A8.3 shows the worksheet Unit Service Level. In this worksheet the mean and standard deviation for lead time demand are inputted in cells B5 and B6, respectively, the order quantity is entered in cell B 7 , and the desired service level is entered in cell B8. The resulting reorder point and safety stock values are calculated in cells E5 and E6.

FIGURE A8.3 Unit Service Level Worksheet


## Problems

1. Culton Hair Salon sells an average of 20 bottles of hair conditioner weekly. There is a $\$ 25$ cost to place an order with the distributor of the conditioner, and the conditioner costs the salon $\$ 2.50$ per bottle. The annual holding cost rate is $18 \%$, and the lead-time for delivery is one week. The salon desires a safety stock of five bottles and wishes to determine when an order should be placed and how many bottles it should order.
2. Price-Mart.com stores sells an average of two thousand pairs of the Excite brand of jeans per week. While the jeans normally cost retailers $\$ 16.00$ per pair, Excite offers customers discounts on all pairs ordered if the order exceeds certain threshold amounts. In particular, the discount pricing schedule is as follows:

| Order Quantity | Price per Unit |
| :--- | :---: |
| 1-1000 pairs | $\$ 16.00$ |
| $1001-5000$ pairs | $\$ 15.20$ |
| 5,001-10,000 pairs | $\$ 14.40$ |
| Over 10,000 pairs | $\$ 13.60$ |

Price-Mart.com wishes to determine how many pairs of jeans it should order if the cost of placing an order is $\$ 200$ and the annual holding cost rate for jeans is $15 \%$.
3. $A D M$, Inc., a manufacturer of filing cabinets, has an average monthly demand of 500 units for its four-drawer
model, ADM-4B. The company's production facility is capable of producing 2000 filing cabinets per month. Because production of each different model of filing cabinet made by the firm requires different stamping tools, the production setup cost to begin producing the four-drawer models is $\$ 2000$. The firm estimates that the incremental production cost for the four-drawer model is $\$ 40$ and that its annual holding cost rate is $20 \%$. ADM wishes to determine how many of the fourdrawer models it should manufacture during each production run and the number of production runs for this model that it should schedule over the upcoming year.
4. Playhouse World is distributor for a Victorian-style playhouse manufactured in Thailand. If the firm is out of stock of this playhouse, it offers customers a discount of $\$ 50$ for each week they must wait for delivery. The administrative cost of processing a backorder is estimated to be $\$ 10$. The playhouses cost the firm $\$ 3500$ each and sell for $\$ 6000$ each. Demand averages two units per month. Due to the fairly high cost of preparing customs documents, the cost of placing an order is estimated to be $\$ 1500$ and an order takes approximately one month to arrive. Playhouse World estimates that the annual holding cost for the Victorian style playhouse is
$\$ 450$. The company wishes to determine how many Victorian playhouses it should order and the approximate percentage of customers who will have to wait for delivery.
5. SportWorld.com places orders for Wilson golf balls every other week. Weekly demand for these golf balls averages 50 dozen, and the lead time for delivery of the balls is one week. SportWorld.com wishes to have a safety stock of 10 dozen golf balls to allow for variation in weekly demand. If the inventory at the time an order is placed is 15 dozen golf balls, determine how many dozen golf balls the firm should order.
6. Raul's Bakery bakes sourdough bread each day. Demand on past days has followed approximately a normal distribution, with an average of 60 loaves and a standard deviation of 12 loaves. The bread sells for $\$ 2.50$ per loaf and costs $\$ 1.00$ to produce. Loaves of bread unsold at the end of the day are donated to a food bank and result in the bakery getting an income tax credit of $\$ .35$. If the bakery runs out of sourdough bread, it believes it will suffer a goodwill cost of $\$ 5.00$ for each loaf that is demanded and is not available. How many loaves of the sourdough bread should Raul's Bakery make each day?
7. Food Town wishes to determine an optimal order policy for Marino brand pasta. The store sells an average of 320 one-pound packages per week. The cost of placing an order is $\$ 30$, and the annual holding cost rate is estimated to be $14 \%$. The pasta costs the store $\$ .60$ per package. Lead time is estimated to be one week, and the store desires a safety stock of 100 packages.
a. How many packages of pasta should Food Town order?
b. At what inventory level should the order be placed?
8. Mother Smith's Pies produces frozen fruit pies for sale to local restaurants. Demand for one of its best sellers, apple, averages 150 pies per day. The company's production facility is capable of producing 50 pies per hour and operates eight hours a day, seven days a week. The pies cost \$2.25 to produce, and Mother Smith's estimates that its annual holding cost rate is $20 \%$. Because whenever a new type of pie is produced the machinery must be thoroughly cleaned, the cost of a production setup is estimated to be $\$ 90$. Determine the optimal production quantity of apple pies.
9. Appliance Alley is a retailer of brand-name major appliances. One of its best sellers is the Poseidon brand washing machine. Demand for this machine averages 8 units per week. The machines cost Appliance Alley $\$ 625$ each and sell for $\$ 999$ each. Appliance Alley estimates that its annual holding cost rate for the washing machines is $18 \%$. The cost of placing an order is $\$ 150$, and the lead time is three weeks. If Appliance Alley is out of stock of the washing machines, it offers customers a discount of $\$ 5$ for each day they must wait for their washing machine. The administrative cost of placing a customer on backorder is estimated to be $\$ 10$.
a. What is Appliance Alley's optimal inventory policy for the Poseidon brand of washing machines?
b. If Appliance Alley follows an optimal inventory policy, what percentage of customers will have to wait for their washing machines?
10. Zeigler's Lumber Supply sells an average of 15,200 board feet of 2 by 4 lumber weekly. Ziegler's purchases its 2 by 4 lumber from Western Cascade Wood Products. Western Cascade offers its customers the following all units quantity discount schedule:

| Order Quantity (in Board Feet) | Cost per Board Foot |
| :---: | :---: |
| $1-24,999$ | $\$ .26$ |
| $25,000-49,999$ | $\$ .245$ |
| $50,000-99,999$ | $\$ .23$ |
| $100,000-249,999$ | $\$ .22$ |
| $250,000-999,999$ | $\$ .21$ |
| $1,000,000$ or more | $\$ .19$ |

The annual holding cost rate for the lumber is $16 \%$, and the cost of placing an order for the lumber is estimated to be $\$ 250$. Lead time is three weeks, and Zeigler's desires a safety stock of 8000 board feet. Determine the optimal inventory policy of 2 by 4 's for Zeigler's Lumber Supply.
11. Bank Drugs wishes to determine how many tablets of a new arthritis medication it should order. Its policy is to order from the manufacturer every other week and maintain a safety stock of 120 tablets. Based on past weeks' sales, Bank estimates that it sells 800 tablets of the medication each week. The lead time for delivery of the medication is three days. If its current inventory is 350 tablets, determine how many tablets of the medication it should order. Assume Bank is open seven days a week.
12. It is October 15, and Furr's Stationary must decide how many calendars it should order from the World Wildlife Federation. The calendars cost the company $\$ 4.25$, and Furr's sells them for $\$ 9.50$. The calendars will arrive on November 1, and demand during the period between November 1 and Christmas is estimated to follow a normal distribution with a mean of 250 units and a standard deviation of 40 units. Any calendars that remain after Christmas will be marked down to $\$ 2.00$ and sold at Furr's annual after Christmas sale. If Furr's runs out of calendars before Christmas, it estimates it suffers a goodwill cost of $\$ 1.50$ for each calendar demanded when it is out of stock. If Furr's can only place one order for the calendars and there is a $\$ 20$ cost of placing an order, determine:
a. How many calendars it should order.
b. The expected profit it will earn on the calendars.
13. Demand for Stick disposable razors at Buyright Drugs averages seven packages per day. The razors cost Buyright $\$ 0.80$ per package and sell for $\$ 1.49$. Buyright uses a $20 \%$ annual holding cost rate and estimates the cost to place an order for additional razors at $\$ 25$. Buyright is open 365 days a year and desires a safety
stock of 15 packages. The lead time for delivery is five days. Determine the following:
a. The optimal inventory policy (order quantity and reorder point) for Stick razors.
b. The number of days between orders (cycle time).
c. The total annual inventory cost (holding, ordering, and procurement) and the projected annual net profit of this policy.
What assumptions did you make regarding demand in solving this problem?
14. How would your answers to problem 13 change if Stick requires its customers to purchase razors in gross units (multiples of 144) and Buyright desires a safety stock of 20 razors?
15. OfficeHQ is a discount retailer of office goods. One of its most popular products is the Stick brand pen, packaged six to a box and retailing for $\$ 1.29$. Each box costs OfficeHQ $\$ 0.95$. OfficeHQ is open five days a week, 52 weeks a year. Daily demand for Stick pens is reasonably constant, averaging 65 boxes. The cost for OfficeHQ to place an order is $\$ 30$, and the firm uses an annual inventory holding cost rate of $22 \%$. Lead time for delivery is one week, and OfficeHQ desires a safety stock of 100 boxes of pens. If OfficeHQ must order in increments of 100 boxes, determine the following:
a. The optimal inventory policy (order quantity and reorder point) for Stick pens.
b. The number of calendar days between orders (cycle time).
c. The total annual inventory cost (holding, ordering, safety stock, and procurement) and the projected annual net profit of this policy.
16. Suppose that in problem 15 the daily demand for Stick pens averages 75 boxes (instead of 65).
a. What is the optimal order quantity for Stick pens?
b. If OfficeHQ uses the order policy determined in problem 15, determine the difference in total annual variable inventory costs between this policy and the optimal policy found in part (a).
17. OfficeHQ carries boxes of Disco floppy diskettes. Because the diskettes come in different formats, OfficeHQ has decided to use a periodic review policy, in which it places an order with Disco once every three weeks.

Weekly demand for Disco $3 \frac{1}{2}$ " diskettes at OfficeHQ averages 45 boxes. The lead time for delivery is approximately one week, and Office HQ desires a safety stock of 30 boxes. Office HQ uses an annual holding cost rate of $20 \%$ for the diskettes. If the inventory level at the time OfficeHQ places its next order with Disco is 55 boxes, determine its optimal order quantity.
18. Scanlon Plumbing Corporation distributes American Consolidated lavatories. Demand for the basic China White Oval Model 2634 averages 19 units a week. The lavatories cost Scanlon $\$ 22.50$ each and sell for $\$ 35.75$. Unfortunately, approximately $5 \%$ of the lavatories ordered by Scanlon are either defective or damaged during shipment. Therefore, Scanlon needs 20 ( $=19 / .95$ ) units a week to meet its demand.

The company uses a periodic review policy with American Consolidated and orders once every four weeks. Lead time for delivery is two weeks, and Scanlon desires a safety stock of 50 units. If the inventory level of the lavatories at the time of the next order is 35 units, determine the optimal inventory policy.
19. GROW Garden Center sells Raincloud automatic sprinkler valves. The valves cost GROW $\$ 8.75$ each, and GROW uses an annual holding cost rate of $24 \%$. The cost to place an order with Raincloud is approximately $\$ 30$. Demand over the past eight weeks has been as follows:

| Week | Demand | Week | Demand |
| :---: | :---: | :---: | :---: |
| 1 | 24 | 5 | 18 |
| 2 | 20 | 6 | 22 |
| 3 | 16 | 7 | 28 |
| 4 | 22 | 8 | 18 |

GROW uses a simple eight-week moving average to forecast average annual demand and average lead time demand. Lead time for delivery is two weeks, and GROW desires a cycle service level of $96 \%$. GROW estimates that lead time demand follows a normal distribution with a standard deviation of 5.45 units. On the basis of this information, determine:
a. The optimal inventory policy (order quantity and reorder point) for the sprinkler valves.
b. The number of calendar days between orders (cycle time).
c. The total annual inventory cost (holding, ordering, procurement) for this policy.
20. Bryan's Office Supply sells the Harrington 2000 automatic stapler. Demand for the staplers averages 24 units per week. The staplers cost Bryan's \$17.25 each, and Bryan's uses a $22 \%$ annual holding cost rate. The cost to place an order with Harrington is $\$ 45$, and the lead time for delivery is two weeks. Bryan's desires a safety stock of 15 staplers.

Harrington offers its customers the following all unit quantity discount pricing schedule:

| Number Ordered | Discount |
| :---: | :---: |
| $1-199$ | none |
| $200-399$ | $4 \%$ |
| $400-699$ | $6 \%$ |
| $700-999$ | $8 \%$ |
| $1000-4999$ | $11 \%$ |
| $5000+$ | $15 \%$ |

Bryan's never orders an amount greater than a 35week supply for any product. Assuming that holding costs are discounted, determine the following:
a. The optimal inventory policy (order quantity and reorder point) for Harrington staplers.
b. The number of calendar days between orders (cycle time).
c. The total annual inventory cost (holding, ordering, procurement, and safety stock) for this policy.
What assumptions did you make to solve this problem?
21. Archer Pharmaceuticals manufactures Tranquility brand sleeping pills, which have an average weekly demand of 25,000 bottles. The Archer factory operates 10 hours a
day, six days a week. The production line at Archer Pharmaceuticals can produce 10,000 bottles of Tranquility daily. Archer's policy is to make a batch of Tranquility and, after building up sufficient inventory, use the production line to produce other products.

The company estimates that setup for producing
Tranquility pills takes about two hours and costs $\$ 325$. It also estimates that the annual holding cost for a bottle of Tranquility is $\$ 0.55$.
a. What is the optimal production batch size and the resulting total annual inventory holding and production setup cost of this policy?
b. What is the length of a production run in hours (including setup time)?
c. What is the number of calendar days between the start times of successive production runs?
What assumptions did you make in solving this problem?
22. Bee's Candy manufactures a variety of candy bars in a number of different sizes. One of its more popular products is the three-ounce Smirk bar. Bee's forecasts that demand for this product should be fairly constant over the next year, totaling 21 million bars.

The candy production line, which operates 24 hours a day, 365 days a year, is capable of producing two candy bars per second. A production setup for the three-ounce Smirk bar takes 50 minutes and costs approximately $\$ 450$. The annual holding cost of a three-ounce Smirk bar is estimated as $\$ 0.12$.
a. What is the optimal production batch size and the length of a production run in hours (including setup time)?
b. What is the total annual inventory holding and production setup cost for this policy?
c. What is the number of days between the start times of successive production runs?
d. How would your answers to part (a) change if the annual holding cost decreased to $\$ 0.10$ per bar?
23. Click Pix, a large discount camera shop in New York City is open six days a week, 52 weeks a year. The store has recently begun carrying Sonic model PS58 camcorders which cost $\$ 520.00$ each and retail for $\$ 649.99$. Sales average 60 units per week.

The cost of placing an order with Sonic is $\$ 90$, and the lead time is seven working days. The store estimates that the lead time demand follows a normal distribution with a mean of 70 units and a standard deviation of 15 units. Click Pix uses an annual holding cost rate of $18 \%$ for the camcorders. Ideally, it would like to run out of the camcorders during at most one inventory cycle per year. Given this goal, determine the following:
a. The optimal inventory policy (order quantity and reorder point) for Sonic camcorders.
b. The number of working days between orders (cycle time).
c. The total annual inventory cost (holding, ordering, procurement, and safety stock) for this policy and the projected annual profit for this policy.
24. How would your answers to problem 23 change if Sonic offered Click the following all units discount schedule?

| Order Quantity | Discount |
| :---: | :---: |
| $200-599$ | $5.0 \%$ |
| $600-999$ | $7.5 \%$ |
| 1000 or more | $9.0 \%$ |

25. Masks-R-Us sells Halloween masks at a kiosk in the local mall. The store is open only during the month of October. Masks are imported from Asia and cost the store $\$ 3.45$ each; they retail for $\$ 9.95$ each. Any masks left in inventory after Halloween are sold to a merchandise closeout specialist at a price of $\$ 1.80$ each. Masks-R-Us estimates that if it runs out of Halloween masks, it will suffer a customer goodwill loss of $\$ 15$. The company further estimates the cost of rent, utilities, labor, insurance, and so on, to operate the kiosk is approximately $\$ 4000$ for the month.

Based on past sales, Masks-R-Us estimates that demand for its masks during the month of October will be approximately normally distributed with a mean of 900 masks and a standard deviation of 100 masks. Because the masks are imported from Asia, Masks-R-Us must place its order with the mask manufacturer in May.

Determine the number of masks Masks-R-Us should order and the expected profit or loss it can expect to earn if it follows this policy.
26. Jackson Mint produces collectible plates. It has recently contracted with the estate of well-known artist, Skip Gunther, to produce a series of five commemorative plates bearing copies of the artist's most famous pictures. The plates will be sold by subscription at a cost of $\$ 275$ plus shipping and handling for the entire five-plate series. Jackson estimates the cost of producing each plate in the series at $\$ 12.50$ plus a $\$ 9.75$ royalty that Jackson has agreed to pay the Gunther estate.

Jackson intends to mount a $\$ 175,000$ nationwide advertising campaign promoting these plates as a "limited edition"; that is, Jackson will specify the number of plates it will produce and limit production to that amount. Any unsold plates will be destroyed. Based on its previous experience with such products, Jackson estimates that customer demand for the series will be approximately normally distributed, with a mean of 1800 and a standard deviation of 250 .

If Jackson has more subscribers than plate series, it will refund subscribers' money with a note explaining that the series has been oversubscribed. Reasoning that the unsatisfied customers will be more willing to subscribe to Jackson's future offerings, it estimates that each unsatisfied customer will earn the company an average of $\$ 40$ in discounted future profits.
a. What is the optimal number of Skip Gunther plate series Jackson should produce?
b. What expected profit or loss will Jackson earn if it follows the production policy found in part (a)?
c. Comment on any assumptions you made to solve this problem.
27. Scott Stereo sells personal tape players. One of its more popular sellers is the Sonic Walkperson. These units cost Scott $\$ 18.55$ each and retail for $\$ 32.95$. Weekly demand averages 12 units. The cost of placing an order with Sonic is $\$ 25$, and lead time is two weeks. Scott uses a $26 \%$ annual inventory holding cost rate.

If Scott is out of stock of the Walkperson, it estimates that it will suffer a customer goodwill cost of $\$ 2$ for each week a customer must wait for the Walkperson to arrive. A fixed administrative cost of $\$ 0.50$ is associated with each backordered customer. Determine the following:
a. The optimal inventory policy (order quantity and reorder point) for the Walkpersons.
b. The number of calendar days between orders (cycle time).
c. The percentage of customers who will be placed on backorder.
d. The total annual inventory cost (holding, ordering, shortage, and procurement) for this policy and the projected total annual profit for this policy.
28. Scott Stereo orders Dutch brand cassette tapes once every three weeks. Weekly demand for the T-60 format is approximately normal with a mean of 200 units and a standard deviation of 30 units. The tapes cost Scott $\$ 0.65$ each and sell for $\$ 1.25$. Lead time for delivery is one week. Scott desires a safety stock that will give the store a cycle service level of $98 \%$. If Scott's inventory level for the Dutch T-60 tapes is at 230 units when it places an order, determine:
a. The order quantity for the tapes.
b. The desired safety stock.
29. Pete's Coffee is a local shop that roasts and packages its own coffee. The store purchases its Colombian coffee beans from Valdez Importing Company (VIC). VIC offers its customers the following discount pricing schedule for Colombian coffee:

| Order Quantity | Price per Pound |
| :---: | :---: |
| under 1000 lbs | $\$ 3.25$ |
| $1000-3000 \mathrm{lbs}$ | $\$ 3.12$ |
| $3000-6000 \mathrm{lbs}$ | $\$ 3.055$ |
| $6000-9000 \mathrm{lbs}$ | $\$ 2.99$ |
| over 9000 lbs. | $\$ 2.925$ |

Pete's estimates its annual demand for Colombian coffee beans at 62,000 pounds. The annual holding cost rate for a pound of unroasted coffee beans is estimated at $30 \%$. The cost to place an order with VIC is $\$ 125$, and the lead time is four weeks. Pete's desires a safety stock of 1000 pounds.
a. What is the optimal order quantity if the discount pricing schedule is an all units schedule?
b. What is the optimal order quantity if the discount pricing schedule is an incremental schedule?
c. What is the reorder point for Colombian coffee?

What assumptions did you make in solving this problem?
30. The coffee roaster at Pete's Coffee can roast 600 pounds of coffee per day. Pete's is open 310 days per year, and, because of freshness requirements, the store never roasts
more than a 10-day supply of any type of coffee it sells.
Daily demand for French Roast coffee averages 75 pounds, while daily demand for Amaretto Cream averages 20 pounds. The annual holding cost for a pound of roasted coffee is $\$ 1.28$, and the production setup cost for roasting a new variety of coffee is $\$ 25$. Determine the optimal production batch sizes for French Roast and Amaretto Cream coffees.
31. Pete's Coffee is planning to stock the Melvitta brand espresso maker. Pete's estimates the annual demand for this coffee maker to be 180 units. The machines, which retail for $\$ 189$ each, are imported from Italy and cost Pete's $\$ 95$ each. The cost to place an order with Melvitta is $\$ 150$, and the lead time is an estimated five weeks. Pete's uses a $30 \%$ annual holding cost rate for the coffee makers.

Pete's is considering using one of two customer satisfaction plans to deal with the possibility of stockouts of the espresso maker. Under the first plan, Pete's will offer backordered customers one free pound of coffee. This will cost $\$ 4.25$, and Pete's estimates an additional customer goodwill loss of $\$ 15$ for each week a customer must wait for the espresso maker.

Under the second plan, Pete's will offer backordered customers three free pounds of coffee. This will cost $\$ 12.75$ but will reduce the additional goodwill loss to $\$ 3$ for each week a customer must wait for the espresso maker.
a. Which customer satisfaction plan should Pete's adopt?
b. What is the optimal order quantity and reorder point under this plan?
c. Using this policy, what is Pete's expected annual profit on the espresso machines?
32. Business Supply Company, Inc. (BSC) is a local distributor of the NCQ electronic cash register. The cash registers cost BSC $\$ 320$ each, and (neglecting inventory costs) BSC estimates it earns a profit of $\$ 80$ on each cash register sold. The cost of ordering the cash registers from NCQ is $\$ 100$, and BSC uses an annual inventory holding cost rate of $20 \%$.

If BSC runs out of the cash registers, it estimates it will suffer a customer goodwill cost of $\$ 50$ for each week a customer must wait. There is also a fixed administrative cost of $\$ 1.50$ to process a backorder. Weekly demand averages 75 units, and the delivery lead time is two weeks. Determine the following:
a. The optimal inventory policy (order quantity and reorder point) for NCQ cash registers.
b. The number of weeks between cash register orders.
c. The percentage of customers who will be placed on backorder.
d. BSC's annual profit on the cash registers.
33. Clothesline, Inc. is a retailer of moderately priced women's clothing. Clothesline's policy is to give customers a $\$ 5$ gift certificate if they request an out-ofstock advertised item. This certificate is estimated to cost the company only $\$ 3$, but it avoids a loss in customer goodwill.

Clothesline is considering selling a line of scarves produced by a noted fashion designer. Because of long lead times, Clothesline can only place one order for the scarves. The scarves cost Clothesline $\$ 6.25$, and it plans to retail them for $\$ 10.95$. Clothesline estimates that total demand at its 55 stores during the selling season will follow approximately a normal distribution, with a mean of 8000 units and a standard deviation of 1500 units. Any scarves left in inventory at the end of the selling season will be marked down to a clearance price of $\$ 4.95$ and sold quickly.

On the basis of this information, determine how many scarves Clothesline should order. Comment on any assumptions you made to solve this problem.
34. Stefani Foods produces fresh pasta products for sale through local supermarkets. One product that is quite popular is fresh linguini and clam sauce. This item has a shelf life of two weeks and costs Stefani $\$ 1.19$ per unit to produce. The product retails at a suggested price of $\$ 1.99$ and is sold to supermarkets at a wholesale price of \$1.46.

Many supermarkets receive only one delivery per week of Stefani products. In these instances, the delivery route agent is instructed to pick up any unsold linguini to return to the company. The supermarkets receive full credit on these returns, and the returned merchandise is sold in the Stefani owned Thrift Store at a retail price of $\$ 1.05$. Such sales are estimated to net the company $\$ 0.83$ per unit.

Van's Supermarket estimates that weekly demand for the linguini follows a uniform distribution between 160 and 239 units. Stefani delivers to Van's once a week. Determine the optimal stocking quantity for the linguini if the goodwill cost to Stefani associated with the supermarket's running out of inventory is:
a. $\$ 0.10$
b. $\$ 0.50$
c. $\$ 1.00$
d. $\$ 5.00$
35. The Circle 7 convenience store has been receiving deliveries of Royal Cola once a week. Weekly demand for the cola averages 60 cases and follows a normal distribution with a standard deviation of 12 cases. When the delivery truck arrives, the store orders enough cola so that the cycle service level is $99 \%$. Because the orders arrive on a regular basis, there is no ordering cost to Circle 7. The annual holding cost rate for a case of cola is estimated at $25 \%$.

Royal Cola has just instituted a quantity discount schedule. Instead of charging stores like Circle 7 the normal price of $\$ 4.25$ per case, Royal is offering the following all units discount schedule:

| Number of Cases Ordered | Price per Case |
| :---: | :---: |
| under 100 | $\$ 4.25$ |
| $100-199$ | $\$ 4.00$ |
| $200-499$ | $\$ 3.80$ |
| $500-899$ | $\$ 3.70$ |
| 900 or more | $\$ 3.60$ |

If Circle 7 wants to take advantage of the quantity discounts being offered by Royal Cola, it will have to cancel its regular delivery schedule. In this case, it estimates that the cost to place an order with Royal Cola will be $\$ 35$ and lead time will be one week. Circle 7 will continue to desire a cycle service level of $99 \%$.
a. If Circle 7 continues with the regular delivery schedule and has 22 cases in inventory when the next delivery arrives, how many cases will be delivered to the store?
b. What is the annual inventory cost (holding, safety stock, and procurement) of the regular delivery schedule?
c. If Circle 7 decides to take advantage of the quantity discount schedule, how many cases should it order each time?
d. What is the reorder point for the answer in part (c)?
e. What is the annual inventory cost (holding, ordering, safety stock, and procurement) associated with the firm using the quantity discount schedule?
f. Do you recommend that Circle 7 take advantage of the quantity discount schedule? Why or why not?
g. How would your answers to parts (c), (d), (e), and (f) change if Circle 7 had enough room to store only 250 cases of Royal Cola?
36. Clark Equipment distributes the Clanton Model 406 bread slicer used in bakeries. The slicers cost $\$ 250$ each, and Clark sells them to net $\$ 306$ after marketing and related expenses. The company estimates that the annual demand for this product is 450 units.

The policy at Clark has been never to allow stockouts intentionally, and the company has carried a safety stock of 30 units in order to protect against such occurrences. Because of mounting fiscal pressure, however, Clark is considering eliminating the safety stock for the bread slicers and adopting a policy that allows for stockouts.

Clark estimates that it will suffer a customer goodwill loss of $\$ 25$ per week for each week a customer must wait for a backordered bread slicer. Clark also believes that there is an administrative cost of $\$ 30$ in handling a backorder and that adopting such a policy would result in a $4 \%$ decrease in annual sales of the bread slicer.

Clark uses a $15 \%$ annual inventory holding cost rate, and the cost of ordering slicers from Clanton is $\$ 90$. Delivery lead time is 10 working days, and Clark is open 250 days a year.
a. Determine the optimal order quantity, reorder point, and annual profit under the current policy of not intentionally allowing backorders.
b. Determine the optimal order quantity, reorder point, and annual profit if Clark intentionally allows for backorders.
c. What is your recommendation to management as to whether Clark should intentionally allow for backorders? Justify this recommendation.
37. Microvision currently purchases a particular computer chip from IMTEL for $\$ 12.42$ each, for use in its PC computers. Microvision's annual demand for the chip is
estimated at 140,000 units, and it has a safety stock requirement of 600 chips. Because of high security expense, the cost to place an order with LMTEL is estimated at $\$ 1300$ and lead time is 20 working days. The company operates 310 days per year.

Instead of purchasing from LMTEL, Microvision can sign a licensing agreement to manufacture the chips itself. The licensing agreement will cost Microvision $\$ 5000$ per year. If Microvision signs the agreement, it estimates it can produce the chips on its own assembly line at a cost of $\$ 11.60$ per chip (not including the licensing or inventory costs). Setup time will take two days.

The production setup cost for making these chips is $\$ 15,000$, and the production line is capable of manufacturing 2000 chips a day, 310 days a year. If the company produces the chips in-house, it will no longer require any safety stock. Microvision uses a $24 \%$ annual holding cost rate.
a. What are the optimal order quantity, reorder point, number of days between orders (cycle time), and total annual inventory cost (holding, ordering, safety stock, and procurement) if Microvision purchases the chips from IMTEL?
b. What are the optimal batch size, length of a production run in days (including production setup time), number of days between the start of successive production runs, and total annual inventory cost (holding, setup, licensing, and production) if Microvision begins producing the chips in-house?
c. What is your recommendation to management as to whether Micrivision should begin in-house production of the chips? Justify this recommendation.
38. Consider the data from problem 37. Suppose IMTEL has decided to offer incremental price discounts on chips sold to Microvision. In particular, the new pricing schedule is as follows:

| Order Quantity | Discount |
| ---: | :---: |
| $1-4,999$ | none |
| $5,000-24,999$ | $5 \%$ |
| $25,000-49,999$ | $8 \%$ |
| $50,000-99,999$ | $10 \%$ |
| 100,000 or more | $13 \%$ |

a. What is Microvision's optimal order quantity for chips under this pricing policy if it continues to purchase chips from IMTEL?
b. Determine the total annual cost of this policy to Microvision.
39. Johansen's Ice Cream Shoppe purchases fresh-baked waffle cones from the Myra Cone Company. The cones cost Johansen $\$ 0.28$ each and are delivered once each day. Johansen's charges customers who want their ice cream in a waffle cone an extra $\$ 0.40$. If Johansen's runs out of waffle cones, it estimates that it suffers a customer goodwill loss of $\$ 0.75$ for each additional customer request for a waffle cone. Unsold waffle cones are ground up and used as toppings on the frozen yogurt sold by the company. Johansen's therefore estimates the salvage value of unsold cones at \$.06. Johansen's also estimates that daily demand for the waffle cones follows approximately a normal distribution with a mean of 70 units and a standard deviation of 16 units. Determine how many waffle cones Johansen's should purchase each day from Myra Cone.
40. Frank's Garden Center sells McMurray riding mowers. McMurray has found itself with an excess inventory of Model 412 mowers and is temporarily offering dealers a discount of $\$ 75$ off its normal wholesale price of $\$ 725$. Frank's sells the Model 412 at a retail price of $\$ 895$ and estimates that its demand during the upcoming selling season will be between one and five units, with the following probabilities:

$$
\begin{aligned}
& \mathrm{P}(\text { Demand }=1 \text { unit })=.25 \\
& \mathrm{P}(\text { Demand }=2 \text { units })=.20 \\
& \mathrm{P}(\text { Demand }=3 \text { units })=.10 \\
& \mathrm{P}(\text { Demand }=4 \text { units })=.30 \\
& \mathrm{P}(\text { Demand }=5 \text { units })=.15
\end{aligned}
$$

Unfortunately, Frank's must decide how many mowers to purchase at the temporary price discount before the selling season begins. Once the selling season starts, if demand for the McMurray mower at Frank's exceeds the number ordered at the discounted price, Frank's must pay the normal wholesale price of $\$ 725$ per unit. Any purchased mowers that Frank's is not able to sell during the normal selling season can be sold for $\$ 595$ at the annual clearance sale. How many mowers should Frank's purchase from McMurray at the temporary price discount?

## CASE STUDIES

## CASE I: TexMex Foods

TexMex Foods operates a plant in Irving, Texas, for manufacturing taco sauce used in fast-food restaurants. The sauce, which is packaged in plastic containers, is made from a special recipe that includes tomato concen-
trate, onions, and chile peppers that TexMex purchases from various suppliers. The plant operates 365 days a year, and TexMex uses an annual holding cost rate of $18 \%$.

## Tomato Concentrate

TexMex Foods purchases its tomato concentrate from Hunt Farms. The company requires 2500 gallons of concentrate per day to manufacture this sauce. Hunt Farms offers customers the following all units price discount schedule:

| Number of Gallons Ordered | Price per Gallon |
| :---: | :---: |
| $1-9999$ | $\$ 3.12$ |
| $10,000-49,999$ | $\$ 3.08$ |
| $50,000-124,999$ | $\$ 3.02$ |
| $125,000-249,999$ | $\$ 3.01$ |
| 250,000 or more | $\$ 2.96$ |

The shelf life of the concentrate is 80 days, and the ordering cost is $\$ 750$. Orders must be placed in 1000 -gallon increments. The company desires a safety stock of 10,000 gallons, and the lead time for delivery is 10 days. Management wishes to determine the optimal order quantity for the concentrate as well as the reorder point.

## Onions

In the cooking process, TexMex requires 6000 pounds of onions daily. Onions cost the company $\$ 0.15$ per pound, and the ordering cost is $\$ 180$. Lead time for delivery is three days, and the company desires a safety stock equal to one day's usage. Management wants to determine the optimal order quantity for onions as well as the reorder point.

## CASE 2: Rodman Industries

Rodman Industries of Barstow, California, sells among other items, specialized tires for off-road vehicles (ORV). A new ORV model requiring tires slightly larger than normal is being developed by Pacific Star Enterprises in nearby Apple Valley. Pacific Star and Rodman have done business together for years, and Rodman has contracted with Pacific Star to supply tires for the new vehicle.

Rodman's staff analyst has estimated that Pacific Star's weekly demand will follow approximately a normal distribution, with a mean of 2000 tires and a standard deviation of 100 tires. Rodman charges Pacific Star $\$ 25$ per tire, and Rodman's holding costs are figured at $20 \%$ per year.

## Manufacturing/Purchasing Options

Rodman has three choices available to it for supplying tires to Pacific Star:

1. Rodman can convert production line 3 to manufacture the tires. The equipment on this line can be converted at a cost of $\$ 150,000$ to produce the new tire. This

## Chile Peppers

TexMex also needs an estimated 2000 pounds of chile peppers daily. The peppers cost TexMex $\$ 0.37$ per pound. Order cost, including transportation, is $\$ 1500$. Lead time is normally two weeks but may vary somewhat. Because of this variability, the company estimates that the lead time demand for chile peppers follows approximately a normal distribution, with a mean of 28,000 pounds and a standard deviation of 4000 pounds. Management wants to determine the optimal order quantity, reorder point, and safety stock for chile peppers to meet a desired cycle service level of $99.5 \%$.

## Plastic Containers

TexMex packages the sauce in one-ounce plastic containers it buys from Union Chemical at $\$ 0.003$ per unit. The ordering cost is $\$ 120$. TexMex is contemplating leasing a machine to make the containers. The yearly lease cost of the machine is $\$ 45,000$, and the production setup cost is $\$ 260$. The machine can produce 1 million containers per day at a per unit cost of $\$ 0.0027$ (excluding leasing, inventory holding, and production setup costs). The company estimates that it requires 450,000 containers per day. Management wants to determine whether it should continue purchasing containers from Union Chemical or begin in-house production and what the optimal order quantity or production lot size should be.

Prepare a detailed management report addressing each of the concerns facing TexMex Foods. Include in your report supporting graphs and charts as well as appropriate "what-if" analyses.
production line will have a maximum production rate of 4000 tires per week. It takes roughly one week to set up between production runs, and each setup costs approximately $\$ 4000$. Unit production costs (raw materials and labor) are $\$ 12$ per tire.
2. Rodman can convert production line 5 to manufacture the tires. This line is capable of producing only 1800 tires per week. It is very reliable, however, and, after a conversion cost of $\$ 75,000$, the line is expected to run without failure. Although this option means that Rodman could supply Pacific Star with only 1800 tires per week, Pacific Star has indicated that it would accept this quantity, if necessary. Again, unit production costs (raw materials and labor) are $\$ 12$ per tire.
3. Rodman can purchase tires from Hiro Inc., a Japanese firm, and import them to its San Pedro warehouse for distribution directly to Pacific Star. Reorder costs, which include some substantial shipping fees, are estimated at $\$ 10,000$ per order, and shipping time is consistently two weeks from the time an order is
placed. Hiro charges $\$ 14$ per tire but offers the following all units discount pricing schedule:

| Order Quantity | Discount |
| :--- | :---: |
| under 5000 | none |
| $5000-9999$ | $7.5 \%$ |
| 10,000 or more | $15.0 \%$ |

## Safety Stock

While selecting option 2 allows Rodman to maintain no safety stock, for options 1 and 3 Rodman should have enough safety stock to maintain at least a $90 \%$ cycle service level.

## LCASE 3: Mr. Pretzel

Mr. Pretzel sells soft pretzels to movie theaters, skating rinks, and snack bars. The company bakes the pretzels in its factory and delivers them fresh daily to its various accounts. Mr. Pretzel has recently signed a contract to purchase 50 pretzel vending machines. Management feels that these machines will enable the company to sell its pretzels in new locations, thus expanding company revenue.

Mr. Pretzel's marketing department is busy trying to determine suitable locations for the vending machines. It has decided that, at a minimum, pretzel demand at a vending machine location must average at least 25 units per day. Each vending machine is capable of holding 140 pretzels. The marketing department is interested in determining what compensation it should offer the owners of the sites at which the vending machines will be placed.

According to the company's accounting department, the cost of producing a soft pretzel (fixed and variable) is approximately $\$ .32$. The pretzels to be sold in the vending machines are sealed in plastic, adding $\$ .005$ to their cost. They are delivered daily and sell for $\$ .75$. Any pretzels left in the vending machine from the previous day are removed and returned to the factory. There they are ground up and sold for use in cattle feed, for which the company receives approximately $\$ .02$ in net revenue from each returned pretzel. The cost of delivering new pretzels and removing old ones is estimated to be $\$ 4.20$ per vending machine per day. An additional capital cost of $\$ 2.50$ per day is associated with each vending machine.

## The Report

On the basis of the given information, prepare a business report for Rodman suggesting a policy that will optimize total weekly profit for the company. Assume that this is a three-year project ( 156 weeks) and that conversion costs can be amortized at a constant rate over this time period. Include in your report any assumptions you made (or model assumptions you violated) in doing your analysis. The report should contain a table giving, for each option, the optimal order or production quantity, the reorder or setup point, and the total weekly revenue, costs, and profit.

If the vending machine runs out of pretzels, there is some likelihood that a dissatisfied customer may kick the machine, causing some damage. Since the company has not had any operating history regarding these machines, it is uncertain of the goodwill and potential damage cost of not having enough pretzels in the machine to satisfy all customers.

The company has three different compensation schemes for site owners:

1. Pay the site owner a fixed revenue of $\$ 3$ per day.
2. Pay the site owner a commission of $\$ .08$ per pretzel sold.
3. Lease the vending machine to the site owner with the stipulation that Mr. Pretzel will service the machine. Mr. Pretzel will charge the site owner $\$ 3.25$ per day for leasing the machine and $\$ .45$ apiece for the pretzels. Mr. Pretzel will give no credit for unsold pretzels, and the pretzels have no salvage value to the site owner.

Prepare a management report indicating the expected daily profit to Mr. Pretzel for each compensation plan, assuming daily demand follows a Poisson distribution with means, $\lambda$, of either $25,50,75$, or 100 units. Use the normal distribution approximation to the Poisson distribution ( $\mu=\lambda$ and $\sigma=\vee \lambda$ ). Assume that if Mr. Pretzel leases the vending machine to the site owner, the site owner will order the optimal number of pretzels from the company. Do the analysis for at least three possible goodwill costs, including \$.05, \$.25, and \$.75.

## Queuing Models



CARL'S JR. (http://www.carlsjr.com) is planning to open a new restaurant in Logan, Utah. The company has narrowed down its location choices to three potential sites. A principal concern is that the restaurant must be designed to adequately handle the drive-thru business during lunch hour.

One of the sites is quite small and can only accommodate a single drive-thru window with space for up to six cars to wait in line. The second site is somewhat larger and can handle a single drive-thru line with space for up to nine cars to wait. If the site is built with two windows (the customer pays at the first and the food is delivered at the second), the waiting line will accommodate a maximum of only eight cars. The third site is quite large and
has enough room for two separate drive-thru lines. Each line can handle a maximum of either nine cars (when there is a single service window) or eight cars (when there are separate windows for the cashier and food delivery).

The asking prices for the three sites differ, and construction costs will vary, depending on the configuration selected. Labor costs will be higher if there are separate windows for the cashier and food server; at the same time, using two windows will speed up service.

To choose a site and configuration, Carl's Jr. management proposes conducting an analysis of the drivethru waiting lines, known as a queuing analysis. Of principal importance is the effect the lines will have on the potential profitability of each site.

### 2.1 Introduction to Queuing Models

Every day it seems we spend some amount of time waiting in lines. When we shop at the supermarket we wait in line to check out; when we go to the bank, we wait in line to see a teller; and when we call a business, we are sometimes put on hold for several minutes until a real person answers the phone. Even when we have a confirmed appointment with a doctor, a lawyer, or an accountant, we frequently wait for service. Queuing theory is the study of waiting lines, or queues.

The objective of a queuing analysis is to design systems that enable an organization to perform optimally according to some criterion. One possible criterion is to maximize profit. Care must be taken to include all relevant factors in this criterion, however. For example, a store may be able to lower staffing costs by reducing the number of clerks. But this action may also increase the time customers must wait in line. If the waiting time becomes too long, customers may take their business elsewhere, which could result in lower revenues and potentially lower profits for the store. Thus, when determining staffing requirements, the store must also account for the loss in customer goodwill attributed to longer waiting lines.

In other cases, an organization's objective is to meet a certain desired level of service at minimum cost. For example, a municipal hospital may wish to determine the minimum number of ambulances it should have on call so that an ambulance will be immediately available for dispatch at least $99 \%$ of the time.

The effects of poorly designed queuing systems can range from inconvenience (waiting too long in a bank teller line) to death (needing an ambulance and not having one available). In order to analyze queuing systems properly, it is necessary to have a clear understanding of how service is to be measured. The average time a customer spends in line, the average length of the line, and the probability that an arriving customer must wait for service are some of the measures of queuing performance considered in this chapter.

### 9.2 Elements of the Queuing Process

A queuing system consists of three basic components:

## Components of a Queuing System

1. Arrivals: Customers arrive at a system according to some arrival pattern.
2. Waiting in a Queue: Arriving customers may have to wait in one or more queues for service.
3. Service: Customers receive service and leave the system.

This is illustrated in Figure 9.1. Let us briefly examine each component of the queuing system.

## THE ARRIVAL PROCESS

In certain situations, customers arrive according to a set schedule. For example, medical patients scheduled for nonemergency treatment may not arrive at the precise moment for which their appointments have been made, but the facility will have a pretty good idea of the number of patients who need to be treated and approximately when each will arrive. Therefore this system can be modeled using a deterministic arrival process.

FIGURE 9.1 Three Server Queuing System


By contrast, when you need a loaf of bread or a gallon of milk, you don't call ahead to the supermarket to schedule an appointment to come in. Similarly, customers generally show up at a bank or post office or call an airline when they have a particular need, not according to a set schedule. Since for these businesses a manager does not know when the next customer will arrive, the arrival of customers is a random process. Although deterministic arrivals exist for certain situations, a random customer arrival process is more common for most businesses.

In order to analyze a random process, a probability distribution for the arrivals must be determined. One way to estimate an arrival distribution might be to station ourselves outside the business and record the time between customer arrivals or the number of customers who arrive in a given time interval. Then, using statistical analysis, a probability distribution can be "fit" to the data.

## THE POISSON DISTRIBUTION

Such a laborious analysis is not always necessary, however. For instance, if a customer arrival process satisfies conditions known as orderliness, stationarity, and independence, it can be modeled by a Poisson distribution.' Fortunately, these conditions are quite unrestrictive and are approximately satisfied in a great many situations.

The orderliness condition states that, during any split second of time, at most one customer will arrive at the service facility. This condition is violated in certain circumstances (such as the instant the doors open for a department store's afterChristmas clearance sale), but, for most business situations, customers do arrive in an orderly fashion-namely, one at a time.

The stationarity condition requires that, within some time frame, the probability of customer arrivals remains the same for each incremental time epoch. This does not mean that the probability of an arrival is constant for all time periods. For example, the arrival rate of customers at a bank typically is higher on Friday afternoons than on Tuesday mornings. But if the probability of an arrival at the bank on Friday afternoon in the time period between 3:38 P.M. and 3:39 P.M. is the same as the probability of an arrival in the time period between 3:39 P.M. and 3:40 P.M., then the stationarity assumption is satisfied for the time frame between $3: 38$ P.M. and 3:40 P.M. The stationarity assumption generally holds if the time frame under consideration is small enough.

The independence condition is satisfied if the arrival of one customer has no influence on the arrival of another. For example, if Mary Smith decides to go to the

[^45]local supermarket at 4:45 P.M., her action will not affect when, if ever, Paul Robinson will go to the same supermarket. Although the independence condition is not highly restrictive, it is violated if customers arrive in groups (such as tour groups arriving on a bus to a restaurant $)^{2}$ or if the population of potential customers is small (such as the arrival of squad cars from a 10 -car police department to the department's repair garage).

## Conditions for a Poisson Arrival Process

1. Orderliness - In any time instant, at most one customer will arrive at the service facility.
2. Stationarity-For a given time frame, the probability that a customer will arrive within a certain time interval is the same for all time intervals of equal length.
3. Independence-Customers arrive independently of one another; that is, an arrival during a given time interval does not affect the probability of an arrival during other time intervals.

If one can verify or is willing to accept these conditions, then the probability of $k$ arrivals during any time period of length $t$ can be expressed by the random variable X having the following Poisson distribution:

## Poisson Arrival Distribution

Probability of $k$ Arrivals Within Time $t$

$$
P(X=k)=\frac{(\lambda t)^{k} e^{-\lambda t}}{k!}
$$

Here,

$$
\begin{aligned}
\lambda & =\text { the mean arrival rate per time unit } \\
t & =\text { the length of the time interval } \\
e & =2.7182818(\text { the base of the natural logarithm }) \\
k! & =k(k-1)(k-2)(k-3) \ldots(3)(2)(1)
\end{aligned}
$$

In this expression, $\lambda$ and t must be expressed in the same time units; that is, if $\lambda$ is expressed in customers per hour, $t$ must be expressed in hours.

Fortunately, these probabilities do not have to be calculated by hand. The Excel function POISSON can be used to determine either the point probability, $\mathrm{P}(\mathrm{X}=\mathrm{k})$, or the cumulative probability, $\mathrm{P}(\mathrm{X} \leq \mathrm{k})$, by supplying values for k and $\lambda t$ as follows:

$$
\begin{array}{ll}
\text { Point Probability } & \mathrm{P}(\mathrm{X}=\mathrm{k})=\text { Poisson }(\mathrm{k}, \lambda \mathrm{t}, \text { FALSE }) \\
\text { Cumulative Probability } & \mathrm{P}(\mathrm{X} \leq \mathrm{k})=\operatorname{Poisson}(\mathrm{k}, \lambda \mathrm{t}, \mathrm{TRUE})
\end{array}
$$

The Poisson arrival distribution is illustrated in the following situation faced by Hank's Hardware.
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## HANK'S HARDWARE

Customers arrive at Hank's Hardware according to a Poisson distribution. The store opens at 8:00 A.M., and on Tuesday mornings between 8:00 and 9:00, an average of six customers arrive at the store. Hank was out late partying on Monday evening and would like to sleep an extra half hour on Tuesday. He is concerned, however, that if he opens the store a half hour late, he might lose too much business. Hence Hank would like to know the probability that $0,1,2,3$, etc., customers will arrive between 8:00 and 8:30 on Tuesday morning.

## SOLUTION

To find the probability that a specific number of customers will arrive during the half-hour interval in question, we use the Poisson distribution with $\lambda=6$ per hour and $\mathrm{t}=.5$ hour ( 30 minutes). This gives a value for $\lambda \mathrm{t}=6(.5)=3$. The spreadsheet in Figure 9.2 shows how we generate the Poisson probabilities for $\lambda t=3$.

In this spreadsheet the value of $\lambda t$ is entered into cell B3, and the calculated probabilities are shown in column $B$ beginning with row 6 . The histogram was created from the Chart Wizard using a column chart on cells B6:B16.

Although, theoretically, 100, 1000, or even 1 million customers could arrive during this half-hour period, as can be seen from the histogram, the probability of the number of customer arrivals in the half-hour period decreases rapidly after reaching its peak at three. As shown in cell B18, the probability that more than 10 customers arrive during this period is only .000292 .


FIGURE 9.2 Spreadsheet for Poisson Probabilities with $\lambda t=3$

FIGURE 9.3 Commonly
Used Queuing System Configurations

Hank was particularly concerned about missing two or more customers. As we see from cell B20, this probability is .800852 . Hence Hank decided it would be best to open on time. (He also resolved not to stay out so late partying in the future!)

## THE WAITING LINE

Many factors influence how the actual waiting lines, or queues, are modeled, including:

1. Line configuration (one long line or several smaller ones)
2. Jockeying (line switching among customers)
3. Balking (not joining the queue if it is too long)
4. Priority (the service order of customers)
5. Tandem queues (if additional services are required)
6. Homogeneity (all customers require the same service)

## Line Configuration

Figure 9.3 illustrates a number of commonly used queuing system line configurations. For example, the line configuration illustrated in (c) is a queuing system found at a typical supermarket, where a separate line forms at each checkstand ${ }^{3}$ whereas the line configuration in (b) is that found at most banks or post offices, where one line forms and the next person designated to be served goes to a server when one becomes available.


## Jockeying

Fockeying occurs when customers switch between lines when they perceive that another line is moving faster. Another example of jockeying is when lines are long and a new server begins working. In this case customers in line typically make a mad dash to reach that server first. If customer do, in fact, jockey, there will never be an idle server while customers are in line waiting to begin service.

You might think that a single waiting line is more efficient than multiple lines. In some sense this is true because using a single line reduces the variance of the amount of time customers wait in line. If customers are smart enough to jockey, however, either line configuration results in the same average performance mea-

[^47]sures. Because this is typically how multiple line queuing systems behave, the performance measure results presented in this chapter for systems with a single waiting line will normally hold true for systems with multiple waiting lines.

## Balking

Although a single waiting line reduces the variance of waiting time over a multiple line configuration, it does have its disadvantages. For example, if a bank has only three tellers working on a Friday afternoon and 30 customers are present in the bank, 27 people are waiting in a single waiting line. Customers perceiving the waiting line as too long may balk (not join the queue) and decide to take their business elsewhere. If too many customers balk, the long-term profitability of the business will suffer. On the other hand, if there were an individual line for each teller, the average number of customers waiting in each line for service would be nine. While a line length of nine is certainly long, it is not as intimidating as 27 , and customers may be less likely to balk.

## Priority Rules

When a server becomes available, a customer from the waiting line goes to that server to being service. The priority rule most commonly used to select the next customer for service is first come, first served (FCFS). This means that the first person in the waiting line will be the next one to be served. Other priority rules also exist, however. A clerk processing orders from the top of her "in basket" is using a last-come, first-served (LCFS) priority rule. Computer centers often prioritize jobs for processing based on the estimated length of the job run and the resources required for the job. At airports, flight controllers use sophisticated rules for determining the order in which planes should land, including the type of plane requesting landing clearance. The priority rule might even be random, as in the case of a telephone operator selecting which of eight incoming lines to answer when all are ringing simultaneously. Although the priority rule used to choose the next customer affects the waiting time variance, it has no effect on the average customer waiting time.

## Tandem Queues

Customers usually need to see only one server in order to complete their necessary business. In some systems, however, multiple servers must be visited, typically in a distinct order. Such systems are known as tandem queues. For example, an airline may have separate agents for ticket sales and baggage check-in. If you need to purchase a ticket and check baggage, you will visit two servers; however, you cannot check bags for a flight until you first purchase a ticket.

## Homogeneity

Although many queuing models assume a bomogeneous population of arriving customers, each requiring essentially the same type of service, some queuing models categorize customers according to different arrival patterns or different service treatments. For example, patients needing emergency treatment at a doctor's office are treated differently from those needing routine physical examinations. Such differences, which can influence performance of the system, must be accounted for when developing the queuing model.

## THE SERVICE PROCESS

Since it always takes about the same fixed amount of time to dispense a cup of coffee from a vending machine, its service time can be modeled by a constant, or de-
terministic, service time distribution. In most business situations, however, service times vary widely and are best modeled by a random variable.

Given its mathematical simplicity, the exponential probability distribution is sometimes used to model customer service time. This distribution has the following probability density function.

## Exponential Service Time Distribution

$$
f(t)=\mu e^{-\mu t}
$$

Here,

$$
\mu=\text { the average number of customers who can be served per time period }
$$

In this expression, $\mu$ is the mean service rate for the server and is expressed in terms of customers per hour, per day, etc. $1 / \mu$ is the average service time. If we know the average service time, then $1 /$ (average service time) is the average service rate. Thus, if the average service time is 10 minutes, the average service rate is $1 / 10$ customers per minute, or 6 customers per hour.

For the exponential distribution, the average customer service time and the standard deviation of the customer service time are both equal to $1 / \mu$. Using the exponential distribution, the probability that the service time, X , is less than some value $t$ is as follows.

```
Probability Service Will Be Completed Within Time t
    P(X\leqt)=1- e - tr
```

In this expression, $\mu$ and $t$ must be expressed in the same time units; that is, if t is in hours, $\mu$ must be in customers per hour. Furthermore, the service rate, $\mu$, should be expressed in the same time units as the arrival rate, $\lambda$.

Excel provides a function that generates the probability density function $f(t)$ or the cumulative probability $\mathrm{P}(\mathrm{X} \leq \mathrm{t})$ for an exponential distribution. To use this function you must provide values for t and $\mu$. The time units for $\mu$ and t must be consistent; that is, if t is hours, $\mu$ must be the average number of customers per hour, and so on. The density function and the cumulative probabilities are generated by:

$$
\begin{aligned}
\text { Probability Density } \mathrm{f}(\mathrm{t})=\text { EXPONDIST }(\mathrm{t}, \mu, \text { FALSE }) \\
\text { Cumulative Probability } \mathrm{P}(\mathrm{X} \leq \mathrm{t})=\text { EXPONDIST }(\mathrm{t}, \mu, \text { TRUE })
\end{aligned}
$$

To illustrate the exponential distribution, let us return to the situation at Hank's Hardware.

## HANK'S HARDWARE (CONTINUED)

Hank estimates that it takes an average of four minutes to serve a customer at his store, and service times follow an exponential distribution. Hank has an important luncheon date, so he wishes to find the probability that it will take less than three minutes to serve the next customer.

## SOLUTION

Since the average service time, $1 / \mu$, is 4 minutes, the average service rate $\mu$ equals $1 / 4$ customer per minute, or $60(1 / 4)=15$ customers per hour. Because service times follow an exponential distribution, we can use Excel's EXPONDIST function to determine the probability that a service will take less than 3 minutes ( $=3 / 60=.05$ hour). Figure 9.4 shows a spreadsheet that determines density function values for an exponential distribution. In this spreadsheet the value of $\mu$ is entered in cell B3, and the time, t , for which a cumulative probability is desired is entered in cell B4. The output for the cumulative probability, $\mathrm{P}(\mathrm{X} \leq \mathrm{t})$, is given in cell B 6 , and the density function values are given in column B beginning in row 10 .
exponential distribution.xls

FIGURE 9.4 Exponential Distribution for $\mu=15$


From cell B 6 of Figure 9.4, $\mathrm{P}(\mathrm{X} \leq .05)=.527633$. Hence, there is approximately a .53 probability that it will take Hank less than 3 minutes to serve the next customer.

In Figure 9.4 the density function was generated for values of t in increments of .025 from 0 to .4 and then the XY (Scatter) graph from the Chart Wizard was used to generate the graph of the exponential distribution function. The area under the curve between 0 and any time $t$ represents the probability that the service is completed by time $t$. As you can see, this distribution is skewed to the right; that is, the mean of the distribution $(1 / \mu)$ exceeds its median value (which happens to be $(\ln 2 / \mu)$ ). For Hank's Hardware, the mean service time $1 / \mu=\frac{1}{15}$ hour or 4 minutes, whereas the median service time is $\ln 2 / 15=.04621$ hour or approximately 2.77 minutes. Therefore, while the average service time is 4 minutes, $50 \%$ of all customers will be serviced in less than 2.77 minutes.

## Memoryless Property of the Exponential Distribution

The exponential distribution is a memoryless distribution. This means that no additional information regarding the probability distribution is gained from observing the service time already expended. In the Hank's Hardware example, this implies that if a customer has already had two minutes of service but the service is not yet completed, the probability that the customer's remaining additional service time
will be less than 3 minutes is .52763 , the same probability as if we had just started observing the customer. Such memoryless distributions are sometimes referred to as Markovian distributions. ${ }^{4}$

## The Relationship Between the Poisson and Exponential Distributions

The exponential distribution is the "flip side" of the Poisson distribution. That is, if customer arrivals follow a Poisson distribution with arrival rate $\lambda$, the time between such arrivals, known as the interarrival time, follows an exponential distribution with average interarrival time $1 / \lambda$. (Hence, the Poisson distribution also possesses the memoryless property.)

Note that the Poisson distribution describes the probability of a specific number of events, whereas the exponential distribution describes the time between such events. This interrelationship between the Poisson and exponential distributions allows us to obtain simple formulas for queuing performance measures when the customer arrival process is Poisson and the service time distribution is exponential. Table 9.1 summarizes properties for arrivals and services in a Markovian queuing process in which the time units are hours.

Table 9.1 Summary of Formulas for Poisson and Exponential Processes

| Arrivals |  | Services |  |
| :---: | :---: | :---: | :---: |
| Arrival Rate $=$ Average number of arrivals per hour | $\lambda$ customers/ hour | Service Rate $=$ Average number of services ${ }^{a}$ per hour | $\mu$ customers/ hour |
| Probability of $k$ arrivals in $t$ hours | $\frac{(\lambda t)^{k} e^{-\lambda t}}{k!}$ | Probability of $k$ senvices ${ }^{a}$ in $t$ hours | $\frac{(\mu t)^{k} e^{-\mu t}}{k!}$ |
| Average time between arrivals | $1 / \lambda$ hours | Average service time | $1 / \mu$ hours |
| Probability that an arrival will occur within $t$ hours | $1-e^{-\lambda t}$ | Probability that service will be completed within $t$ hours | $1-e^{-\mu t}$ |
| Probability that the next arrival will not occur within $t$ hours | $e^{-\lambda t}$ | Probability that service time will be greater than $t$ hours | $e^{-\mu t}$ |

${ }^{a}$ This assumes that customers are there to be served. Thus $\mu$ is actually the average number of potential services per hour.

In this chapter, "closed-form" performance measure results are presented for a number of systems, including those with arrival patterns that can be modeled by a Poisson process and exponential service times. Appendix 9.2 on the accompanying CD-ROM discusses how statistical goodness-of-fit tests can be used to determine whether or not these assumptions are reasonable.

## ERLANGIAN DISTRIBUTION

If an exponential distribution is not appropriate for modeling service times (due to the failure of the memoryless property), an alternative is the Erlangian distribution. Formulas for the probability density function and cumulative probability distribution, as well as the mean and standard deviation for the Erlangian distribution, are given in Appendix 9.3 on the accompanying CD-ROM.
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### 9.3 Measures of Queuing System Performance

In a queuing model, performance can be measured by focusing on customers in the queue or customers in the entire system. (The system includes both those in the queue and those being served.) Which measure is more relevant is a function of the decision criterion.

To illustrate, suppose you are a supermarket customer with a choice of two checkout lines. One has an extremely fast checker, who takes an average of two minutes to check out each customer, and you estimate that you will have to spend four minutes waiting in line before being served by this checker. The other has a slower checker who takes an average of three minutes to wait on each customer, but you estimate you will spend only three minutes waiting in line before service begins. In either case, you figure you will spend six minutes in the system, so does it make a difference which line you select?

The answer depends on how you feel about waiting in line, since you expect to wait four minutes in the first line but only three minutes in the second. You might welcome the additional time in the first line (perhaps to catch up with the latest sighting of Elvis in the National Enquirer or Star), or you might appreciate the extra service time of the second line (perhaps to hear the checker give the latest neighborhood gossip). To account for possible preferences, queuing system performance measures are expressed both in terms of the waiting line and the system.

## TRANSIENT AND STEADY-STATE PERIODS

One complicating factor that arises when assessing queuing performance is that most queuing systems experience start-up bias at the beginning of the observation period. In this transient period, initial system behavior is not representative of longrun performance. This transient period can last minutes, hours, or even days (depending on the service operation).

Following this transient period, the system settles down to what is known as steady-state behavior. In steady state, the long-run probabilities of there being 0 , $1,2,3$, or, in general, $n$ customers in the system remain constant over time. Steady state assumes that the queuing system operates over a theoretically infinite time horizon. While no real-life system operates forever, concentrating on steady-state results avoids start-up bias. In practice, most real-life queuing systems quickly approach steady-state performance.

In order to achieve steady state, the effective arrival rate of customers must be less than the sum of the effective service rates of all servers. ${ }^{5}$ This condition is stated for various queuing systems as follows:

Requirement to Achieve Steady State

## System

1 server
$k$ servers, possible with different service rates
k servers, each with service rate $\mu$

If this condition is violated, the queue will ultimately become infinitely large and steady state will never be achieved. For example, suppose customers arrive at

[^49]the rate of $\lambda=20$ per hour and there are $\mathrm{k}=3$ servers, each serving an average of 4 customers per hour. On the average, only $3(4)=12$ customers can be served per hour; therefore, an average of $20-12=8$ customers will be added to the waiting line each hour. Hence, steady state will never be reached as, over time, the waiting line will continue to lengthen.

In this chapter, steady-state performance measures for queuing systems with one or more servers are presented. For systems with more than one server, our attention is restricted to models in which all servers work at the same rate, $\mu$. If this is not an appropriate assumption, simulation methods can be employed to approximate steady-state queuing performance measures (see Chapter 10).

## STEADY-STATE PERFORMANCE MEASURES

The following steady-state performance measures can be calculated directly for many queuing systems:
$\mathrm{P}_{0}=$ Probability that there are no customers in the system
$\mathrm{P}_{\mathrm{n}}=$ Probability that there are n customers in the system
$\mathrm{L}=$ Average number of customers in the system
$\mathrm{L}_{\mathrm{q}}=$ Average number of customers in the queue
$\mathrm{W}=$ Average time a customer spends in the system
$\mathrm{W}_{\mathrm{q}}=$ Average time a customer spends in the queue
$\mathrm{P}_{\mathrm{w}}=$ Probability that all servers are busy
$\rho=$ Utilization rate of each server (the percentage of time that each server is busy)

The value of $\mathrm{P}_{\mathrm{w}}$ has two interpretations. In cases in which a waiting line is permitted to form, $\mathrm{P}_{\mathrm{w}}$ is equivalent to the probability an arriving customer must wait to begin service. In cases in which no waiting line is permitted to form, $\mathrm{P}_{\mathrm{w}}$ is equivalent to the probability an arriving customer is blocked from service.

## LITTLE'S FORMULAS

Two important relationships, known as Little's Formulas, ${ }^{6}$ exist that relate the average number of customers in the system, L, and the average customer waiting time in the system, W , as well as between the average number of customers waiting for service, $\mathrm{L}_{\mathrm{q}}$, and the average time a customer spends waiting for service, $\mathrm{W}_{\mathrm{q}}$. These formulas state that if a queuing system has a single waiting line, customers arrive at some finite mean rate, $\lambda$, and the necessary condition for steady-state exists, then the following relationships hold:

## Little's Formulas

$$
\begin{aligned}
\mathrm{L} & =\lambda \mathrm{W} \\
\mathrm{~L}_{\mathrm{q}} & =\lambda \mathrm{W}_{\mathrm{q}}
\end{aligned}
$$

For steady-state models that involve a potentially infinite customer population, if all servers perform at the same rate, $\mu$, then $\lambda / \mu$ represents the average number of customers being served. Hence, $\mathrm{L}=\mathrm{L}_{\mathrm{q}}+\lambda / \mu$. Therefore, knowing one of the values for $\mathrm{L}, \mathrm{L}_{\mathrm{q}}, \mathrm{W}$, or $\mathrm{W}_{\mathrm{q}}$ allows us to calculate the other three.
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## QUEUING SYSTEM NOTATION

Different assumptions about arrival and service processes and the number of servers give rise to different queuing system configurations. So that we can easily refer to a particular queuing situation, we use the following shorthand notation to identify the model: ${ }^{7}$

## Classification of Queues

Arrival Process/Service Process/Number of Servers

Commonly used notations for the arrival and service distributions include:
M Markovian-For arrivals, customers arrive according to a Poisson process at a mean rate of $\lambda$ or have an interarrival time that follows an exponential distribution with mean $1 / \lambda$. For services, service times are exponential, with a mean rate of $\mu$ or an average service time of $1 / \mu$.
D Deterministic-For arrivals, customers arrive at a constant rate of $\lambda$. For service, service times are constant at $1 / \mu$.
G General-For arrivals or departures, G signifies a general probability distribution for arrivals or services having a known mean and variance.

For example, a G/D/5 queue refers to a system in which the arrival process follows a general probability distribution, the service time is constant, and there are five servers.

Sometimes two additional designations are added to the notation to indicate situations in which there is a maximum limit for the number of customers in the system and/or a maximum number of customers in the population. Thus an M/G/6/10/20 model refers to a queuing system for which the interarrival time of customers is exponential, the service time follows a general distribution, there are 6 servers, the maximum number of customers who can be in the system at any one time is 10 , and the population of potential customers is 20 . An $\mathrm{M} / \mathrm{G} / 6 / / 20$ model would refer to the same system but with no limit for the maximum number of customers who can be present.

## 2.4 $\mathrm{M} / \mathrm{M} / 1$ Queuing Systems

As stated earlier, the arrival process in many business situations follows a Poisson distribution. If, in addition, the service times can be appropriately modeled using the exponential distribution and there is a single server, we have an $\mathbf{M} / \mathbf{M} / \mathbf{1}$ queuing system. Examples of queues modeled as $M / M / 1$ systems include some small banks, rural post offices, and convenience stores.

The following formulas give the steady-state performance measures for the $M / M / 1$ queuing system. Recall that the requirement for steady state to exist is $\lambda<$ $\mu, \lambda$ being the average arrival rate and $\mu$ the average service rate. These results are derived using a technique known as balance equations (see Appendix 9.4 on the accompanying CD-ROM).

[^51]Performance Measures for the M/M/1 Queue

$$
\begin{aligned}
\mathrm{P}_{0} & =1-(\lambda / \mu) \\
\mathrm{P}_{\mathrm{n}} & =(1-(\lambda / \mu))(\lambda / \mu)^{n} \\
\mathrm{~L} & =\lambda /(\mu-\lambda) \\
\mathrm{L}_{\mathrm{q}} & =\lambda^{2} /(\mu(\mu-\lambda)) \\
\mathrm{W} & =1 /(\mu-\lambda) \\
\mathrm{W}_{\mathrm{q}} & =\lambda /(\mu(\mu-\lambda)) \\
\mathrm{P}_{\mathrm{w}} & =\lambda / \mu \\
\rho & =\lambda / \mu
\end{aligned}
$$

## DISTRIBUTION OF TIME IN SYSTEMS

For the $M / M / 1$ queue it can also be shown that the distribution of the time a customer spends in the system follows an exponential distribution with mean $1 /(\mu-\lambda)$. This implies that the probability that a customer will spend more than $t$ hours in the system is $\mathrm{e}^{-(\mu-\lambda) t}$ and less than t hours, $1-\mathrm{e}^{-(\mu-\lambda) \mathrm{t}}$.

$$
\begin{aligned}
& \text { M/M/1-Time in System } \\
& \text { Average Time in System }=1 /(\mu-\lambda) \\
& \mathrm{P}(\text { Time in System }<\mathrm{t})=1-\mathrm{e}^{-(\mu-\lambda) \mathrm{t}}
\end{aligned}
$$

To illustrate these formulas, consider the situation faced by Mary's Shoes.

## MARY'S SHOES

Customers arrive at Mary's Shoes on the average of once every 12 minutes, according to a Poisson process. The store is staffed by Dale Bandy who estimates that he can serve a customer in an average of eight minutes and that his service times follow an exponential distribution. Dale always finishes serving one customer before waiting on the next one.

Mary's management has received an anonymous letter of complaint regarding service at the store and is interested in determining the performance measures for this system.

## SOLUTION

Based on the data provided, the average arrival rate is $\lambda=1 / 12$ per minute, or $60 / 12=5$ per hour. Since it takes Dale an average of eight minutes to serve a customer, he can serve an average $\mu=1 / 8$ per minute, or $60 / 8=7.5$ customers per hour. Substituting these values into the steady-state formulas for the $M / M / 1$ queue yields the following performance measures:

$$
\begin{aligned}
& \mathrm{P}_{0}=1-(\lambda / \mu)=1-5 / 7.5=1-.66667=.33333 \\
& \mathrm{P}_{\mathrm{n}}=(1-(\lambda / \mu))(\lambda / \mu)^{\mathrm{n}}=(.33333)(.66667)^{\mathrm{n}} \\
& \mathrm{~L}=\lambda /(\mu-\lambda)=5 /(7.5-5)=2 \\
& \mathrm{~L}_{\mathrm{q}}=\lambda^{2} /(\mu(\mu-\lambda))=5^{2} /(7.5(7.5-5))=1.33333 \\
& \mathrm{~W}=1 /(\mu-\lambda)=1 /(7.5-5)=1 / 2.5=.4 \text { hour }=24 \text { minutes } \\
& \mathrm{W}_{\mathrm{q}}=\lambda /(\mu(\mu-\lambda))=5 /(7.5(7.5-5))=.26667 \text { hour }=16 \text { minutes } \\
& \mathrm{P}_{\mathrm{w}}=\lambda / \mu=5 / 7.5=.66667 \\
& \rho \quad=\lambda / \mu=5 / 7.5=.66667
\end{aligned}
$$

Note that the difference between $W$, the average time a customer spends in the store ( 24 minutes), and $\mathrm{W}_{\mathrm{q}}$, the average time a customer spends waiting before being served by Dale Bandy ( 16 minutes), is the average service time of 8 minutes. The difference between L, the average number of customers in the store (2), and $\mathrm{L}_{\mathrm{q}}$, the average number of customers waiting to be served by Dale Bandy (1.3333), is .66667 . This is the average number of customers being served, $\rho$.

You may wonder why the difference between L and $\mathrm{L}_{\mathrm{q}}$ is .66667 rather than 1. The reason is because one-third of the time (.33333) no customers are present and Dale is serving 0 customers, whereas two-thirds of the time (.66667) one or more customers are present and Dale is serving one customer. Thus the weighted average number of customers being served is $.33333(0)+.66667(1)=.66667$. These observations give rise to the following relationships:

## Relationship Between System and Queue <br> Performance Measures

Average waiting time in system $=$
Average waiting time in queue + Average service time

$$
W=W_{q}+1 / \mu
$$

Average number of customers in system $=$
Average number of customers in queue + Average number of customers being served

$$
\mathbf{L}=\mathbf{L}_{\mathrm{q}}+\lambda / \mu
$$

Customer waiting time in the system for Mary's Shoes follows an exponential distribution with an average rate of $(\mu-\lambda)=7.5-5=2.5$ per hour. Hence, the probability that a customer will wait less than 10 minutes ( $10 / 60$ hours) is $1-$ $\mathrm{e}^{-2.5(10 / 60)}=1-\mathrm{e}^{-.417}=.341$. The probability that a customer will wait less than 20 minutes (20/60 hours) is $1-\mathrm{e}^{2.5(20 / 60)}=1-\mathrm{e}^{-.833}=.565$, and the probability that a customer will wait less than 30 minutes ( $30 / 60$ hours) is $1-\mathrm{e}^{-2.5(30 / 60)}=1-$ $\mathrm{e}^{-1.25}=.713$.

If Dale's average service time could be reduced to 6 minutes and 40 seconds, $\mu$ would be 9 per hour. Hence, the distribution of customer waiting time in the system would now be exponential with an average rate $(\mu-\lambda)=9-5=4$. In this case, the probability that a customer will wait less than 10 minutes ( $10 / 60$ hours) is $1-\mathrm{e}^{-4(10 / 60)}=1-\mathrm{e}^{-.667}=.487$; less than 20 minutes (20/60 hours) is $1-\mathrm{e}^{-4(20 / 60)}=1-\mathrm{e}^{-1.333}=.736$; and less than 30 minutes ( $30 / 60$ hours) is $1-$ $\mathrm{e}^{-4(30 / 60)}=1-\mathrm{e}^{-2}=.865$.

## Software Results

Figure 9.5 shows an Excel spreadsheet that can be used to determine the steadystate results for the $\mathrm{M} / \mathrm{M} / 1$ queuing model. Here the arrival rate, $\lambda$, is entered in cell B4 and the service rate, $\mu$, in cell B5. The calculated values for $\mathrm{L}, \mathrm{L}_{\mathrm{q}}, \mathrm{W}$, $W_{q}, \mathrm{P}_{\mathrm{w}}$, and $\rho$ are given in cells A11 through F11, respectively. The calculated values for $\mathrm{P}_{\mathrm{n}}$ for values of n between 0 and 30 are then given in cells H11 through AL11. The values in the spreadsheet correspond to those for the Mary's Shoes problem.

## Using the Template queue.xls

As an alternative to programming Excel cells to calculate the performance measures for the $M / M / 1$ queue, an Excel template, queue.xls, is included on the accompanying CD-ROM. Details on using this spreadsheet are included in Appendix 9.1 at the conclusion of the chapter. The template will enable you to


FIGURE 9.5 Excel Spreadsheet for M/M/1 Queue
easily determine performance measures and, where possible, state probabilities for all of the queuing models covered in this chapter. For example, to obtain the results for Mary's Shoes, one could use the MMk worksheet (described in the next section).

Using the above information, the following business report was prepared for Mary Hanes, president of Mary's Shoes. The memo focuses on current performance measures. A graphical breakdown showing customer waiting time as a percentage of total customers clearly indicates that a large proportion of customers are spending too much time in the store under the present systems. The report also analyzes the impact of increases in the arrival rate and suggests improvements to service.

$$
\begin{gathered}
\frac{\text { SSCG. }}{\frac{\text { Student Consulting Group }}{}} \\
\text { MEMORANDUM }
\end{gathered}
$$

To: Mary Hanes, President
Mary's Shoes
From: Student Consulting Group
Subj: Operations at the New Market Mall Store
At your request, we have conducted an analysis of operations at your New Market Mall store to determine whether company performance measures are
being met. While, at one time, the store had sales volume to support a staff of three shoe salespersons, since the recent construction of a nearby mall, sales have declined dramatically. Currently, only one shoe salesperson is employed at the store, Mr. Dale Bandy. Two issues in particular seem to be of concern:

1. Many customers are encountering a long wait before service begins. This may exacerbate the sales decline that has been prevalent since the competing mall opened.
2. Mr. Bandy appears to be idle for excessive periods of time.

To evaluate these potential problems, we have conducted a queuing analysis. We collected data on customer arrival times and Mr. Bandy's service times over 40 days. A study of these arrival and service patterns indicates that the average time between customer arrivals is approximately 12 minutes and that Mr. Bandy spends an average of about 8 minutes with each customer.

Statistical analyses of the data indicate that distributions based on the following assumptions closely approximate the observed data; (1) no two arrivals or departures occur simultaneously; (2) the arrival and service patterns do not vary significantly throughout the day; (3) the arrival of a customer has no effect on the time to the next customer arrival; and (4) the remaining time for Mr. Bandy to complete a service is not affected by the amount of time he has already spent with the customer. Although this last assumption may appear counterintuitive, the statistical analysis verifies that the observed service times mirror those generated by such an assumption.

## GENERAL CONCLUSIONS

Based on these data, we developed a queuing model for operations at your New Market Mall store and derived the following estimates of its current operation.

Waiting Time The average customer waiting time is 16 minutes. With an average service time of 8 minutes, a customer spends an average total of 24 minutes in the store. Figure I shows customer waiting time as a percentage of total customers. As you can see, $43 \%$ of customers spend longer than 20 minutes in the store; $29 \%$ spend over 30 minutes; and $8 \%$ spend more than an hour.


FIGURE I Customer Waiting Time Assuming an Average Service Time of 8 Minutes

Dale Bandy's Idle Time The model indicates that Dale Bandy averages 20 minutes of idle time per hour. Furthermore, if Mr. Bandy's average service time does not change, any decrease in his idle time will result in a simultaneous increase in the average time a customer waits for service. For example, if store traffic increases by $20 \%$, although Mr. Bandy's idle time will decrease from 20 minutes to 12 minutes per hour, the average customer waiting time will double from 16 to 32 minutes.

## RECOMMENDATIONS

To improve customer satisfaction, Mr. Bandy's service time must decrease. While conducting the study, we observed that much of Mr. Bandy's service time is spent trying to locate the correct shoe size from the store's inventory. We believe that a reorganization of the shoe inventory can reduce Mr. Bandy's average service time by one-sixth, from 8 minutes to about 6 minutes 40 seconds.

Table I summarizes the effect of such a reorganization on various factors that may be of concern to you. As you can see, performance will greatly improve under this plan. Also, Mr. Bandy's idle time should increase from about 20 to $26 \frac{2}{3}$ minutes per hour, and hence, we do not expect him to voice any opposition to implementing this policy.

Table I Impact on Performance of Proposed Inventory Reorganization

|  | Current <br> Operations | Operations <br> After Inventory <br> Reorganization |
| :--- | :--- | :--- |
| Average service time | 8 minutes | $6 \frac{2}{3}$ minutes |
| Average customer time in store | 24 minutes | 15 minutes |
| Average time waiting for service | 16 minutes | $8 \frac{1}{3}$ minutes |
| Average number of customers in store | 2 | 1.25 |
| Average number of customers waiting for service | 1.53 | .69 |
| Average time Mr. Bandy will be idle per hour | 20 minutes | $26 \frac{2}{3}$ minutes |



FIGURE II Customer Waiting Time Assuming an Average Service Time of $6 \frac{2}{3}$ Minutes

Figure II shows the revised percentages for customer time in the store for the inventory reorganization plan. In this case, fewer than $15 \%$ of the customers will spend more than 30 minutes in the store, and the percentage of customers spending longer than an hour in the store will decrease to about $2 \%$.

Based on the preceding projections, we recommend that you consider such an inventory reorganization. If performance still does not meet your expectations, we regretfully suggest that you consider replacing Mr. Bandy.

## 2.5 $M / M / k$ Queuing Systems

An M/M/k queuing system assumes that

1. Customers arrive according to a Poisson process at mean rate $\lambda$.
2. Service times follow an exponential distribution.
3. Each of the k servers works at an average rate $\mu$ (with $\mathrm{k} \mu>\lambda$ ).

Typical examples of $M / M / k$ queuing systems include banks with several tellers, post offices with several service windows, and fast-food restaurants with several cashiers.

Appendix 9.5 on the accompanying CD-ROM contains a derivation of the performance measure formulas for the $M / M / k$ queuing system found using the balance equation approach. The appropriate formulas are as follows:

Performance Measures for an $M / M / k$ Queuing System

$$
\begin{aligned}
P_{0} & =\frac{1}{\left[\sum_{n=0}^{k-1} \frac{1}{n!}\left(\frac{\lambda}{\mu}\right)^{n}\right]+\frac{1}{k!}\left(\frac{\lambda}{\mu}\right)^{k}\left(\frac{k \mu}{k \mu-\lambda}\right)} \\
P_{n} & =\frac{(\lambda / \mu)^{n}}{n!} P_{0} \quad \text { for } n \leq k \\
P_{n} & =\frac{(\lambda / \mu)^{n}}{k!k^{(n-k)}} P_{0} \quad \text { for } n>k \\
L & =\frac{(\lambda / \mu)^{k} \lambda \mu}{(k-1)!(k \mu-\lambda)^{2}} P_{0}+\frac{\lambda}{\mu} \\
W & =\frac{(\lambda / \mu)^{k} \mu}{(k-1)!(k \mu-\lambda)^{2}} P_{0}+\frac{1}{\mu} \\
L_{q} & =\frac{(\lambda / \mu)^{k} \lambda \mu}{(k-1)!(k \mu-\lambda)^{2}} P_{0} \\
W_{q} & =\frac{(\lambda / \mu)^{k} \mu}{(k-1)!(k \mu-\lambda)^{2}} P_{0} \\
P_{w} & =\frac{1}{k!\left(\frac{\lambda}{\mu}\right)^{k}\left(\frac{k \mu}{k \mu-\lambda}\right) P_{0}} \\
\rho & =\frac{\lambda}{k \mu}
\end{aligned}
$$

To illustrate the use of an $M / M / k$ queuing system, consider Saturday operations at the Littletown Post Office.

## Littletown Post Office queue.xls

## LITTLETOWN POST OFFICE

The Littletown Post Office is open on Saturdays from 9:00 A.M. to 1:00 P.M. On the average, 100 customers per hour visit the post office during this period. Three postal clerks are on duty, and the mean time to serve each customer is 1.5 minutes. Previous studies have shown that a Poisson arrival distribution and an exponential service time distribution provide relatively good approximations of the post office's arrival and service operations.

The Littletown Postmaster has received a number of complaints concerning the length of time required for customers to receive service on Saturdays. In addition, the three postal clerks have filed a grievance alleging excessive workloads during this period. The Postmaster is interested in determining the relevant service measures for the post office on Saturdays in order to respond to these issues. There has also been talk about the need for a budget cut, and the Postmaster would like to know whether reducing the number of clerks on Saturday morning duty to two is feasible.

## SOLUTION

The Littletown Post Office is an M/M/3 queuing system with $\lambda=100$ customers per hour and an average hourly service rate, $\mu$, equal to $60 / 1.5=40$ customers per hour. Since $\lambda<\mathrm{k} \mu$ (i.e., $100<3(40)=120$ ), the steady-state formulas for an $M / M / 3$ model can be used. $\mathrm{P}_{0}$ is calculated by:

$$
\begin{aligned}
P_{0} & =\frac{1}{\left[\sum_{n=0}^{k-1} \frac{1}{n!}\left(\frac{\lambda}{\mu}\right)^{n}\right]+\frac{1}{k!}\left(\frac{\lambda}{\mu}\right)^{k}\left(\frac{k \mu}{k \mu-\lambda}\right)} \\
& =\frac{1}{\left[\sum_{n=0}^{2} \frac{1}{n!}\left(\frac{100}{40}\right)^{n}\right]+\frac{1}{3!}\left(\frac{100}{40}\right)^{3}\left(\frac{3(40)}{3(40)-100}\right)} \\
& =\frac{1}{\left[\sum_{n=0}^{2} \frac{1}{n!}(2.5)^{n}\right]+\frac{1}{6}(15.625)\left(\frac{120}{20}\right)} \\
& =\frac{1}{\left[1+2.5+\frac{6.25}{2}+15.625\right]}=\frac{1}{22.25}=.045
\end{aligned}
$$

The values for $\mathrm{P}_{0}, \lambda$, and $\mu$ are then substituted into the formulas for the other performance measures to obtain the steady-state results. Rather than calculate these service measures by hand, however, we will utilize the Excel template queue.xls.

## Software Results

Figure 9.6 shows the results of using the MMk worksheet on the Excel template queue.xls for the Littletown Post Office problem. In this worksheet the arrival rate, $\lambda$, is entered in cell B4, and the service rate, $\mu$, is entered in cell B5. Performance measures and probabilities, $\mathrm{P}_{\mathrm{n}}$, for values of n from 0 to 30 are calculated beginning in row 11 for k servers, where k is the value in column A .

Littletown Post Office queue.xls


FIGURE 9.6 Excel Spreadsheet for an M/M/k Queue

If $\mathrm{k} \mu>\lambda$ steady-state will not be reached and the spreadsheet does not return any output for that specific value of k . Hence, we see in Figure 9.6 that rows 11 and 12 are blank since if there are fewer than three servers, the arrival rate exceeds $\mathrm{k} \mu$.

The MMk worksheet can also determine the system cost for differing numbers of servers. This will allow us to easily perform economic analyses (discussed in Section 9.9) to determine the optimal number of servers to utilize. Since for the Littletown Post Office problem we do not have any cost parameters, the values in cells H4 through H6 are left blank. As a result, the cost data in column H of the spreadsheet is 0 for all numbers of servers.

Note that in the template column J, which is used to calculate an intermediate term used in determining $\mathrm{P}_{0}$, is hidden. ${ }^{8}$

Thus, from Figure 9.6 it can be seen that for $\mathrm{k}=3$ servers the model has determined the following service measures:

- The average number of customers present in the post office, L , is 6.01 .
- The average number of customers who are waiting on line to begin service, $\mathrm{L}_{\mathrm{q}}$, is 3.51 .
- The average time a customer waits in the system, $W$, is .06 hour or 3.6 minutes.
- The average time a customer spends waiting in line, $W_{q}$, is .035 hour or 2.1 minutes.
- The probability an arriving customer must wait for service, $\mathrm{P}_{\mathrm{w}}$, is . 702 .
- The proportion of time a clerk is busy, $\rho$, is .833 .

Based on the values of $L, L_{q}, W, W_{q}$, and $P_{w}$, the Postmaster feels that the post office is providing adequate customer service.

[^52]Figure 9.6 also shows that the probabilities of n customers being in the system (to three decimal places) are:

$$
\mathrm{P}_{0}=.045 \quad \mathrm{P}_{1}=.112 \quad \mathrm{P}_{2}=.140
$$

Scrolling over to columns N through U in this spreadsheet one would see that:

$$
\begin{array}{lllll}
\mathrm{P}_{3}=.117 & \mathrm{P}_{4}=.098 & \mathrm{P}_{5}=.081 & \mathrm{P}_{6}=.068 & \mathrm{P}_{7}=.056 \\
& \mathrm{P}_{8}=.047 & \mathrm{P}_{9}=.039 & \mathrm{P}_{10}=.033 &
\end{array}
$$

For example, if the Postmaster wants to know the probability that exactly two people are waiting in line to be served, the solution will be equivalent to the probability of five people in the system (since three people are being served while two are waiting in line), $\mathrm{P}_{5}=.081$. If the Postmaster wants to determine the probability that three or fewer people are waiting in line, we will need to calculate the probability that six or fewer people are in the system: $\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}+\mathrm{P}_{5}+$ $\mathrm{P}_{6}=.661$. In the Excel spreadsheet given in Figure 9.6, this is attained by $=\operatorname{Sum}(\mathrm{K} 13: \mathrm{Q} 13)$.

With regard to the workload grievance, the analysis indicates that each postal clerk is serving customers only $83.33 \%$ of the time ( $\rho=.8333$ ), or about 50 minutes out of each hour. In addition, approximately $4.5 \%$ of the time all three clerks are idle ( $\mathrm{P}_{0}=.044944$ ); approximately $11.2 \%$ of the time two of the clerks are idle ( $\mathrm{P}_{1}=.112$ ); and approximately $14.0 \%$ of the time one of the clerks is idle ( $\mathrm{P}_{2}=$ .140). After discussing the grievance with representatives from the Postal Union, the postal clerks agreed that their workload was reasonable and the grievance was withdrawn.

In terms of the budget-cutting issue, note that reducing the number of postal clerks on Saturday mornings to two would result in $\lambda>\mathrm{k} \mu(100>2(40))$. Hence, the queue would not achieve steady state, and the two remaining postal clerks would eventually never have a spare moment. Thus the Postmaster should consider cost savings measures other than laying off a clerk.

### 2.6 M/G/1 Queuing Systems

Although the assumption of a Poisson arrival process is appropriate for a large number of studies, frequently, the exponential distribution does not adequately model the service time. When there is a single server, although $\mathrm{P}_{0}=1-\lambda / \mu$ and $\rho=\lambda / \mu$, we cannot use the results based on balance equations to analyze formulas for the $\mathrm{P}_{\mathrm{n}}$ values. Instead, a different approach based on Markov Chains (see Chapter 12 on the accompanying CD-ROM) gives rise to the following expression, known as the Pollaczek-Khintchine formula, for L :

$$
\mathrm{L}=\frac{(\lambda \sigma)^{2}+(\lambda / \mu)^{2}}{2(1-\lambda / \mu)}+\frac{\lambda}{\mu}
$$

Here, $\lambda$, the mean arrival rate, $1 / \mu$, the mean service time, and $\sigma$, the standard deviation of the service time, must all be expressed in the same time units. For an M/G/1 queue, only the mean and standard deviation for the service time need to be known to calculate the performance measures; it is not necessary to identify the particular service time distribution.
$\mathrm{L}_{\mathrm{q}}$ can still be calculated by $\mathrm{L}_{\mathrm{q}}=\mathrm{L}-\lambda / \mu$, and, using Little's formulas, we can determine $\mathrm{W}=\mathrm{L} / \lambda$ and $\mathrm{W}_{\mathrm{q}}=\mathrm{L}_{\mathrm{q}} / \lambda$. The formulas for the performance measures for the $M / G / 1$ queue are given in Table 9.6 in Section 9.11. As we stated above, we cannot obtain formulas for the $\mathrm{P}_{\mathrm{n}}$ values for this model.

When comparing the formula for L in an $\mathrm{M} / \mathrm{G} / 1$ queuing system to the formula for L in an $\mathrm{M} / \mathrm{M} / 1$ queuing system, it can be seen that the value for L is larger for an $M / G / 1$ system if $\sigma>1 / \mu$. (Recall that $1 / \mu$ is the standard deviation for an exponential service time distribution. If $\sigma=1 / \mu$ the performance measure formulas for the $M / G / 1$ system are identical to those derived for the $M / M / 1$ system.

## M/D/1 SYSTEMS

One special case of $M / G / 1$ queues occurs when the service time is deterministic (M/D/1). In an M/D/1 system, customers are served at a constant (deterministic) rate. This system is equivalent to an M/G/1 system with $\sigma=0$. Substituting $\sigma=0$ into the $M / G / 1$ steady-state formulas yields the performance measure formulas listed in Table 9.6 in Section 9.11. Examples of M/D/1 queuing systems include vending machines and automated information systems that have constant service times.

## M/E ${ }_{n} / 1$ SYSTEMS

Another special case occurs when customer service is made up of several independent tasks. In this case, service time can often be modeled using an Erlangian distribution. An Erlangian random variable is made up of the sum of $n$ independent exponentially distributed random variables, each with a mean equal to $1 / n \mu$. Thus an $M / E_{n} / 1$ system is equivalent to an $M / G / 1$ system, having a mean service time $1 / \mu$ and service time standard deviation equal to $1 / \mu \sqrt{n}$. Performance measure formulas for the $M / E_{n} / 1$ system are listed in Table 9.6. Examples of businesses for which service is frequently modeled using an Erlangian distribution include retail establishments such as grocery stores, service stations, and restaurants. To illustrate the use of an $M / G / 1$ queuing system, let us consider the situation faced by Ted's TV Repair Shop.

## TED'S TV REPAIR SHOP

Ted's TV Repair is a sole proprietorship that repairs television sets and VCRs.

Ted's TV Repair Shop queue.xls Ted's TV Repair Shop New queue.xls Ted typically takes an average of 2.25 hours to repair a set, with a standard deviation of about 45 minutes. Customers arrive at the shop according to a Poisson process on the average of once every 2.5 hours.

Ted works nine hours a day and has no other employees. He is considering purchasing a new piece of testing equipment that he believes will reduce the average time required to repair a set to two hours, with a standard deviation of 40 minutes.

Ted wants to know how using this equipment will affect the average number of sets in the shop needing repair work, as well as the average length of time a customer will have to wait to have a set repaired.

## SOLUTION

Since service times do not exhibit the memoryless property of an exponential distribution, we use an $M / G / 1$ queuing model to calculate the service measures. Currently, for Ted's TV Repair, $\lambda=1 / 2.5=.4$ per hour, $\mu=1 / 2.25=.444444$ per hour, and the standard deviation of the service time, $\sigma$, is 45 minutes, $=.75$ hours. If Ted invests in the new testing equipment, $\mu$ will be $1 / 2=.5$ per hour, and $\sigma$ will be 40/60 $=.666667$ hours.

The MG1 worksheet on the queue.xls template can be used to derive the performance measures for both the current and the new testing equipment. These are summarized in Table 9.2. As you can see, currently the average time a customer

Table 9.2 Performance Measures for Ted's TV Repair Shop

| Performance Measure | Current <br> Testing <br> Equipment | New <br> Testing <br> Equipment |
| :--- | :---: | :---: |
| Average number of customers in the system $(\mathrm{L})$ | 5.40 | 2.58 |
| Average number of customers in the queue $\left(\mathrm{L}_{\mathrm{q}}\right)$ |  |  |

has a set in the repair shop is 13.5 hours, or 1.5 working days, and, while an average of 5.4 sets are in the shop needing repair, $10 \%$ of the time Ted will have no sets to work on.

The new testing equipment will reduce the average number of sets in the shop to 2.58 . It will also reduce the average time required to repair a customer's set by more than $50 \%$ to 6.44 hours, resulting in greater customer satisfaction and potentially more business. At the same time, the probability that Ted will not have any sets in his shop to work on doubles to $20 \%$. This may be desirable if Ted has other activities. If he does not, the increased probability that he is idle may be highly undesirable. Ted should consider this information, together with the cost of the testing equipment, before making his purchase decision.

### 9.7 M/M/k/F Queuing Systems (Finite Queue Length)

Almost all queuing systems have design or physical characteristics that limit their size. For example, the fire code may limit a fast-food restaurant to a maximum of 150 people at any one time. A telephone switchboard that has three incoming lines will only be able to handle a maximum of three customer calls at any one time.

Often, as in the case of the fast-food restaurant that can hold 150 people, the potential queue size is large enough so that models assuming an infinite queue length give accurate performance measures. When the number of customers who can be accommodated in the system is small, however (like the telephone switchboard with three lines), such models do not give accurate results. In addition to telephone switchboards, finite queuing models are also appropriate in retail establishments that have a limited capacity for customers, such as drive-thru windows at fast-food restaurants and hospital emergency rooms. In such cases, the limitation on the potential number of customers who can be present in the system at any given time must be explicitly accounted for in the model.

An $\mathbf{M} / \mathbf{M} / \mathrm{k} / \mathbf{F}$ model assumes a Poisson arrival process at mean rate $\lambda, \mathrm{k}$ servers, each having an exponential service time distribution with mean rate $\mu$; and an upper limit of F customers who can be present in the system at any one time. Customers attempting to enter when F people are already present (when the system is full) are denied entry, or blocked. The model assumes that blocked customers will leave the system forever. ${ }^{9}$

[^53]The implication of blocking arriving customers is that, although an average of $\lambda$ customers per hour may attempt to join the system, some will be turned away. Hence, only a fraction of these $\lambda$ potential arrivals make it through to the system. This effective arrival rate is denoted by $\lambda_{e}$. It is $\lambda_{e}$ that must be used in Little's formulas for the $\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{F}$ case.

Arriving customers are blocked only if F customers are already in the system. Since the probability of F customers in the system is $\mathrm{P}_{\mathrm{F}}$, the following relationship exists between $\lambda_{e}$ and $\lambda$ :

## Effective Arrival Rate for Finite Queues <br> $$
\lambda_{e}=\lambda\left(1-P_{F}\right)
$$

For finite queues with Markovian arrival and service processes, balance equations can be used to determine formulas for the steady-state performance measures. Because the queue is finite, the restriction that $\lambda<\mathrm{k} \mu$ does not have to hold in order to achieve steady-state results. Appendix 9.6 on the accompanying CDROM contains a network representation for this queuing system.

Table 9.6 gives performance measure formulas for the $\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{F}$ system. When there are multiple servers, the performance measure formulas are quite complex. In two special cases, however, the formulas are reasonably easy to evaluate: (1) when there is a single server (an $M / M / 1 / F$ queuing system), and (2) when the maximum number of customers permitted in the system equals the number of servers (an $M / M / k / k$ queuing system). Interestingly, the performance measure formulas for the $\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{k}$ queuing system are identical to those for the $\mathrm{M} / \mathrm{G} / \mathrm{k} / \mathrm{k}$ queuing system. Performance measure formulas for the $M / M / 1 / F$, and $M / G / k / k$ queuing systems are also given in Table 9.6.

Spreadsheets for the $M / M / 1 / F, M / G / k / k$, and $M / M / k / F$ queues are contained in the template queue.xls on the accompanying CD-ROM. The M/M/1/F spreadsheet is on worksheet MM1F, the M/G/k/k spreadsheet is on worksheet MGKK, and the $\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{F}$ spreadsheet is on worksheet MMkF. Birthing stations in a hospital maternity ward provide one example of a situation that can be modeled by an $M / G / k / k$ system. An example of an $M / M / 1 / F$ system is that faced by the Ryan Roofing Company.

RYAN ROOFING COMPANY
Ryan Roofing Company is a full-service residential roofer. Although some of its business comes from referrals, the vast majority of business is derived from customers who see Ryan's advertisement in the Yellow Pages. The roofing business is quite competitive, and most customers who need a roofer need one as soon as possible. Hence, management believes that if a customer calls Ryan and gets a busy signal, the customer will select another firm.

Ryan has three telephone lines and one appointments secretary who answers the phone. Because the appointments secretary must get all the relevant details on the potential job, the average length of each phone call is three minutes.

Ryan estimates that an average of 10 customers per hour call the company. The phone system has a music-on-hold feature, and if a customer calls while the appointments secretary is busy with another call, it is assumed that the customer will hold until the appointments secretary becomes available. It is further believed that the arrival process follows a Poisson distribution and that service time follows an exponential distribution.

Ryan's management is concerned that it may be losing too much potential business as a result of customers getting a busy signal. It would like to design a sys-
tem that has the fewest lines necessary so that, at most, $2 \%$ of all callers will get a busy signal. In selecting this system, management would like to know the percentage of time the appointments secretary is speaking to customers, the average number of customers who are on hold, the average time a customer spends on hold, and the actual percentage of callers who encounter a busy signal.

## SOLUTION

Based on these data, this queuing system can be modeled as an $M / M / 1 / 3$ system with $\lambda=10$ per hour and $\mu=1 / 3$ per minute $=60 / 3=20$ per hour. Using the worksheet MMkF on the queue.xls template gives the following probabilities for this $M / M / 1 / 3$ queuing system:

$$
\mathrm{P}_{0}=.533 \quad \mathrm{P}_{1}=.267 \quad \mathrm{P}_{2}=.133 \quad \mathrm{P}_{3}=.067
$$

Thus, with three telephone lines, $6.7 \%$ of the time three customers are in the system and any additional customers calling Ryan Roofing will encounter a busy signal. Because this probability is greater than the stated goal of $2 \%$, Ryan should consider increasing the number of telephone lines to four. The following are the probabilities for such an $M / M / 1 / 4$ queuing system:

$$
\mathrm{P}_{0}=.516 \quad \mathrm{P}_{1}=.258 \quad \mathrm{P}_{2}=.129 \quad \mathrm{P}_{3}=.065 \quad \mathrm{P}_{4}=.032
$$

For this system there is still a $3.2 \%$ chance $(\mathrm{P}(4))$ that a customer will get a busy signal. Increasing the number of telephone lines to five as shown in Figure 9.7 yields the following probabilities:

$$
\mathrm{P}_{0}=.508 \quad \mathrm{P}_{1}=.254 \quad \mathrm{P}_{2}=.127 \quad \mathrm{P}_{3}=.063 \quad \mathrm{P}_{4}=.032 \quad \mathrm{P}_{5}=.016
$$

FIGURE 9.7 Excel Template Results for Ryan Roofing Problem

In this case, the stated service goal is met, since only $1.6 \%$ of customers will encounter a busy signal. Thus a minimum of five lines should be used.

Figure 9.7 shows that the performance measures for a system with five lines are as follows:

- Average number of customers in the system $(\mathrm{L})=.905$
- Average number of customers in the queue $\left(\mathrm{L}_{\mathrm{q}}\right)=.413$
- Average time a customer is in the system $(W)=.092$ hour
- Average time a customer is in the queue $\left(\mathrm{W}_{\mathrm{q}}\right)=.042$ hour
- The probability that an arriving customer will wait $\left(\mathrm{P}_{\mathrm{w}}\right)=.492$
- Overall system effective utilization factor $(\rho)=.492$
- The probability that the server is idle $\left(\mathrm{P}_{0}\right)=.508$

From these data, the following can be determined:

1. The appointments secretary is on the telephone $49.2 \%$ of the time.
2. The average number of customers on hold is .413 .
3. The average time a customer spends on hold is .042 hour, or 2.52 minutes.

### 9.8 M/M/1//m Queuing Systems (Finite Customer Population)

All the models discussed thus far have assumed that the number of potential customers is large enough that the queuing system can be modeled assuming an infinite customer population. If there is a small number of potential customers, however, the number of customers present in the system will affect the rate at which new customers arrive. This situation is frequently referred to as the machine repair problem.

An $\mathbf{M} / \mathbf{M} / \mathbf{1} / / \mathrm{m}$ system assumes that there is a single server; that the service time for each customer follows an exponential distribution with mean $1 / \mu$; and that there are a total of $m$ potential customers. If $n$ of the $m$ customers are already in the system, the interarrival time of the next customer follows an exponential distribution with mean $1 /((\mathrm{m}-\mathrm{n}) \lambda)$.

Appendix 9.7 on the accompanying CD-ROM shows the queuing network used to determine the balance equations for finding $\mathrm{P}_{\mathrm{n}}$, L , and $\mathrm{L}_{\mathrm{q}}$. The values for W and $\mathrm{W}_{\mathrm{q}}$ are calculated with Little's formulas using the effective arrival rate of $\lambda_{\mathrm{e}}=\lambda(\mathrm{m}-\mathrm{L})$. L being the average number of customers in the system. Table 9.6 gives these performance measure formulas.

To illustrate a finite population system, consider the problem faced by Keith Cooke, vice president for construction at Pacesetter Homes.

## PACESETTER HOMES

Pacesetter Homes is developing four housing tracts in the greater Las Vegas area. While each tract has a construction supervisor situated on site, company policy

Pacesetter Homes queue.xls Pacesetter Homes New Car queue.xls dictates that any work stoppages arising from labor disputes, governmental regulations, or problems with suppliers must be handled personally by the firm's vice president for construction, Keith Cooke.

Keith believes that each of the four projects will average one work stoppage every 20 working days and that it will take him an average of 16 hours (two days) to solve each problem (including the travel time between sites). The time between
work stoppages occurring at a particular construction site, as well as the time required to handle such a stoppage, are expected to follow exponential distributions. Keith handles work stoppages one at a time, and work remains halted until he can personally resolve the problem.

Keith would like the company to purchase him a new Jaguar automobile to drive among the job sites. He claims that having this car will enable him to travel faster, reducing the average time to handle a dispute to 15 hours ( 1.875 days). The company president feels that a new car is worthwhile only if it reduces the average time a job site is shut down by at least two hours. Keith would like to determine if this is the case.

## SOLUTION

Since the number of potential customers (the housing tracts) is only 4 , this problem can be modeled as an $M / M / 1 / / 4$ queue. Because the mean time between work stoppages is 20 days, $\lambda=1 / 20=.05$ per day. Assuming Keith uses his current car, it takes him an average of two days to solve each problem. Thus his mean service rate, $\mu$ is $1 / 2=.5$ per day. If the company purchases the Jaguar for Keith, the value of $\mu$ increases to $1 / 1.875=.53333$.

The performance measures for both cases can be determined using the MM1 m worksheet on the queue.xls template shown in Figure 9.8. Parameter values corresponding to the situation of Keith using the new car are entered in cells C4 through C6. The performance measure outputs are reported in row 13. Note that rows 14 through 299 used in calculating intermediate terms used in determining $\mathrm{P}_{0}$ are hidden.

Pacesetter Homes New Car queue.xls


FIGURE 9.8 Excel Template Results for Pacesetter Homes

Table 9.3 summarizes the resulting performance measures for the situation when Keith uses his current car versus what would happen if he had the new car.

Table 9.3 Performance Measures for Pacesetter Homes

| Performance Measure | Using <br> Current Car | Using <br> New Car |
| :--- | :---: | :---: |
| Average number of customers in the system $(\mathrm{L})$ | .467 | .435 |
| Average number of customers in the queue $\left(\mathrm{L}_{\mathrm{q}}\right)$ | .113 | .100 |
| Average number of days a customer is in the system $(\mathrm{W})$ | 2.641 | 2.437 |
| Average number of days a customer is in the queue $\left(\mathrm{W}_{\mathrm{q}}\right)$ | .641 | .562 |
| The probability that an arriving customer will wait $\left(\mathrm{P}_{\mathrm{w}}\right)$ | .353 | .334 |
| Overall system effective utilization factor $(\rho)$ | .353 | .334 |
| The probability that all servers are idle $\left(\mathrm{P}_{\mathrm{o}}\right)$ | .647 | .666 |

Giving Keith a new Jaguar will reduce the average time a job is stopped from 2.64 days to 2.44 days, a savings of .2 days or only 1.6 hours. Because the company president feels that this savings is not sufficient to justify the purchase of the new car, Keith must continue traveling between job sites using his existing vehicle.

### 9.9 Economic Analysis of Queuing Systems

Throughout this chapter, performance measure formulas have been developed for a number of different queuing models and have obtained results for specific cases using Excel. In this section, two analyses are presented that illustrate the use of such performance measures to determine a minimal cost queuing system.

Let us first see how we can use queuing models to determine an optimal staffing level for the Wilson Foods Talking Turkey Hot Line.

## WILSON FOODS TALKING TURKEY HOT LINE

Wilson Foods has an 800 phone number that consumers can call if they have questions about cooking a Wilson Butterbaster turkey. With the exception of busy holiday periods, such as Thanksgiving and Christmas, an estimated 225 customers per hour call the number. The average phone call is estimated to last 1.5 minutes.

Wilson has arranged sufficient phone lines with the telephone company so that if all customer service representatives are busy, a recorded message asks the caller to stay on the line until the next representative becomes available. Wilson believes that, as long as the average waiting time to speak to a representative is under three minutes, nearly all callers will stay on the line.

Wilson pays its customer service representatives $\$ 16$ per hour in wages and benefits. The phone company charges Wilson $\$ .18$ for each minute a customer is either on hold or speaking to a customer service representative. Based on focus group studies, Wilson has concluded that there is a customer goodwill cost of approximately $\$ .20$ for each minute a caller is on hold. While a caller is speaking to a customer service representative, the goodwill cost drops to $\$ .05$ per minute.

Wilson would like to determine the number of customer service representatives it should use to minimize the hourly cost of operating the 800 phone line during nonholiday periods.

## SOLUTION

In order to solve this problem, we need a model for total hourly costs. We will use the following notation:
$\mathrm{k}=$ number of customer service representatives
$\mathrm{c}_{\mathrm{w}}=$ hourly compensation paid to each customer service representative
$c_{t}=$ hourly telephone charge for each customer using the 800 line
$\mathrm{g}_{\mathrm{w}}=$ goodwill cost per hour for a customer while waiting on hold
$\mathrm{g}_{\mathrm{s}}=$ goodwill cost per hour for a customer while speaking to a customer service representative
$\mathrm{TC}(\mathrm{k})=$ total average hourly cost of employing k customer service representatives
The average hourly cost consists of three basic components: wages, telephone charges, and goodwill costs. Thus,

$$
\mathrm{TC}(\mathrm{k})=(\text { wages of employees })+(\text { telephone charges })+(\text { goodwill costs })
$$

We now analyze each of these hourly costs.

## Wages

If there are $k$ employees and each employee earns $c_{w}$ per hour, then:

$$
\text { Total hourly wages }=c_{w} k
$$

## Telephone Charges

The average number of customers on hold and being served is the average number of customers in the queuing system, L . Since the cost per hour for a single customer using this line is $c_{t}$, then:

Total average hourly telephone charge $=c_{t} L$

## Goodwill Charges

There are two different goodwill charges in this scenario, depending on whether the caller is on hold or speaking to a customer service representative. Since the goodwill cost per hour for a customer on hold is $\mathrm{g}_{\mathrm{w}}$ and the average number of customers on hold is $\mathrm{L}_{\mathrm{q}}$, the average hourly goodwill cost for customers on hold is $\mathrm{g}_{\mathrm{w}} \mathrm{L}_{\mathrm{q}}$.

Because L equals the average number of customers in the system and $\mathrm{L}_{\mathrm{q}}$ is the average number of customers waiting on hold, the average number of customers speaking to customer service representatives must be $\mathrm{L}-\mathrm{L}_{\mathrm{q}}$. Since the goodwill cost per hour for each of these customers is $\mathrm{g}_{\mathrm{s}}$, the average hourly goodwill cost of customers speaking to customer service representatives is $\mathrm{g}_{s}\left(\mathrm{~L}-\mathrm{L}_{q}\right)$, then:

Total average customer goodwill cost per hour $=g_{w} L_{q}+g_{s}\left(L-L_{q}\right)$

## Total Average Cost Per Hour

Summing the three cost categories gives us the following equation for the total average hourly cost. ${ }^{10}$

$$
\begin{gathered}
\mathrm{TC}(\mathrm{k})=\mathrm{c}_{\mathrm{w}} \mathrm{k}+\mathrm{c}_{\mathrm{L}} \mathrm{~L}+\mathrm{g}_{\mathrm{w}} \mathrm{~L}_{\mathrm{q}}+\mathrm{g}_{s}\left(\mathrm{~L}-\mathrm{L}_{\mathrm{q}}\right)=\mathrm{c}_{\mathrm{w}} \mathrm{k}+\left(\mathrm{c}_{\mathrm{t}}+\mathrm{g}_{\mathrm{w}}\right) \mathrm{L}_{\mathrm{q}} \\
+\left(\mathrm{c}_{\mathrm{t}}+\mathrm{g}_{s}\right)\left(\mathrm{L}-\mathrm{L}_{\mathrm{q}}\right)=\mathrm{c}_{\mathrm{w}} \mathrm{k}+\left(\mathrm{c}_{\mathrm{t}}+\mathrm{g}_{s}\right) \mathrm{L}+\left(\mathrm{g}_{\mathrm{w}}-\mathrm{g}_{s}\right) \mathrm{L}_{\mathrm{q}}
\end{gathered}
$$

[^54]For the Wilson Talking Turkey Hot Line, $\mathrm{c}_{\mathrm{w}}=\$ 16, \mathrm{c}_{\mathrm{t}}=\$ .18$ * $60=\$ 10.80$, $\mathrm{g}_{\mathrm{w}}=\$ .20$ * $60=\$ 12.00$, and $\mathrm{g}_{\mathrm{s}}=\$ .05$ * $60=\$ 3.00$. The total average hourly cost is:

$$
\mathrm{TC}(\mathrm{k})=16 \mathrm{k}+(10.8+3) \mathrm{L}+(12-3) \mathrm{L}_{\mathrm{q}}=16 \mathrm{k}+13.8 \mathrm{~L}+9 \mathrm{~L}_{\mathrm{q}}
$$

Assuming that callers to the 800 number follow a Poisson arrival process and that service times follow an exponential distribution, the system can be modeled as an $M / M / k$ queuing system. Based on the information provided, $\lambda=225$ per hour and $\mu=60 / 1.5=40$ per hour. Since steady state is achieved only if $\lambda<\mathrm{k} \mu$, the smallest value of k for which this condition holds is $\mathrm{k}=6$.

The MMk worksheet on the queue.xls template can be used to perform an economic analysis of an $M / M / k$ queuing situation as shown in Figure 9.9. In addition to entering the arrival rate, $\lambda$, and service rate, $\mu$, in cells B4 and B5, one enters the cost per time unit per server in cell H 4 , the goodwill cost per time unit incurred while the customer is waiting in line to begin service in cell H 5 , and the goodwill cost per time unit incurred while the customer is being served in cell H6. The resulting cost per time unit is given in column H beginning in row 11 .


FIGURE 9.9 Excel Spreadsheet for Economic Analysis of Wilson Foods Problem
For the Wilson Foods Talking Turkey Hot Line problem, the arrival rate is $\lambda=225$ per hour, the service rate is $\mu=40$ per hour, and the cost of each server is $c_{w}=\$ 16$ per hour. The cost of a customer while waiting in line to begin service is $\$ 22.80$ per hour. This is calculated by adding the cost of the hourly telephone charge, $\mathrm{c}_{\mathrm{t}}=\$ 10.80$ per hour plus the hourly goodwill cost of the customer while waiting in line, $\mathrm{g}_{\mathrm{w}}=\$ 12.00$. Similarly, the cost of a customer while being served is $\$ 13.80$ per hour. This is calculated by adding the cost of the hourly telephone charge, $\mathrm{c}_{\mathrm{t}}=\$ 10.80$ per hour plus the hourly goodwill cost of the customer while being served, $\mathrm{g}_{\mathrm{s}}=\$ 3.00$.

Table 9.4 gives a summary of the Excel output contained in Figure 9.9 for between 6 and 10 servers. It is a fact that once total average costs begin increasing, they will continue to increase. Thus, according to this chart, Wilson should employ eight customer service representatives in order to minimize total average hourly costs. With eight representatives the average time a caller will spend on hold is .0029 hours, or 10.4 seconds.

Table 9.4 Service Measures and Costs for Wilson Foods Based on Number of Customer Service Representatives

| $\mathbf{k}$ | L | $\mathrm{L}_{\mathrm{Q}}$ | $\mathrm{W}_{\mathrm{Q}}$ | $\mathrm{TC}(\mathrm{k})$ |
| ---: | ---: | ---: | :---: | :---: |
| 6 | 18.1255 | 12.5000 | .05556 | $\$ 458.64$ |
| 7 | 7.6437 | 2.0187 | .00897 | $\$ 235.65$ |
| 8 | 6.2777 | .6527 | .00290 | $\$ 220.51$ |
| 9 | 5.8661 | .2411 | .00107 | $\$ 227.12$ |
| 10 | 5.7166 | .0916 | .00041 | $\$ 239.71$ |

Now consider the situation at the Hargrove Hospital maternity ward where a different queuing model is used to determine the optimal number of servers.

## HARGROVE HOSPITAL MATERNITY WARD

Hargrove Hospital is experiencing cutbacks in funding and revenues. One suggestion for saving money is to eliminate one of its two birthing stations. The hospital

[^55] estimates that this cut will save $\$ 25,000$ per year in direct expenses.

However, the hospital is also considering building additional birthing stations at an annual cost of $\$ 30,000$ per station. This is because when all birthing stations are occupied women in labor are sent to one of the hospital's surgery rooms. The estimated cost per hour for the use of a surgery room for maternity purposes if $\$ 400$ (due to the need to reschedule surgeries). Hence the expense of additional birthing stations may be more than offset by the savings from a decreased use of the hospital's surgery rooms.

Studies have indicated that an average of six women a day go into labor at the hospital and that the average time spent in a birthing station is two hours. Women who need a birthing station arrive at the hospital according to a Poisson process. The hospital wishes to determine the number of birthing stations that will minimize its costs.

## Analysis of Current Situation

## SOLUTION

Initially, Hargrove Hospital needs to know the daily cost savings associated with cutting back the number of birthing stations from two to one. The current situation can be modeled as an M/G/2/2 queuing system with $\lambda=6$ per day and $\mu=$ $24 / 2=12$ per day.

The MGkk sheet on the Excel spreadsheet queue.xls on the accompanying CD-ROM can be used to analyze this problem. Figure 9.10 gives the spreadsheet for the $M / G / 2 / 2$ queue with $\lambda=6$ and $\mu=12$. (Note that columns I and J, used to determine values for $\mathrm{P}_{0}$, are hidden.)


FIGURE 9.10 Excel Spreadsheet for Hargrove Hospital Problem

From Figure 9.10 it is seen that the system has the following performance measures.

- Average number of customers in the system $(\mathrm{L})=.461538$
- Average time a customer in the system $(W)=.083333$ day
- The probability that an arriving customer is blocked from service $\left(\mathrm{P}_{\mathrm{w}}\right)=$ . 076923
- Overall system effective utilization factor $(\rho)=.230769$
- The probability that all servers are idle $\left(\mathrm{P}_{0}\right)=.615385$

The probability that a woman will need to use a birthing station and will not find one available is .076923 . Hence, approximately $7.7 \%$ of all women who arrive to use a birthing station will be sent to a surgery room instead. Since an average of six women per day need to use a birthing center, the expected number of women who will give birth in a surgery room is $6(.076923)=.46154$ per day.

The average time each woman spends in a birthing station is two hours; hence, the average number of hours the surgery rooms will be used for delivery each day is $2(.461538)=.923076$ hours. At a cost per hour of $\$ 400$, the average daily cost is $.923076(\$ 400)=\$ 369.23$.

## Analysis of Elimination of One Birthing Station

If the number of birthing stations is reduced to one, we have an $M / G / 1 / 1$ queue with $\lambda=6$ and $\mu=12$. Using the worksheet MGkk, we would see that this results in a probability of .333 that a woman will need to use a surgery room to deliver. Hence an average of $6(.333)=2$ women a day will deliver in a surgery room, and
the average time spent there is $2(2)=4$ hours per day. The average daily cost of using the surgery rooms therefore increases to $4(\$ 400)=\$ 1600$.

While reducing the number of birthing stations by one results in a daily savings of $\$ 25,000 / 365=\$ 68.49$, the expense associated with using the surgery rooms increases by $\$ 1600-\$ 369.23=\$ 1230.77$. Thus, rather than saving money, this policy actually increases average daily costs by $\$ 1230.77-\$ 68.49=$ $\$ 1162.28$, and annual costs by $\$ 424,232$ !

## Analysis of Adding One Birthing Station

Let us now consider the option of adding birthing stations. If k stations are available, the average daily cost of women using a surgery room to give birth is $\left(\mathrm{P}_{\mathrm{k}}\right)(\lambda)(24 / \mu)\left(\mathrm{c}_{\mathrm{h}}\right)$, where $\mathrm{c}_{\mathrm{h}}$ is the hourly cost to use a surgery room.

For this problem, $\lambda=6, \mu=12$, and $c_{h}=\$ 400$. Hence the average daily cost is $4800 \mathrm{P}_{\mathrm{k}}$. In addition, we must account for the daily cost of the additional birthing stations, which amounts to $\$ 30,000 / 365=\$ 82.19$ per station. Based on these data, Table 9.5 details the costs of having between one and four birthing stations. This table shows that the total average daily cost is minimized when the maternity ward has three birthing stations. As a result, in this case a surgery room would be used for approximately $1.3 \%$ of all births.

Table 9.5 Hargrove Hospital Average Daily Cost Based on Number of Birthing Stations

| k | $\mathrm{P}_{\mathrm{k}}$ | $\$ 4800 \mathrm{P}_{\mathrm{k}}$ | Additional Daily <br> Cost of Stations | Total Net Average <br> Daily Cost |
| :--- | :---: | :--- | :---: | :---: |
| 1 | .333333 | $\$ 1600$ | $\$(68.49)$ | $\$ 1531.51$ |
| 2 | .076923 | $\$ 369.23$ | $\$ 0$ | $\$ 369.23$ |
| 3 | .012658 | $\$ 60.76$ | $\$ 82.19$ | $\$ 142.95$ |
| 4 | .001580 | $\$$ | 7.58 | $\$ 164.38$ |

### 9.10 Tandem Queuing Systems

Thus far, only queuing models in which a customer leaves the system immediately after obtaining service have been considered. In many situations, however, a customer must visit several different servers before service is completed. Such systems are called tandem queuing systems.

An example of a tandem queue is a customer at a "soup and salad" cafeteriastyle restaurant who may wait in one line for soup, move to a second line to select a salad, then proceed to a third line for a beverage, before waiting in a fourth line to pay a cashier. A second example is a business phone system in which a secretary answers all incoming phone calls, determines the purpose of the call, and then transfers the call to the appropriate party. Callers may have to wait to speak to both the secretary and the desired party.

Tandem queuing models can also be used to model a production setting in which an item is worked on at several different stations before completion. This topic, known as assembly-line balancing, is discussed in Appendix 9.8 on the accompanying CD-ROM.

Although tandem queues can be difficult to solve, for cases in which customers arrive according to a Poisson process and customer service times at each station follow exponential distributions, the total average time a customer spends in the system can be calculated by simply summing the average times a customer spends at each of the individual stations. This is possible because if customers arrive at
station i according to a Poisson process at an average rate of $\lambda_{\mathrm{i}}$ per hour, with $\lambda_{\mathrm{i}}<$ $\mathrm{k} \mu_{\mathrm{i}}$, the departure process from station i will also have Poisson distribution with average rate $\lambda_{i}$.

If all customers from this station proceed to the next station, arrivals at the next station also follow a Poisson distribution with an average rate of $\lambda_{\mathrm{i}}$ per hour. If, however, a certain proportion of those from the previous station fail to move on to the next station, the arrival process to the next station is still Poisson, but the rate is reduced proportionately.

To illustrate a tandem queuing situation, consider the operations of Big Boys Sound, Inc.

## BIG BOYS SOUND, INC.

Big Boys Sound, Inc. is a chain of discount audio stores whose sales personnel wait on customers and take orders. After an order has been written up, the customer goes to a cashier to pay for the merchandise. Once payment has been made, the customer is sent to the merchandise pickup desk to obtain the goods.

On Saturday, the store is staffed with eight sales clerks, three cashiers, and two workers assigned to the merchandise pickup desk. Studies have shown that the average time a salesperson waits on a customer is ten minutes (regardless of whether or not the customer makes a purchase); the average time required to pay for merchandise is three minutes; and the average time it takes the merchandise pickup staff to get an item is two minutes. The service times for each of these three operations is distributed approximately exponentially.

Customers arrive according to a Poisson distribution, and an average of 40 customers an hour visit the store each Saturday, $75 \%$ of whom make a purchase. Management would like to know the average amount of time a customer who makes a purchase spends in the store.

## SOLUTION

This problem can be modeled as a three-station tandem queuing system. Operations at the first station, where a customer works with a sales clerk to select merchandise, can be modeled by an $M / M / 8$ queue with $\lambda_{1} .=40$ per hour and $\mu_{1}=$ $60 / 10=6$ per hour. The queue.xls template can be used to determine that the average time a customer spends waiting for and being served by a sales clerk, $W_{1}$, is .233252 hour or 14.00 minutes.

Because the steady-state condition holds $(40<8(6))$, the departure process from the sales clerks will follow a Poisson distribution with an average rate of $\lambda_{1}=$ 40 per hour. Since only $75 \%$ of customers actually purchase merchandise, however, the arrival process of customers to the cashiers (the second station) is a Poisson distribution with an average arrival rate of $\lambda_{2}=(.75)(40)=30$ per hour. Because the service distribution at this station is also exponential, the second phase in this tandem system is an $M / M / 3$ system with $\lambda_{2}=30$ per hour and $\mu_{2}=60 / 3=$ 20 per hour. From the queue.xls template, the average waiting and service time at the cashiers is $W_{2}=.057895$ hour, or 3.47 minutes.

At the merchandise pickup desk (the third station), customers arrive according to a Poisson distribution with a rate of $\lambda_{3}=30$ per hour. This station is an $M / M / 2$ system with an average service rate of $\mu_{3}=60 / 2=30$ per hour. From the queue.xls template, the average customer waiting and service time at the pickup desk is $W_{3}=.044444$ hour, or 2.67 minutes. Thus the average time customers who make purchases spend in the store is:

$$
\mathrm{W}=\mathrm{W}_{1}+\mathrm{W}_{2}+\mathrm{W}_{3}=14.00+3.47+2.67=20.14 \text { minutes }
$$

### 2.11 Summary

The proper design of a queuing system has an important impact on the service provided by an enterprise. Steady-state measures can be obtained when the overall service rate exceeds the arrival rate. Measures such as the average time a customer spends in the system and queue, the average number of customers in the system and queue, the system utilization rate, and the probability of a given number of customers being present in the system can provide useful information in assessing service and developing optimal queuing systems.

If the arrival process is random and possesses the properties of orderliness, stationarity, and independence, it can be modeled by a Poisson process. In this case, formulas exist for the service measures of a wide range of queuing models.

If there is only one server and queue length is unlimited, steady-state solutions for models with a Poisson arrival process can be derived for any service distribution. Such solutions can also be derived in the case of multiple servers all working at the same rate if no waiting line is permitted.


FIGURE 9.11 Queuing Systems

When the arrival process can be modeled by a Poisson distribution, the service time by an exponential distribution, and all servers work at the same rate, steady-state results can be derived for models in which the potential queue length is either finite or unlimited. Steady-state results can also be obtained for other models, including those characterized by a single server and a finite customer population and in which both the interarrival times of customers and the service times follow an exponential distribution. Figure 9.11 is a flow chart that can be used as a guide to select the appropriate modeling technique.

Tandem queuing systems, in which the arrival process at each station is Poisson, the servers at each station work at the same rate, and the service time follows an exponential distribution, can be analyzed by focusing on the individual stations. One type of tandem queue frequently found in a manufacturing setting is an assembly line.

Because of space limitation, only a limited set of queuing models and performance measures have been discussed in this chapter. Table 9.6 gives performance measures formulas for each of these models. Results for other systems exist and are found in advanced texts on queuing analyses. When performance measures cannot be obtained analytically, simulation can be used to approximate these values. Such analyses are discussed in the next chapter.

Table 9.6 Performance Measure Formulas for Queuing Models

| Performance <br> Measure | Queue |  |
| :---: | :---: | :---: |
|  | M/M/1 | M/M/k |
| $P_{0}$ | $1-(\lambda / \mu)$ | $\frac{1}{\left[\sum_{n=0}^{n=k-1} \frac{1}{n!}\left(\frac{\lambda}{\mu}\right)^{n}\right]+\frac{1}{k!}\left(\frac{\lambda}{\mu}\right)^{k} \frac{k \mu}{k \mu-\lambda}}$ |
| $\mathrm{P}_{\mathrm{n}}$ | $(1-(\lambda / \mu))(\lambda / \mu)^{n}$ | $\begin{array}{ll} P_{n}=\frac{(\lambda / \mu)^{n}}{n!} P_{0} & \text { for } n \leq k \\ P_{n}=\frac{(\lambda / \mu)^{n}}{k!k^{(n-k)}} P_{0} & \text { for } n>k \end{array}$ |
| L | $\lambda /(\mu-\lambda)$ | $\frac{(\lambda / \mu)^{k} \lambda \mu}{(k-1)!(k \mu-\lambda)^{2}} \mathbf{P}_{0}=\frac{\lambda}{\mu}$ |
| $L_{q}$ | $\lambda^{2} /(\mu(\mu-\lambda))$ | $\frac{(\lambda / \mu)^{k} \lambda \mu}{(k-1)!(k \mu-\lambda)^{2}} \mathrm{P}_{0}$ |
| W | $1 /(\mu-\lambda)$ | $\frac{(\lambda / \mu)^{\mathrm{k}} \mu}{(\mathrm{k}-1)!(\mathrm{k} \mu-\lambda)^{2}} \mathrm{P}_{0}+\frac{1}{\mu}$ |
| $W_{\text {q }}$ | $\lambda /(\mu(\mu-\lambda))$ | $\frac{(\lambda / \mu)^{k} \mu}{(k-1)!(k \mu-\lambda)^{2}} \mathrm{P}_{0}$ |
| $P_{w}$ | $\lambda / \mu$ | $\frac{1}{k!}\left(\frac{\lambda}{\mu}\right)^{k}\left(\frac{k \mu}{k \mu-\lambda}\right) P_{0}$ |
| $\rho$ | $\lambda / \mu$ | $\lambda / \mathrm{k} \mu$ |

Table 9.6 Performance Measure Formulas for Queuing Models (continued)

| Performance Measure | Queue |  |  |
| :---: | :---: | :---: | :---: |
|  | M/G/1 | M/D/1 | $\mathrm{M} / \mathrm{E}_{\mathrm{n}} / 1$ |
| $\mathrm{P}_{0}$ | $1-\lambda / \mu$ | $1-\lambda / \mu$ | $1-\lambda / \mu$ |
| $\mathrm{P}_{\mathrm{n}}$ |  |  |  |
| L | $\frac{(\lambda \sigma)^{2}+(\lambda / \mu)^{2}}{2(1-\lambda / \mu)}+\frac{\lambda}{\mu}$ | $\frac{(\lambda / \mu)^{2}}{2(1-\lambda / \mu)}+\frac{\lambda}{\mu}$ | $\left(\frac{\mathrm{n}+1}{2 \mathrm{n}}\right) \frac{\lambda^{2}}{\mu(\mu-\lambda)}+\frac{\lambda}{\mu}$ |
| $L_{q}$ | $\frac{(\lambda \sigma)^{2}+(\lambda / \mu)^{2}}{2(1-\lambda / \mu)}$ | $\frac{(\lambda / \mu)^{2}}{2(1-\lambda / \mu)}$ | $\left(\frac{\mathrm{n}+1}{2 \mathrm{n}}\right) \frac{\lambda^{2}}{\mu(\mu-\lambda)}$ |
| W | $\frac{\lambda \sigma^{2}+\lambda / \mu^{2}}{2(1-\lambda / \mu)}+\frac{1}{\mu}$ | $\frac{\lambda / \mu^{2}}{2(1-\lambda / \mu)}+\frac{1}{\mu}$ | $\left(\frac{\mathrm{n}+1}{2 \mathrm{n}}\right) \frac{\lambda}{\mu(\mu-\lambda)}+\frac{1}{\mu}$ |
| $\mathrm{W}_{9}$ | $\frac{\lambda \sigma^{2}+\lambda / \mu^{2}}{2(1-\lambda / \mu)}$ | $\frac{\lambda / \mu^{2}}{2(1-\lambda / \mu)}$ | $\left(\frac{\mathrm{n}+1}{2 \mathrm{n}}\right) \frac{\lambda}{\mu(\mu-\lambda)}$ |
| $\mathrm{P}_{\mathrm{w}}$ | $\lambda / \mu$ | $\lambda / \mu$ | $\lambda / \mu$ |
| $\rho$ | $\lambda / \mu$ | $\lambda / \mu$ | $\lambda / \mu$ |
| Performance <br> Measure | Queue |  |  |
|  | M/M/k/F |  |  |
| $\mathrm{P}_{0}$ | $\frac{1}{\left[1+\sum_{n=1}^{k} \frac{(\lambda / \mu)^{n}}{n!}+\frac{(\lambda / \mu)^{k}}{k!} \sum_{n=k+1}^{F}\left(\frac{\lambda}{k \mu}\right)^{n-k}\right]}$ |  |  |
| $\mathrm{P}_{\mathrm{n}}$ | $\begin{gathered} \frac{(\lambda / \mu)^{n}}{n!} P_{0} \quad n=1,2,3, \ldots, k \\ \frac{(\lambda / \mu)^{n}}{k!k^{n-k}} P_{0} \quad n=k+1, k+2, k+3, \ldots, F \end{gathered}$ |  |  |
|  | $\underline{\mathrm{P}_{0}(\lambda / \mu)^{\mathrm{k}}(\lambda / \mathrm{k} \mu)[1-}$ | $\begin{aligned} & k \mu)^{F-k}-(F-k) \\ & k!(1-(\lambda / k \mu))^{2} \\ & \sum_{0}^{1} n P_{n}+k\left(1-\sum_{n=}^{k-}\right. \end{aligned}$ | $\left.k \mu)^{F-k}(1-(\lambda / k \mu))\right]$ |
| $L_{q}$ | $L-\left(\sum_{n=0}^{k-1} n P_{n}+k\left(1-\sum_{n=0}^{k-1} P_{n}\right)\right)$ |  |  |
| W | $\frac{L}{\lambda \sum_{n=0}^{F-1} P_{n}}$ |  |  |
| $W_{\text {q }}$ |  | $\frac{L_{q}}{\lambda \sum_{n=0}^{F-1} P_{n}}$ |  |
| $\mathrm{P}_{\mathrm{w}}$ | $1-\sum_{n=0}^{k-1} P_{n}$ |  |  |
| $\rho$ | $\frac{\lambda \sum_{n=0}^{\mathrm{F}-1} \mathrm{P}_{\mathrm{n}}}{\mathrm{k} \mu}$ |  |  |

TABLE 9.6 Performance Measure Formulas for Queuing Models (continued)

| Performance <br> Measure | Queue |  |
| :---: | :---: | :---: |
|  | $\mathrm{M} / \mathrm{M} / 1 / \mathrm{F} \lambda \neq \mu$ | $\begin{gathered} M / M / 1 / F \\ \lambda=\mu \end{gathered}$ |
| $\mathrm{P}_{0}$ | $\frac{1-(\lambda / \mu)}{1-(\lambda / \mu)^{F+1}}$ | $\frac{1}{F+1}$ |
| $\mathrm{P}_{\mathrm{n}}$ | $\mathrm{P}_{0}(\lambda / \mu)^{n} \quad \mathrm{n}=1,2,3, \ldots, F$ | $\frac{1}{F+1} \quad n=1,2,3, \ldots, F$ |
| L | $\frac{(\lambda / \mu)}{1-(\lambda / \mu)}-\frac{(F+1)(\lambda / \mu)^{F+1}}{1-(\lambda / \mu)^{F+1}}$ | F/2 |
| $L_{q}$ | $L-\left(1-P_{0}\right)$ | $L-\left(1-P_{0}\right)$ |
| W | $\frac{\mathrm{L}}{\lambda\left(1-\mathrm{P}_{\mathrm{F}}\right)}$ | $\frac{\mathrm{L}}{\lambda\left(1-P_{F}\right)}$ |
| $W_{\text {q }}$ | $\frac{L_{q}}{\lambda\left(1-P_{F}\right)}$ | $\frac{L_{q}}{\lambda\left(1-P_{F}\right)}$ |
| $\mathrm{P}_{\text {w }}$ | $1-\mathrm{P}_{0}$ | $1-\mathrm{P}_{0}$ |
| $\rho$ | $1-P_{0}$ | $1-P_{0}$ |


| Performance Measure | Queue |  |
| :---: | :---: | :---: |
|  | M/G/k/k | M/M/1//m |
| $\mathrm{P}_{0}$ | $\frac{1}{\sum_{n=0}^{k} \frac{(\lambda / \mu)^{n}}{n!}}$ | $\frac{1}{\left[\sum_{n=0}^{m} \frac{m!}{(m-n)!}\left(\frac{\lambda}{\mu}\right)^{n}\right]}$ |
| $\mathrm{P}_{\mathrm{n}}$ | $\frac{(\lambda / \mu)^{n}}{n!} P_{0} \quad n=1,2,3, \ldots, k$ | $\frac{m!}{(m-n)!}\left(\frac{\lambda}{\mu}\right)^{n} P_{0}$ |
| L | $\frac{\lambda}{\mu}\left(1-\mathrm{P}_{\mathrm{k}}\right)$ | $m-\left(\frac{\mu}{\lambda}\right)\left(1-P_{0}\right)$ |
| $L_{q}$ | 0 | $\mathrm{m}-\left(\frac{\lambda+\mu}{\lambda}\right)\left(1-\mathrm{P}_{0}\right)$ |
| W | $\frac{1}{\mu}$ | $\frac{\mathrm{L}}{\lambda(\mathrm{~m}-\mathrm{L})}$ |
| $W_{\text {q }}$ | 0 | $\frac{L_{q}}{\lambda(m-L)}$ |
| $\mathrm{P}_{\text {w }}$ | $\mathrm{P}_{\mathrm{k}}{ }^{*}$ | $1-\mathrm{P}_{0}$ |
| $\rho$ | $\frac{\lambda}{\mathrm{k} \mu}\left(1-\mathrm{P}_{\mathrm{k}}\right)$ | $1-\mathrm{P}_{0}$ |
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## On the CD-ROM

- Excel spreadsheet to calculate probabilities and graph for a poisson distribution
- Excel spreadsheet to calculate density Function, graph and probabilities for an exponential distribution
- Excel spreadsheet for an $M / M / 1$ system
- Excel spreadsheets for an $M / M / k$ system
- Excel spreadsheets for an $M / G / 1$ system
- Excel spreadsheet for an $M / M / k / F$ system
- Excel spreadsheets for an $M / M / 1 / / m$ system
- Excel spreadsheet for an $M / G / k / k$ system
- Excel template for solving queuing problems
- Goodness of Fit Testing to Determine the Appropriate Probability Distribution for the Arrival and Service Processes
- The Erlangian Distribution
- Derivation of Performance Measures for M/M/1 Queues Using Balance Equations
- Derivation of Performance Measures for M/M/k Queues Using Balance Equations
* Performance Measures for an $M / M / k / F$ Queuing System
- Performance Measures for an $M / M / 1 / / m$ Queuing System
- Assembly-Line Balancing
- Problem Motivations
- Problems 41-50

Poisson distribution.xls
exponential distribution.xls

## Mary's Shoes.xls

Littletown Post Office queue.xls Wilson Foods queue.xls
Big Boys Sound1 queue.xls
Big Boys Sound2 queue.xls
Big Boys Sound3 queue.xls
Ted's TV Repair Shop queue.xls Ted's TV Repair Shop New queue.xls
Ryan Roofing queue.xls
Pacesetter Homes queue.xls Pacesetter Homes New Car queue.xls
Hargrove Hospital queue.xls queue.xls

## Appendix 9.2

## Appendix 9.3

Appendix 9.4

Appendix 9.5

Appendix 9.6

Appendix 9.7

Appendix 9.8
Problem Motivations
Additional Problems/Cases

## APPENDIX 9.1

## Using the Queue.xls Template

The template queue.xls included on the accompanying CD-ROM can be used to solve all of the queuing models discussed in this chapter. The template contains seven worksheets:

- MMk
- MG1
- MGkk
- MD1
- MEn1
- MM1 m
- MMkF


## M/M/k QUEUING SYSTEMS

The MMk worksheet analyzes queuing system performance for up to 30 servers. Performance measures and probabilities are only presented for the number of servers, k , such that the steady-state condition, $\mathrm{k} \mu>\lambda$, is satisfied. Probabilities for having between 0 and 30 customers present in the system are calculated for each server value. If cost data are entered, the template will calculate the per unit cost for each server value.

In this worksheet, parameters are entered in cells B4 (arrival rate) and B5 (service rate). Cost data is entered in cells H 4 (cost per server per time unit), H5 (goodwill cost per customer per time unit while waiting in line to begin service), and H6 (goodwill cost per customer per time unit while being served). Outputs begin in row 11 with the performance measures shown in columns B through H and the customer probabilities shown in columns K through AO. Figures 9.6 and 9.9 are examples of the MMk worksheet.

## M/En/1 QUEUING SYSTEMS

The worksheet MEn1 is used to analyze an M/G/1 system in which the service time follows an Erlangian distribution. Figure A9.1 shows this worksheet.


FIGURE A9.2 MG1 Worksheet for Analyzing an M/G/1 Queuing System

In this worksheet, the arrival rate is entered in cell B4, the service rate is entered in cell B5, and the parameter n (see Appendix 9.3 on the accompanying CDROM) is entered in cell B6. The spreadsheet calculates the resulting standard deviation in cell B9 and the service measures in cells B13 through H13.

## M/G/1 QUEUING SYSTEMS

The worksheet MG1 can be used to analyze M/G/1 queuing systems. Figure A9.2 shows this worksheet.


The arrival rate is entered in cell B4, the service rate is entered in cell B5, and the standard deviation of the service time is entered in cell B6. The performance measures for the system are calculated in cells B12 through H12. Note that since the $M / E n / 1$ and $M / D / 1$ systems are special cases of the $M / G / 1$ model, this worksheet can also be used to analyze these systems.

## M/M/1//m QUEUING SYSTEMS

The worksheet MM1 m can be used to analyze $M / M / 1 / / m$ queuing systems. Figure 9.8 in Section 9.8 shows this worksheet.

The arrival rate is entered in cell B4, the service rate is entered in cell B5, and the customer population is entered in cell B6. The performance measures are shown in cells B13 through G13, and the probability of n customers (up to $\mathrm{n}=30$ ) being present in the system is shown in cells I13 through AM13. Rows 14 through 299 are used in calculating intermediate terms for $\mathrm{P}_{0}$ and are hidden.

## M/G/k/k QUEUING SYSTEMS

The worksheet MGkk can be used to analyze M/G/k/k queuing systems. Figure 9.10 in Section 9.9 shows this worksheet. In this worksheet the arrival rate is entered in cell B4, the service rate is entered in cell B5, and the number of servers present in the system is entered in cell B6. Service measures and customer proba-

FIGURE A9.3 MD1 Worksheet for Analyzing an M/D/1 Queuing System
bilities are given in row 12 for the value of k specified in cell B6. Note that customer probabilities for values beyond k (the number of servers) are equal to 0 since the model assumes that there is no waiting line.

## M/M/k/F QUEUING SYSTEMS

The worksheet $\mathbf{M M k F}$ can be used to analyze $\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{F}$ queuing systems. Figure 9.7 in Section 9.7 shows this worksheet. For this worksheet to give correct values, it is necessary that F be strictly greater than k . If F equals k , the MGkk worksheet should be used to do the analysis. Data is entered in cells C4 through C7 and I4 through I6. Service measures and probabilities are calculated in row 12 based on the number of servers specified in cell C6.

## M/D/1 QUEUING SYSTEMS

The worksheet MD1 can be used to analyze M/D/1 queuing systems. Figure A9.3 shows this worksheet.


In this worksheet the arrival rate is entered in cell B4, and the service rate is entered in cell B5. The service measures are calculated in cells B12 through H12.

## Problems

1. Students arrive at the Vermont University library reference desk according to a Poisson distribution at a mean rate of 12 per hour. The librarian spends an average of 4 minutes with each student, and service times follow an exponential distribution. What is the average number of students who will be present at the reference desk?
2. Customers arrive at Homestake Bank between the hours of 10 A.M. and 11 A.M. according to a Poisson distribution at a mean rate of 40 per hour. During the period from 10 A.M. to 11 A.M. the bank has 3 tellers working. The average time a teller spends with a customer is 3 minutes, and service time follows an exponential distribution. What is the average time a
customer will spend waiting in line before seeing a teller?
3. Cars arrive for servicing at Al's Repair Shop according to a Poisson distribution at a mean rate of 4 per day. The average time Al takes to work on a car is 2 hours, and the standard deviation is 15 minutes. Al is the only employee, and he works 10 hours a day. Determine the average number of cars that will be waiting for Al to begin working on them?
4. On Saturdays customers arrive at Patterson's Custom Jewels according to a Poisson distribution at a mean rate of 7 per hour. The store has 4 clerks working on Saturday, and the time a clerk spends with a customer follows an exponential distribution with a mean of 20 minutes. For security reasons, the entrance to the store is locked, and a maximum of 8 customers can be present in the store at any one time. It is assumed that customers who are not granted admittance to the store will leave and shop elsewhere. Determine the percentage of customers who will not be granted admittance to the store.
5. Randy Powell is responsible for maintaining the 60 personal computers at the Upbid.com corporate office. On the average a computer needs servicing by Randy once every 40 days, and Randy spends an average of 2 hours servicing a computer. If Randy works 8 hours a day and the time between when a computer needs servicing and the service time follow an exponential distribution, determine the average time (in days) it will take for a computer to finish being serviced.
6. Between the hours of 1 P.M. and 5 P.M. customers arrive at the downtown New York ticket office of United Airlines at the rate of 50 per hour. The average time a ticket agent spends with a customer is 6 minutes. Ticket agents earn $\$ 20$ per hour in wages and benefits, and United Airlines estimates the goodwill cost of a customer waiting to begin service is $\$ 25$ per hour while the goodwill cost of a customer being served is $\$ 5$ per hour. Assuming customers arrive according to a Poisson distribution and service time follows an exponential distribution, determine the optimal number of ticket agents that United Airlines should have working in the New York ticket office between 1 P.M. and 5 P.M.
7. On Saturday morning customers arrive at the Armstrong Nursery at the average rate of 25 per hour. There are 8 employees who assist customers in selecting their plants. Each employee spends an average of 15 minutes with a customer. Following plant selection, customers then go to pay for their merchandise. There are two cashiers, and each can check out an average of 20 customers an hour. Once the merchandise has been paid for, customers either carry out their purchase or it is delivered to their car. Twenty percent of customers carry out their purchase. There are 3 workers who do the delivery, and each delivery requires an average of 5 minutes. Determine the average time a customer spends at Armstrong Nursery on a Saturday morning if the customer has the purchase delivered to his car. Assume that customers arrive according to a Poisson distribution
and that the service times follow an exponential distribution.
8. Customers arrive at Pete's Coffee Shop on the average of one every 5 minutes, according to a Poisson distribution. The average time Pete spends serving a customer is 3 minutes, and the service times are believed to follow an exponential distribution. The shop is run entirely by Pete, and customers are served on a firstcome, first-served basis.
a. What is the probability that exactly 2 customers will arrive at Pete's in a 15 -minute period?
b. What is the probability that more than 3 customers will arrive in a 30 -minute period?
c. What is the probability that the service time for a customer is under 2 minutes?
d. On the average, how long does a customer spend waiting for service at Pete's?
e. What is the probability that a customer spends less than 5 minutes at Pete's?
f. What is the average number of customers present at Pete's?
g. What percentage of Pete's time is spent serving customers?
9. At Dolly Foods, customers spend an average of 25 minutes selecting their groceries and checking out by entering a single-line queue served by two cashiers. The service times required for the cashiers to check out customers follow an exponential distribution and average 4 minutes. Customers arrive at the cashier counter according to a Poisson distribution at the average rate of 8 customers per hour.
a. Determine: (i) the average time a customer spends in the store; (ii) the average number of customers waiting in line prior to being checked out; (iii) the proportion of customers who will have to wait in line.
b. What assumptions did you make in part (a)?
10. Consider the information given in problem 9 for Dolly Foods. For the same amount that Dolly is paying the two cashiers, she can lay off one cashier and use the savings to lease an optical scanning system. The resulting checkout times will then follow a distribution, with a mean service time of 3 minutes and a standard deviation of 1 minute.
a. If Dolly opts for the optical scanning system, determine: (i) the average time a customer would spend in the store; (ii) the average number of customers waiting in line prior to being checked out; (iii) the proportion of customers who would have to wait in line.
b. Compare the results from part a of problems 9 and 10. Would you recommend that Dolly Foods lease the optical scanning system? Justify your answer.
11. INFOSERVE, Inc. is a 900 line telephone service that supplies various kinds of obscure information. The company is expanding its service to Monmouth County, New Jersey, and has allocated $\$ 60,000$ to purchase the computer systems necessary to handle customer calls.
INFOSERVE has received bids from two computer suppliers: Infotechnologies and Compufact. The system from Infotechnologies sells for $\$ 20,000$ and can handle
an average customer inquiry in 3 minutes. Compufact's database system sells for $\$ 30,000$ and can handle an average customer inquiry in 2 minutes. INFOSERVE can therefore purchase three of the Infotechnologies systems or two of the Compufact systems.

INFOSERVE estimates that an average of 40 customers per hour will call its service and that customer phone calls will arrive according to a Poisson process. If no computer system is available, callers remain on hold until a system is free. Service times are believed to follow an exponential distribution. If INFOSERVE's objective is to minimize the average time a caller must wait on hold to get information, which supplier should it select?
12. Customers arrive at random at the Lickety Dip Ice Cream store between the hours of 8 P.M. and 11 P.m. according to a Poisson distribution with an average rate of 18 per hour. Service times follow an exponential distribution, with the average service time depending on the server hired. The store has three potential workers it can hire to work that shift. If the company places a value of $\$ 4$ for each hour a customer spends waiting in line or being served, which of the following applicants should be hired as the night server?

| Server | Salary | Average Service Time |
| :--- | :--- | :---: |
| Ann | $\$ 6 / \mathrm{hr}$. | 3 min. |
| Bill | $\$ 10 / \mathrm{hr}$. | 2 min. |
| Charlie | $\$ 14 / \mathrm{hr}$. | 1.5 min. |

13. Muncie State University runs its registration line by dividing the student population into three equal groups based on student ID numbers. A student will enter the appropriate line to register, and jockeying among lines is not permitted. The arrival rate of students for each line follows a Poisson process, with a mean rate of 30 students per hour. Service of a student follows an exponential distribution, and the average time it takes to serve a student is 90 seconds.
a. Determine the average time required for a student to wait in line and register.
b. Determine the total average number of students waiting to be served in the three lines.
c. Muncie State University is contemplating eliminating the three-line system and replacing it by a single line staffed by two clerks supported by a microcomputer system. This would reduce the average service time to 72 seconds and save $\$ 2.60$ per hour in labor costs. Muncie State estimates that the goodwill cost of a student's being in the system is $\$ 4$ per hour. Assuming service times continue to follow an exponential distribution and students arrive according to a Poisson process at a mean rate of 90 per hour, should the university switch to the single-line system?
14. The Atlas Health Club has one tanning booth for its customers. Users of the tanning booth spend exactly 5 minutes in the facility. Customers arrive at the booth according to a Poisson process at the mean rate of 8 per hour.
a. What is the average time a customer must wait in line to use the tanning booth?
b. What is the average number of customers waiting to use the tanning booth?
c. What is the probability that there is no waiting line at the tanning booth?
d. What assumptions did you make in parts (a)-(c)?
15. Customers randomly arrive at the Northpointe wholesale flower market according to a Poisson distribution at an average rate of 100 per hour. Service times follow an exponential distribution with an average time of 5 minutes. How many servers should be hired so that the average time a customer waits for service is less than 30 seconds?
16. Jobs arrive randomly at Mike's Custom Framing at an average rate of 5 per hour. The store is considering purchasing one of two machines for automating the framing process. One machine results in a mean service time of 8 minutes and a standard deviation of 3 minute while the other machine results in a mean service time of 7.5 minutes with a standard deviation of 6 minutes. Which of the two machines seems preferable for Mike to purchase?
17. Harry's Variety Store has two checkstand locations-one at the front entrance to the store, the other at the rear. The checkstand locations are so far apart it is reasonable to expect that customers will not jockey between them. The checkstand in the front has two cashiers, while the checkstand in the rear has four. The service times for each cashier follow an exponential distribution, with a mean time of 2.5 minutes.

Customers arrive at the checkstand locations according to a Poisson process. Because there is more parking at the rear of the store, the arrival rate of customers at that checkstand averages 66 customers per hour, while the arrival rate at the front entrance checkstand averages 20 customers per hour.
a. What is the average time a customer spends waiting in line prior to beginning service at each of the two checkstand locations?
b. What is the average number of customers both waiting in line and being served at each of the two checkstand locations?
c. What is the probability that there are exactly 2 people waiting in line at the rear entrance checkstand?
d. What is the probability that there are 3 or fewer people waiting in line at the front entrance checkstand?
e. As a customer, would you prefer to check out at the front or the rear of the store? Justify your answer.
18. Consider the situation at Harry's Variety Store (problem 17). Harry is considering consolidating the two checkstands into one centralized location in the middle of the store. He estimates that the combined average of 86 customers per hour would arrive at the centralized location. Cashiers will continue to check customers out in an average of two and a half minutes and earn $\$ 16$ per hour in salary and benefits. Harry feels that the goodwill cost of having a customer waiting in line is $\$ 20$ per hour, while the goodwill cost during a customer's service is $\$ 10$ per hour. Determine the optimal number of cashiers Harry should use at the centralized location.
19. Pat Smith and Chris Brown are two applicants for the position of telephone receptionist at Taylar Industries. Both applicants can handle a phone call in an average of one minute. The standard deviation of Pat's service time is 10 seconds, while the standard deviation of Chris's service time is 20 seconds. The interarrival time of customer calls is expected to follow an exponential distribution, with a mean of 90 seconds. On the average, how much longer will a caller wait on hold to speak to a receptionist if Chris were hired than if Pat were hired?
20. Mr. Chips manufactures automated vending machines that can prepare a single order of french fries in exactly 45 seconds. The company has placed one of its machines in the student union building of a local community college, where it believes customers will arrive according to a Poisson process at the mean rate of 40 per hour. Determine the average amount of time an arriving customer will have to wait before ordering french fries from the vending machine.
21. Tie One On, an exclusive men's clothing store specializing in ties, is planning to develop a store in a new shopping mall. Customers are expected to arrive at the store location at random at an average rate of 40 per hour. The store will be open 10 hours per day. Service times are assumed to follow an exponential distribution. Excluding fixed costs such as wages and rent, the average sale nets $\$ 22$. Clerks are paid $\$ 20 / \mathrm{hr}$. including all benefits, and the cost of having a waiting customer is estimated to be $\$ 10$ per customer per hour. One possibility is to have a small store staffed by 2 clerks serving at an average rate of 10 customers per hour each. This store, however, will only have room for a maximum of 3 customers to be present. Another possibility is to have a larger store with 6 clerks, each serving at a rate of 10 customers per hour. The larger store can accommodate up to a total of 15 customers. It is believed that customers who arrive when the store is full will shop elsewhere. If the small store leases for $\$ 200$ per day and the large store leases for $\$ 2000$ per day, which configuration should be used?
22. Steve Jackson is responsible for maintaining a fleet of 8 school buses. On the average, a bus will need repair work every 20 days. The average time required to perform this work is one day. Both the time between needed repairs and the time to perform repairs are expected to follow exponential distributions.
a. What is the average amount of time a bus will be out of service for a needed repair?
b. On the average, how many buses will be waiting for repair at any given time?
c. What proportion of the time will all buses be operational?
23. The telephone system at WAVY Radio has 6 incoming phone lines and 2 operators to take listener requests for music. If both operators are busy, a customer is normally placed on hold. If all 6 phone lines are busy, however, callers will get a busy signal and probably not call back. Customer calls to WAVY can be modeled by a Poisson process, with a mean rate of 50 per hour. The service times follow an exponential distribution, with a mean of

90 seconds.
a. What is the probability that a caller will be placed on hold?
b. On the average, how many callers are on hold?
c. If a caller does not get a busy signal, what is the average total time spent waiting on hold and speaking to an operator?
d. What is the probability that there is exactly one caller on hold?
24. Bronco Burger has a drive-thru window for take-out orders. Because of space limitation, the restaurant has been designed to allow a maximum of 5 cars in the drivethru window line (including the car being served). If the line is full, cars will not stop at Bronco Burger but will instead drive to a competing restaurant.

Cars attempt to arrive to Bronco Burger's drive-thru window at an average of one every 80 seconds. Interarrival times are assumed to follow an exponential distribution. Service times also follow an exponential distribution, with a mean service time of one minute.
a. What is the average number of cars waiting in line for service?
b. What is the average time a car spends in line, including the service?
c. What is the probability that there are no cars at the drive-thru window?
d. Comment on the appropriateness of modeling the service time at Bronco Burger by an exponential distribution.
25. Soup Herman is a restaurant that serves soup and salad. Customers first line up in a cash register line to pay for their meals. After paying, they proceed to one of four salad bars. While all customers purchase salad, only $60 \%$ of customers go on to take the soup from one of the two soup stations.

During the hours between 6:15 and 8:00 P.M., an average of 140 customers arrive at the restaurant. Assume that the arrival process can be modeled by a Poisson distribution. The time it takes to pay the cashier, get salad, and get soup each follows an exponential probability distribution. If the cashier takes an average of 40 seconds to collect money from a customer, and the customer averages two minutes to get a salad and one minute to get soup, determine the average time a customer spends paying for and getting food if; (i) the customer is getting salad only; and (ii) the customer is getting both soup and salad.
26. Circle J convenience store has two check-out counters. Customers arrive according to a Poisson process at an average rate of one every 90 seconds. On the average, each of the 2 checkers serves 50 customers per hour, and service times follow an exponential distribution.

Circle J is considering eliminating one of the 2 checkout counters and having the 2 employees work together, one ringing up the merchandise, the other bagging it. How fast would their combined average service time have to be if the average time a customer spends in the store is to remain unchanged?
27. Larry Pembroke is a repair person for Copyco, a firm that has copying machines located at libraries, supermarkets,
and court houses. Larry is responsible for maintaining the copiers assigned to him. On the average, each copier needs service once every 25 working days. Including travel time to the location, Larry spends an average of half a day repairing a copier machine. Copyco's management wishes to determine how many copiers should be assigned to Larry so that, on the average, a copier is out of commission for no more than one day.
28. Customers arrive at Dave \& Steve's bookstore according to a Poisson process at a mean rate of 48 per hour. The store pays its sales clerks $\$ 7.50$ per hour in wages and benefits. Dave \& Steve's estimates the goodwill cost of a customer waiting to be served at $\$ 6$ per hour and the goodwill cost of a customer being served at only $\$ 1.00$ per hour. Customer service times follow an exponential distribution and average 2 minutes.
a. Determine the number of sales clerks Dave \& Steve's should employ to minimize the store's total average hourly costs.
b. If the customer arrival rate increases by $50 \%$ and the goodwill cost of a customer waiting to be served and being served were doubled, determine how many sales clerks Dave \& Steve's should employ to minimize the store's total average hourly costs.
29. Ernest D. Johnson is a discount stock brokerage firm located in Sun Valley, Idaho. Johnson is the only employee, and he works out of his house, where he receives all customer orders by telephone. Johnson receives an average of 10 client calls per hour, and he spends an average of 4 minutes speaking to each client. If a client calls while Johnson is talking to another client, the caller is placed on hold. The call-waiting system Johnson has leased from the telephone company allows him to keep an unlimited number of callers on hold, and he believes that no customer placed on hold will hang up before talking to him. If customer calls arrive according to a Poisson distribution and the time required to provide service to a customer follows an exponential distribution, determine:
a. The probability that Johnson will receive exactly 4 calls in a half hour.
b. The probability that Johnson will receive 3 or fewer calls in a half hour.
c. The probability that a telephone conversation will last less than 3 minutes (from the time Johnson begins speaking with the client).
d. The average number of callers waiting on hold.
e. The average time a caller will spend on the phone when calling Johnson.
f. The percentage of time Johnson is on the phone.
g. The probability that a customer will spend more than six minutes on the phone when calling Johnson.
30. Jack's Joke Shop of Boston sells novelty items (joy buzzers, rubber chickens, whoopy cushions, and so on). Customers arrive according to a Poisson process on the average of once every 5 minutes. Jack prides himself on the personal service he offers his customers. The time Jack spends with customers follows an Erlangian distribution with a mean of 4 minutes and a standard deviation of 2 minutes.
a. What is the average number of customers in Jack's store at a given time?
b. On the average, how long does a customer spend in the store?
31. An analysis of 31 customers at Pat's Pet Shop indicated the following 30 interarrival times (in seconds): 96, 84, $29,61,27,231,256,243,43,117,320,267,177,605$, $105,653,35,18,451,34,486,2,442,46,424,562,244$, $1,6,103$. The mean of this data set is 205.6 seconds, and the standard deviation is 200.08 seconds.

Construct a histogram of collected data. Verify that the exponential distribution is a reasonable distribution to use to model the interarrival time of customers. (Use the goodness of fit approach described in Appendix 9.2.)
32. Mark Trading Company employs two workers in its order processing department. Each worker processes orders according to an exponential distribution with a mean of 5 minutes. Customer arrivals follow a Poisson process with a mean of 18 customers per hour.
a. What is the probability that both workers are busy?
b. What is the probability that both workers are idle?
c. On the average, how long must an order wait before processing begins?
d. On the average, how many orders are being processed or are waiting to be processed?
e. What is the probability that exactly 3 customers will be in line waiting to be served at any given time?
33. Sue Patterson recorded the length (in seconds) of 50 messages left on her telephone answering machine. These data are as follows:

| Conversation Number | Time | Conversation Number | Time |
| :---: | :---: | :---: | :---: |
| 1 | 142 | 26 | 13 |
| 2 | 77 | 27 | 17 |
| 3 | 65 | 28 | 147 |
| 4 | 31 | 29 | 39 |
| 5 | 173 | 30 | 35 |
| 6 | 50 | 31 | 127 |
| 7 | 10 | 32 | 173 |
| 8 | 31 | 33 | 5 |
| 9 | $136-$ | 34 | 190 |
| 10 | 11 | 35 | 31 |
| 11 | 186 | 36 | 202 |
| 12 | 121 | 37 | 26 |
| 13 | 53 | 38 | 85 |
| 14 | 38 | 39 | 47 |
| 15 | 130 | 40 | 173 |
| 16 | 81 | 41 | 110 |
| 17 | 67 | 42 | 64 |
| 18 | 45 | 43 | 20 |
| 19 | 369 | 44 | 26 |
| 20 | 6 | 45 | 48 |
| 21 | 280 | 46 | 193 |
| 22 | 139 | 47 | 152 |
| 23 | 5 | 48 | 57 |
| 24 | 45 | 49 | 156 |
| 25 | 88 | 50 | 121 |

The mean is 92.72 seconds with a standard deviation of 77.15 seconds.
a. Draw a histogram of this data set.
b. Do a goodness of fit test to determine whether the data follow an exponential distribution with a mean of 90 seconds (see Appendix 9.2 on the CD-ROM).
34. Cars travel down Euclid Avenue at the mean rate of 12,000 per hour. The probability that a car will stop at the drive-thru window of Dinkie Donuts is .003 . Hence, the arrival process of cars can be modeled using the Poisson distribution with average arrival rate $\lambda=36$ per hour. The average time it takes to serve a customer is 75 seconds. If service times follow an exponential distribution, determine:
a. The average number of cars in the drive-thru line (including cars receiving service).
b. The average number of minutes a car must wait in line before being served.
c. The probability that an arriving car can be served immediately.
d. The probability that there are two or fewer cars waiting in line to be served.
35. Consider the situation faced by Dinkie Donuts (problem 34). Management feels that if the average number of cars waiting in line (excluding cars being served) were reduced to one or less, the probability that a car traveling down Euclid Avenue would stop at Dinkie Donuts would increase to .004. If Dinkie continues to operate a single drive-thru window, what would the average service time have to be to meet this objective?
36. The California Highway Patrol conducts random truck inspections on certain California highways. On a particular day, three Highway Patrol units have set up an inspection station for checking truck brakes. Whenever one of the three units become available, the next trucker to pass the inspection point is pulled over for inspection. When all three units are busy, no other trucks are stopped until a unit becomes free.

Trucks travel down the highway according to a Poisson process. On the average, one truck approaches the inspection station every 50 seconds. The time required to inspect brakes averages five minutes and has a standard deviation of 1.5 minutes.
a. What proportion of trucks on the highway will be inspected?
b. What is the probability that all three Highway Patrol units are idle?
c. On the average, how many trucks will be having their brakes inspected?
37. Daily Fax Incorporated (DFI) is an automated information system that operates as follows: Customers call an 800 phone number and input their fax number and information request (sports scores, stock market information, topical cartoons, jokes) using a touch-tone telephone. The computer then faxes a one-page sheet of paper containing the requested information as well as approximately a quarter page of advertising. The
company earns its profits from the advertising revenue as well as from a directory of fax numbers that it publishes monthly (based on the fax numbers it receives from callers).

The Daily Fax computer system is set up so that there are sufficient telephone lines to answer all incoming phone calls. However, there is only one outgoing fax transmission line. The total time to process each incoming fax request is exactly 25 seconds. Calls come into Daily Fax according to a Poisson process at an average rate of 2 per minute. DFI would like to be able to inform potential advertisers of the average time a customer must wait for a fax to arrive.
a. What assumptions would you make to model this problem?
b. Given these assumptions, what is your estimate of average time (in minutes) a customer must wait for a fax?
38. Zoro's Bistros is a chain of upscale, limited-item selfservice restaurants. During the dinner hours, the restaurant serves a $\$ 7.95$ fixed-price dinner consisting of a choice of soup, main dish, dessert, and beverage. Since there are four food categories, management believes that customer service time can best be modeled using an Erlangian distribution with $n=4$.

Studies have indicated that the arrival process during dinner hours at Zoro's uptown location can be approximated by a Poisson distribution with $\lambda=40$ customers per hour. The average time required to serve a customer is 1.2 minutes. There is a single waiting line, and customers are served on a first-come, first-served basis.
a. On the average, how many customers are waiting in line to begin being served at dinner time?
b. What is the average length of time a customer waits in line before being served at dinner time?
39. Customers arrive at Burger Barn on the average of once every 72 seconds. The average time to serve a customer is 1.5 minutes. Employees earn $\$ 12$ per hour in wages and benefits, and the goodwill cost of a customer being in the system is estimated to be $\$ 25$ per hour. For the next two weeks Burger Barn is planning a special promotion that it believes will double the customer arrival rate. Management wishes to determine the optimal number of employees to have working in the store during this two-week time period.
40. Gameland is a combination miniature golf course and video arcade. One of the most popular games in the arcade is Thunderblaster, a virtual reality space trip. The playing time for Thunderblaster is exactly 2 minutes. An additional 30 seconds is required for a player to put on the virtual reality helmet. Customers arrive to play the game according to a Poisson process at an average rate of once every 3 minutes.
a. What is the average time a player waits in line to play Thunderblaster?
b. On the average, how many people are playing or waiting to play Thunderblaster?

## CASE STUDIES

## CASE 1: Saveway Supermarkets

Saveway Supermarkets is a major food retailer in upstate New York. The chain has over 60 stores that receive merchandise from their Rochester, New York, warehouse. The warehouse receives shipments of merchandise throughout the day from the various vendors and manufacturers with whom Saveway does business.

The Rochester warehouse has eight loading docks available for delivery of goods. Trucks arrive at the warehouse approximately once every six minutes according to a Poisson process. If all the loading docks are occupied, an arriving truck waits in a queue until a dock becomes available.

Currently, each dock is staffed by a single worker, who unloads a truck in an average of 30 minutes. Saveway management has been getting complaints from some of its suppliers that their truckers are spending too much time unloading merchandise at the Rochester warehouse. Hence Saveway has come up with a number of possible strategies to address this problem: (1) hire a second
worker for each loading dock, reducing the average time to unload a truck to 18 minutes (workers earn $\$ 16$ per hour in salary and benefits); (2) equip each loading dock with an electric forklift that can be leased for $\$ 5$ per hour and reduce the time required to unload a truck to an average of 24 minutes; or (3) build up to two more loading docks (accounting for capital costs, each dock will cost Saveway $\$ 6$ per hour to build).

While strategies 1 and 2 are mutually exclusive, the firm may decide to implement strategy 3 either alone or in combination with 1 or 2 . Saveway estimates the goodwill cost of a delivery truck being in the system at $\$ 60$ per hour.

Prepare a business report recommending a course of action to Saveway management assuming the objective is to minimize total system costs. Assume that service times for each option follow exponential distributions. Include in your report a comparison of the system parameters of your recommendation to those of current operations.

## CASE 2: Boone Travel Agency

Having run a successful travel agency in Denver, Colorado, Jan Hall has decided to open a branch in Boone, Colorado. She must decide where to locate her office and which and how many employees to hire.

Jan has narrowed her choice of office to two locations. The one on Main Street is a large office with space for virtually any number of employees and customers. Jan estimates that the agency can attract an average of 12 customers per day at this location. Rent for this office is $\$ 1300$ per month. Utilities, insurance, and other expenses should average an additional $\$ 500$ per month.

The second choice for an office is on Frontier Street, approximately two blocks off Main Street. This is a much smaller office that can effectively hold only one worker and at most four customers (including the one being served). It rents for $\$ 400$ per month. Utilities, insurance, and other expenses should average an additional \$200 per month. This out-of-the-way location would reduce the number of potential customers by $20 \%$, and any arriving customer finding the office full will presumably take his or her business to the other travel agency in town.

Jan has decided that if she opens the Main Street office, she will hire one or more local employees to staff the office. If she opens the Frontier Street office, however, she
will hire either Wendy Brown, an experienced travel agent from the Denver area, or a local employee to staff the office. Jan would have to pay Wendy a monthly salary (including benefits) of $\$ 2100$, whereas she could hire local employees for $\$ 1200$ per month (including benefits). Because of her experience, Wendy's average customer service time is approximately 20 minutes, compared to 48 minutes for local employees.

Jan estimates that each customer served by the Boone Travel Agency will result in an average commission of $\$ 35$. She also estimates a goodwill cost to the firm of $\$ 15$ per hour for the time a customer spends waiting in the office for service to being. In addition, goodwill costs of $\$ 50$ are associated with any customers who find the Frontier Street location full and leave to go to another travel agency.

The travel agency will be open an average of 20 days per month, eight hours each day. Customers arrive according to a Poisson process, and customer service times follow an exponential distribution.

Prepare a business report for Jan Hall detailing her various options and your recommendation as to her best course of action. Include in your report the financial information on which you base your recommendation.

## LCASE 3: Shelley's Supermarket

Shelley's Supermarket is located in Virginia Beach, Virginia. It operates 16 hours a day, from 7:00 A.M. to 11:00 P.M. and has a maximum of four check-out stands. During the summer, volume at the supermarket increases dramatically due to the tourist traffic. The summer season runs approximately three months, from June 15 to September 15, although immediately prior to and immediately after this season, there is slightly more business than during the winter months. To simplify the analysis, however, Shelley's management assumes two seasons: peak (summer) and off-peak.

During the off-peak season, customers arrive according to a Poisson process at an average rate of 14 per hour, compared to an arrival rate of 46 customers per hour during the peak season. Shelley's estimates that its average gross profit per customer is $\$ 6$ during the off-peak season and $\$ 4$ during the peak season. However, Shelley's attaches the following costs per customer in the check-out line based on goodwill, and so on:

|  | Off-peak <br> Season | Peak Season |
| :--- | :--- | :---: |
| While waiting to be served | $\$ 10 /$ hour | \$8/hour |
| While being served | $\$ 6 /$ hour | $\$ 4 /$ hour |

Shelley's hires only union personnel as check-out clerks. Their pay, including benefits, averages $\$ 16$ per hour. According to the union contract, these employees must be hired as permanent, year-round employees.

The union contract allows Shelley's management to hire part-time support personnel (baggers, stock clerks) to help deal with the store's increased traffic during the peak season, but there can never be more temporary employees than permanent employees working. These nonunion, temporary employees are paid $\$ 5$ per hour.

Customers spend an average of 40 minutes selecting their groceries. Customer service time for each permanent check-out clerk follows an exponential distribution, with an average time of four minutes during the off-peak season. During the summer months, the average customer service time for each checker (in minutes) will equal $x$, where:

$$
x=4-\frac{(1.5)(\text { number of temporary employees) }}{(\text { number of permanent employees) }}
$$

For example, if Shelley's has three permanent employees and two temporary employees during the summer months, the average service time for each of the three checkers is $4-(1.5)(2) / 3=3$ minutes.

Prepare a business report detailing Shelley's various hiring options for staffing its store throughout the year and your recommendation as to the optimal strategy. Assume that the peak season lasts 90 days and that the offpeak season lasts 260 days (Shelley's is closed five days a year). Include in your report the financial information on which you base your recommendation.

## Simulation Models



HUnt Wesson (http://www.hunt-wesson. com) is one of the world's largest food processing companies. One of its principal product lines is Wesson Oil, which is made from a variety of vegetable oils and packaged in various-sized bottles. Management is particularly concerned about the operation of the production line used to bottle the oil.

The bottling process begins by using a decaser to remove empty plastic bottles from their shipping cases and place them on the bottling line. The bottles are then air cleaned and moved onto a conveyer belt for transport to the filling station. After filling, they are sealed and capped and proceed to a labeler. A caser places the filled bottles in cases. Finally, the cases are sealed using a case sealer and loaded on pallets by a palletizer.

Management conducted a simulation study to develop procedures for ensuring that the bottling line operates at a sufficient capacity to meet sales projections. They gathered data on the frequency, length, and repair cost of breakdowns for each workstation on the bottling line and determined the cost and effects of modifications to the existing equipment. They also investigated different line speeds as well as the placement of buffer areas (accumulation tables) between workstations.

As a result of the simulation analysis, management was able to redesign the bottling process to meet the firm's production requirements and to develop procedures for dealing with future breakdowns which will minimize the variation in production rates.

### 10.1 Overview of Simulation

In the preceding chapters, we have studied many analytical models. Often, however, the underlying assumptions necessary for these models to provide good results are not met. For example, in a single-server queuing system if service time does not follow an exponential distribution or if customers do not arrive according to a Poisson process we cannot expect the $\mathrm{M} / \mathrm{M} / 1$ queuing formulas to accurately describe steady-state results. Inventory systems for which demand varies greatly from period to period cannot be adequately analyzed using the EOQ formula. In cases such as these, we may use a simulation approach to perform the desired analysis.

A simulation develops a model to evaluate a system numerically over some time period of interest. Its purpose is to estimate characteristics for the system, which can then be used to select the best policy from a set of alternatives under consideration. Unlike many analytical techniques, a simulation does not rely on an algorithm to solve for the optimal solution; instead, a computer program known as a simulator is used to evaluate each option.

It is important for the simulator to be as accurate as possible in capturing the important aspects of the operation of the system. A challenging aspect of developing a simulation, therefore, is to identify the relevant factors affecting system performance. For example, if we are interested in determining a customer's average waiting time in a queuing system, the arrival process, the service time, the number of servers, and the priority rule for selecting the next customer are all important attributes. By contrast, the hair color of an arriving customer does not affect waiting time and is ignored.

Other attributes, such as the gender of a customer, may or may not be a factor. If we are modeling a queuing system for a bank, for example, a customer's gender is probably not a factor. But if we are modeling the waiting line at a campground rest room, a customer's gender probably is an important factor, since the time men and women spend in a rest room generally differs.

Simulation is used for many purposes in business and industry. Airlines use flight simulators to train prospective pilots; the weather service uses simulation analysis to predict future weather patterns; and process engineers use simulation to determine the operating characteristics of projects, such as a proposed oil refinery. These are all examples of continuous simulation systems, in which the state of the system changes continuously over time. For example, a plane rises continuously as a pilot moves the throttle; weather changes from instant to instant; and oil flows continuously through the refining process. Since in many cases, continuous simulation systems require the use of differential equations to model changes in system parameters, these systems are beyond the scope of this text.

Other simulation models, such as those involving queuing or inventory systems, monitor changes that occur at discrete points in time. These are known as discrete simulation systems. Still other simulation models are hybrids of continuous and discrete simulation systems. For example, in simulating jet fuel inventory at an airport, customers (airplanes) arrive on a discrete basis, while the fuel going into each airplane is a continuous flow. In this chapter a number of discrete simulation systems, typical of those found in business and industry are considered.

Although simple simulation models may be solved by hand, simulation of most practical problems requires the use of a computer program. Computer simulations can be written in any computer language or performed by using a spreadsheet program such as Excel.

One advantage of using Excel to develop a simulation model is that specific Excel add-ins have been developed to allow the analyst to easily run multiple simulations so that confidence intervals and probabilities can be calculated for the various policies considered. Two of the most popular of these add-ins are @Risk and

Crystal Ball. A student version of Crystal Ball is included on the accompanying CD-ROM.

While many simulations have been written in general-purpose programming languages, such as FORTRAN, PL/1, Pascal, and BASIC, specialized computer simulation languages have been developed to assist in writing the computer code. Among the more popular simulation languages are GPSS, SIMSCRIPT, SIMAN, and SLAM. The principal advantage of using a specialized language is that compared to a general-purpose language, fewer lines of computer code are required, allowing the program to be written and debugged more quickly and easily. In addition, many specialized languages include an animation ability, enabling the user to view the effects of the simulation as the program is running. This can be especially valuable in identifying potential bottlenecks in the system or critical areas requiring further modeling. Even though these specialized languages share many similarities, they also have certain differences that make one language more appropriate than another for a particular application.

An alternative to using Excel or a programming or simulation language is to develop the simulation using a simulator program. These programs typically contain objects that can be dragged and dropped to allow easy creation of the simulation model. The resulting models usually include the ability to observe an animation of the process and contain the ability to provide the simulation results in a tabular or graphical format. Some of the more popular simulators currently used in business and industry are Alpha/Sim, SIMPROCESS, ProModel, and Extend. A student version of Extend is included on the accompanying CD-ROM. Appendix 10.1, also on the accompanying CD-ROM, covers the basic concepts of developing simulations using Extend by illustrating the simulation of a discrete system.

Deciding whether to learn a particular simulation language or simulator program depends on how frequently it will be necessary to develop simulation models. For the infrequent modeler, using Excel to develop simulation models may be the easiest and most accessible solution.

Approaches to Solving a Simulation Problem

- Excel-Including the Use of Add-In Programs such as Crystal Ball
- Using a General-Purpose Computer Language such as BASIC
- Using a Simulation Language such as SIMSCRIPT
- Using a Simulator Program such as Extend


## THE SIMULATION PROCESS

The approach to simulation analysis is quite similar to that of a general management science process. The key steps in the analysis are:

- Defining the Problem
- Developing the Simulation Model
- Running the Simulation Model and Obtaining Results
- Communicating the Results

It is worthwhile commenting on the second step of the simulation process-developing the simulation model. Often in simulation studies, the first step in developing a model is to create a flow chart representation of the system being simulated. The modeler must then select an appropriate methodology for constructing the simulation model (i.e., a general-purpose computer language, a specialized simula-
tion language, a simulator program, and Excel). The methodology selected depends on the type of problem being simulated.

Besides determining the approach to be used to develop the simulation, the analyst must also collect the data needed to construct the model. This involves estimating probability distributions for parts of the process being simulated. Once the methodology for model development has been determined and the data collected, the model can be constructed (programmed) and run.

As with any management science procedure, enhancements to the model can be made after the initial run. In this approach one starts with a relatively simple model that is easy to construct (program) and then, after analyzing the results of the model, adds desired enhancements. This iterative procedure is continued until the analyst is satisfied that the model is giving valuable insights into the problem being studied.

While the concept of simulation is quite intuitive, great care must be taken not only in modeling the system, but also in conducting the simulation. As discussed in this chapter, simulation requires both good modeling and good programming skills. Knowledge of statistics is also important for determining the overall design of the simulation and other critical factors, such as the required length of individual simulation runs and the number of runs that should make up the simulation study.

### 10.2 Monte Carlo Simulation

If the system being simulated includes data inputs that are random variables, the simulation model should reflect them as accurately as possible. One way of doing so is to use a technique known as Monte Carlo simulation, in which the simulator is designed so that the simulated events both occur randomly and reflect the theoretical frequencies being modeled.

Monte Carlo simulation uses random numbers, which can either be generated by a computer program (Excel has several ways to generate random numbers) or taken from a random number table (see Appendix C), to generate simulated events. The process for matching random numbers to simulated events is called random number mapping. To illustrate how random number mappings are developed and how random numbers are used in a Monte Carlo simulation consider the situation faced by Bill Jewel, owner of the Jewel Vending Company.

## JEWEL VENDING COMPANY

Bill Jewel is the owner of the Jewel Vending Company (JVC), which installs and stocks gum and novelty vending machines in supermarkets, discount stores, and restaurants. Bill is considering installing a Super Sucker jaw breaker dispenser at the new Saveway Supermarket on Lincoln Avenue. The vending machine holds 80 jaw breakers. Ideally, Bill would like to fill the machine whenever it becomes half empty. (Bill does not want the machine to appear too empty, because he fears that potential customers will believe the jaw breakers are not fresh and so will elect not to make a purchase.)

Based on performance of similar vending machine placements, Bill has estimated the following distribution for daily jaw breaker demand:

$$
\begin{aligned}
& \mathrm{P}(\text { daily demand }=0 \text { jaw breakers })=.10 \\
& \mathrm{P}(\text { daily demand }=1 \text { jaw breaker })=.15 \\
& \mathrm{P}(\text { daily demand }=2 \text { jaw breakers })=.20 \\
& \mathrm{P}(\text { daily demand }=3 \text { jaw breakers })=.30 \\
& \mathrm{P}(\text { daily demand }=4 \text { jaw breakers })=.20 \\
& \mathrm{P}(\text { daily demand }=5 \text { jaw breakers })=.05
\end{aligned}
$$

Bill would like to estimate the expected number of days it takes for a filled machine to become half empty (i.e., the average number of days it takes to sell 40 jaw breakers). This information will help him to determine how often to refill the machine.

## SOLUTION

Bill might consider estimating the expected time between refills by calculating the average (expected) daily demand based on the assumed probability distribution and dividing this value into 40 .

$$
\begin{aligned}
\begin{aligned}
\text { Expected time } \\
\text { between refills }
\end{aligned} & =\frac{40}{.10(0)+.15(1)+.20(2)+.30(3)+.20(4)+.05(5)} \\
& =\frac{40}{2.5}=16 \text { days }
\end{aligned}
$$

Bill is not certain that this method yields the true average number of days required to sell 40 or more jaw breakers, but he feels it probably yields a good approximation. To test it, Bill has decided to employ a simulation approach.

## SIMULATION OF THE DAILY DEMAND FOR JAW BREAKERS

To properly simulate the JVC system, let us define the random variable:

$$
\mathrm{X}=\text { daily demand for jaw beakers at the Saveway store }
$$

Based on Bill's estimates, the probability distribution function for X is as shown in Table 10.1.

Table 10.1 Probability Distribution for Daily Jaw Breaker Demand

| $\mathbf{x}$ | $\mathbf{P}(\mathbf{X}=\mathrm{x})$ |
| :---: | :---: |
| 0 | .10 |
| 1 | .15 |
| 2 | .20 |
| 3 | .30 |
| 4 | .20 |
| 5 | .05 |

The theory behind generating a random event, such as daily demand, is that the event outcomes should not occur in any particular pattern, but, in the long run, they should occur with relative frequencies equal to the probability distribution being modeled. In particular, the probability distribution for each day's demand should follow the same distribution as that given above for X , regardless of the results of the simulated demand generated for any other day.

For example, if 1000 days of demand at JVC were simulated, one would expect demand to be zero on approximately 100 days (since $\mathrm{P}(\mathrm{X}=0)=.10$ ), one on approximately 150 days (since $\mathrm{P}(\mathrm{X}=1)=.15$ ) and so on. However, there should be no pattern, such as demand is zero on days $1,11,21$, etc.

## Random Number Mappings

One way to simulate random events that follow the desired probability distribution would be to generate numbers between 00 and 99 so that each number has an
equal likelihood of being selected (e.g., follows a discrete uniform distribution). We could then assign 10 of these numbers to correspond to the event "daily demand $=0, " 15$ of the numbers to correspond to the event "daily demand $=1$," and so on. Since each number between 00 and 99 has an equal likelihood of being selected, the probability of any one number being selected is $1 / 100$. Hence, if 10 of the numbers are assigned to the event "daily demand $=0$, " this event will occur with a probability of . 10 .

The easiest way to do this assignment is to let the first 10 numbers correspond to the event "daily demand $=0$," the next 15 numbers correspond to the event "daily demand $=1$," and so on. This process is called a random number mapping because it "maps" a random number (the number corresponding to the ball selected) to the outcome of a simulated event (the daily demand for jaw breakers). Table 10.2 shows the random number mapping for JVC. ${ }^{1}$

Table 10.2 Random Number Mapping for JVC

| Daily Demand $(X)$ | Corresponding Random Numbers |
| :---: | :---: |
| 0 | $00-09$ |
| 1 | $10-24$ |
| 2 | $25-44$ |
| 3 | $45-74$ |
| 4 | $75-94$ |
| 5 | $95-99$ |

## The Cumulative Distribution Approach for a Random Number Mapping

Although this approach works well for discrete random variables, a more comprehensive approach is required for continuous distributions. One approach that can be used for both discrete and continuous distributions involves the use of the cumulative distribution function for the random variable, X. A cumulative distribution, $\mathrm{F}(\mathrm{x})$, gives the probability that X is less than or equal to some value, x ; that is, $\mathrm{F}(\mathrm{x})=\mathrm{P}(\mathrm{X} \leq \mathrm{x})$. Table 10.3 provides the cumulative distribution function for customer arrivals in the JVC problem. This is illustrated graphically in Figure 10.1.

Table 10.3 Cumulative
Distribution for
Customer Arrivals

| $x$ | $F(x)=P(X \leq x)$ |
| :--- | :---: |
| 0 | .10 |
| 1 | .25 |
| 2 | .45 |
| 3 | .75 |
| 4 | .95 |
| 5 | 1.00 |

[^57]FIGURE 10.1 Cumulative Distribution for Customer Arrivals


Now if a random number Y (between 0 and 1 ) is chosen, we can determine the value for the event by finding the smallest value for x such that $\mathrm{F}(\mathrm{x}) \geq \mathrm{Y}$. For example, suppose the number 34 is chosen. Since we are using only two-digit probabilities, the number 34 is converted to the two-digit decimal .34. Referring to the cumulative distribution function in Figure 10.1, you will note the smallest value of x such that $\mathrm{F}(\mathrm{x}) \geq .34$ is 2 . This is the same value for demand we obtained using the random number mapping in Table 10.2. As we shall illustrate in this chapter, the VLOOKUP function in Excel can be used to easily determine the random variable value corresponding to a selected random number.

## Generating Random Numbers

One way to generate numbers between 00 and 99 would be to mark each of one hundred balls, each with a different two-digit number and put them in a box. A random number could then be generated by selecting one ball at random from the box, looking at the number and then replacing the ball.

Of course, in practice, balls are not selected out of a box. Instead, this process is mimicked as closely as possible on a computer by using a random number generator. A random number generator actually generates what are called pseudo-random numbers ("pseudo" means false) because the numbers are not truly random but are obtained using a mathematical formula.

A random number generator begins with a starting value, known as a seed (which the user can supply), and produces a sequence of numbers that meets the following statistical properties for randomness:

1. Each number has an equally likely chance of occurring.
2. There is no apparent correlation between the numbers generated by the mathematical formula.

Appendix 10.2 on the accompanying CD-ROM describes a commonly used technique for generating pseudo-random numbers, known as the linear congruential method.

In Excel, pseudo-random numbers can be generated by using the RAND() function or the Random Number Generation option found in Data Analysis under Tools on the menu bar. The RAND() function returns a uniformly distributed random number greater than or equal to 0 and less than 1 . A new random number is returned every time the worksheet is calculated. The values in Appendix C in the back of the book were generated by using the RAND() function in Excel.

If one wishes to generate uniformly distributed integer valued random numbers between two specified values, the RANDBETWEEN function can be used. For example, to generate a random valued integer between 7 and 10 , one would type the formula = RANDBETWEEN $(7,10)$.

Using Random Number Generation in Data Analysis allows one to generate numbers from a variety of different distributions. For example, in addition to the continuous uniform distribution, numbers can be generated that follow normal, Bernoulli, binomial, Poisson, or generalized discrete distributions. Information for using the Random Number Generation option in Excel can be found in Excel's Help commands.

One advantage that the Random Number Generation option has over the RAND() function is that one can specify a seed value when using Random Number Generation. The advantage of using a specific seed value is that the same set of random numbers will be generated each time the same seed is used. Using the same set of random numbers to evaluate different policies results in certain statistical efficiencies. As a result, typically fewer simulation runs are necessary to get the same level of statistical precision than when different random numbers are used to evaluate different policies.

## SIMULATION OF THE JVC PROBLEM

We shall use the set of pseudo-random numbers in Appendix C to illustrate how to conduct a fixed time simulation for the JVC problem. The approach is as follows:

Beginning with day 1 , a random number is selected to determine the demand for jaw breakers on that day. The demand value will be used to update the total demand to date. The simulation is repeated for a second day, then a third day, etc.; it stops once total demand to date reaches 40 or more. The number of "simulated" days required for the total demand to reach 40 or more is then recorded.

Since only two-digit random numbers are needed to generate jaw breaker demands, the simulation begins by using the first two digits in the top row of column 1 in Appendix C. For each subsequent day, a new demand is determined using the two-digit number in the next row down in column 1.

As you can see, the first number in column 1 is 6506 . The first two digits of this number are 65 . According to the random number mapping in Table 10.2, the random number 65 corresponds to a demand of three jaw breakers. For day 2, we use the first two digits of the random number in the second row of column 1 (77). This corresponds to a demand of 4 for day 2 . Continuing down column 1 in this fashion generates the results shown in Table 10.4.

Table 10.4 A Typical Simulation for JVC

| Day | Random Number | Demand | Total Demand to Date |
| :---: | :---: | :---: | :---: |
| 1 | 65 | 3 | 3 |
| 2 | 77 | 4 | 7 |
| 3 | 61 | 3 | 10 |
| 4 | 88 | 4 | 14 |
| 5 | 42 | 2 | 16 |
| 6 | 74 | 3 | 19 |
| 7 | 11 | 1 | 20 |
| 8 | 40 | 2 | 22 |
| 9 | 03 | 0 | 22 |
| 10 | 62 | 3 | 25 |
| 11 | 54 | 3 | 28 |
| 12 | 10 | 1 | 29 |
| 13 | 16 | 1 | 30 |
| 14 | 69 | 3 | 33 |
| 15 | 16 | 1 | 34 |
| 16 | 02 | 0 | 34 |
| 17 | 31 | 2 | 36 |
| 18 | 79 | 4 | 40 |

Table 10.5 A Second Simulation for JVC

| Day | Random Number | Demand | Total Demand to Date |
| :---: | :---: | :---: | :---: |
| 1 | 42 | 2 | 2 |
| 2 | 74 | 3 | 5 |
| 3 | 93 | 4 | 9 |
| 4 | 84 | 4 | 13 |
| 5 | 89 | 4 | 17 |
| 6 | 89 | 4 | 23 |
| 7 | 12 | 1 | 24 |
| 8 | 64 | 3 | 25 |
| 9 | 64 | 3 | 28 |
| 10 | 38 | 2 | 30 |
| 11 | 61 | 3 | 33 |
| 12 | 53 | 3 | 36 |
| 13 | 12 | 1 | 37 |
| 14 | 76 | 4 | 41 |

In this simulation, we see that it took 18 days to sell 40 jaw breakers, two days more than the 16 days Bill had originally estimated. It is difficult, however, to draw any firm conclusions based on only one simulation run. To get a better estimate, additional simulation runs should be conducted and the results averaged.

Let us now perform a second simulation run by using the random numbers in column 15 in Appendix C. Table 10.5 shows these results. This time it took 14 days to sell 40 or more jaw breakers. Note, also, that by day 14 the total demand was 41 jaw breakers rather than 40 .

Programmers often use flow charts to guide the development of a computer program for problem solving. Figure 10.2 shows a possible flow chart that could be used to perform the above JVC jaw breaker simulation.

## Using Simulation Results to Conduct Hypothesis Tests

The purpose of performing the simulation runs is to determine whether the average number of days required to sell 40 jaw breakers is, in fact, 16 . Neither run gave a value of 16 ; however, the average of the times of the two runs, 18 and 14 , is 16 . As additional simulation runs are done, the laws of probability suggest that the calculated average should become closer and closer to the true average. Thus, for the JVC problem, to test whether or not $\mu=16$, the following two-tailed hypothesis test is performed:

$$
\begin{aligned}
& \mathrm{H}_{0}: \mu=16 \\
& \mathrm{H}_{A}: \mu \neq 16
\end{aligned}
$$

If it is assumed that the distribution of the number of days to sell 40 jaw breakers, x , is approximately normal, then since the population variance is unknown, a t -test would be performed. If n is the number of simulation runs the test would have $\mathrm{n}-1$ degrees of freedom (df). To conduct this test, a level of significance, $\alpha$, which is the probability of concluding that the alternate hypothesis, $\mathrm{H}_{\mathrm{A}}$, is true when it in fact is not must be selected. Then for a two-tailed test, the inter-$\mathrm{val}-\mathrm{t}_{\alpha / 2 \text {,.f.f }}$ to $+\mathrm{t}_{\alpha / 2 \text {,.f. } . \text { is }}$ is constructed. If the test statistic t lies outside this interval, the conclusion is that the alternate hypothesis is true (and the null hypothesis is false). If the test statistic lies within this interval, there is not enough evidence to conclude that the alternate hypothesis is true.


## Using Excel to Perform a Simulation

Figure 10.3 shows the worksheet and formulas used to simulate the JVC problem using Excel. This simulation was set up as follows:

- Using IF statements, the day is printed in column A if 40 or fewer jaw breakers have been sold by that day.
- Daily demand is generated in column B using random variables and the VLOOKUP command shown on Figure 10.3. The lookup table, given in columns K and L , is based on the cumulative demand probabilities.
- The cumulative demand is generated in column C by summing the daily demand and the previous day's cumulative demand.
- Assuming it will never take more than 100 days to sell 40 jaw breakers, the formulas in cells A6:C6 are dragged 100 rows to cells A105:C105.
- The maximum number in column A is the number of simulated days it will take to sell 40 or more jaw breakers. This value is given in cell F1.
- Replication of this simulation can be made in Excel by pressing the F9 function key on the keyboard.

To test the hypothesis that the average number of days to sell 40 or more jaw breakers differs from 16,10 such replications were performed. The results of these 10 replications are given in columns A and B of Figure 10.4.


FIGURE 10.3 Excel Output-Simulation Run for JVC


FIGURE 10.4 Determining the p -value for the Hypothesis Test of $\mu=16$

To perform the two-tailed test, the $t$ statistic must first be calculated. An easy way to do this is to generate the mean and standard error of the data in column B using Tools/Data Analysis/Descriptive Statistics. (Make sure Summary Statistics is checked in the dialogue box.) These values are given in column E of Figure 10.4. Then $t=($ Mean -16$) /($ Standard Error $)$. Once the $t$ value is found, the $p$-value for the test is generated by the formula =TDIST(ABS (t-value), degrees of freedom, 2), in this case $=\operatorname{TDIST}(\operatorname{ABS}(\mathrm{H} 5), 9,2)$.

As can be seen from Figure 10.4, the p-value is quite high (.2967) compared to any reasonable significance level such as $\alpha=.05$. Thus, based on this data, we cannot conclude that the mean number of days differs from 16. Collecting additional sample evidence could lead to a different conclusion.

This analysis was performed using only basic Excel spreadsheet commands. In Section 10.7 a more thorough analysis of this model using the Crystal Ball Excel add-in program is presented.

### 10.3 Simulation of an Inventory System Using a Fixed Time Approach

In Chapter 8 we presented a number of inventory models for which analytical solutions exist. Each was based on a particular set of assumptions. When these assumptions are not met, those models may not provide reasonable solutions. In such cases, simulation can predict the outcome of inventory policies.

By supplying the simulation with the values of parameters, such as the order and holding cost as well as the lead time and demand distributions, an average total inventory cost for a particular inventory policy can be estimated. While simulation cannot be used to determine an optimal policy, it can be used to identify which policy appears to yield the best results from the set of policies being considered.

Frequently, a fixed time approach is used for modeling an inventory system. In this approach, the system is monitored and updated at fixed time intervals (daily, weekly, monthly). During each time period, activities associated with demands, orders, and shipments are determined, and the system is updated accordingly.

To illustrate the fixed time simulation approach, we consider the inventory situation faced by the Allen Appliance Company.

AAC inventory.xls allen $(r, q) \cdot x \mid s$

## ALLEN APPLIANCE COMPANY

Allen Appliance Company (AAC) is a small appliance wholesaler that stocks the KitchenChef electric mixer. Each unit costs Allen \$200. Allen, in turn, sells them for $\$ 260$ each. Allen uses an annual holding cost rate for the mixers of $26 \%$. Orders are placed at the end of the week, and order costs seem to average about $\$ 45$. Lead time for the receipt of orders from Kitchen Chef has been fairly consistent, averaging two weeks.

Management believes that if the company runs out of the mixers, all customers will backorder. Allen estimates that it will suffer a weekly goodwill cost due to future lost sales of $\$ 5$ per backordered unit. The company also incurs a fixed administrative cost of $\$ 2$ for each unit backordered, regardless of the length of time it is backordered.

Allen believes that the number of customers who arrive weekly can be approximated by the following distribution:

| Number of Arrivals Per Week | Probability |
| :---: | :---: |
| 0 | .10 |
| 1 | .30 |
| 2 | .25 |
| 3 | .20 |
| 4 | .15 |

The number of machines each customer wishes to purchase can be approximated by the following distribution.

| Demand Per Customer | Probability |
| :---: | :---: |
| 1 | .10 |
| 2 | .15 |
| 3 | .40 |
| 4 | .35 |

Mixers arrive at the beginning of a week. That is, an order placed at the end of week 2 will arrive at the beginning of week 5 . Allen wishes to determine an optimal inventory policy for the KitchenChef mixer.

## SOLUTION

One approach is to apply the planned shortage model discussed in Chapter 8. While values for the order cost, $\mathrm{C}_{\mathrm{o}}=\$ 45$, the weekly per unit backorder cost, $\mathrm{C}_{\mathrm{s}}=\$ 5$, the administrative backorder cost, $\mathrm{C}_{\mathrm{b}}=\$ 2$, and the lead time, $\mathrm{L}=2$ are given, estimates are needed for the average weekly demand, D , and the per unit weekly holding cost, $\mathrm{C}_{\mathrm{h}}$.

To estimate the average weekly demand, note that the average number of retailers who arrive each week is:

$$
.10(0)+.30(1)+.25(2)+.20(3)+.15(4)=2
$$

The average demand for each retailer who purchases mixers is:

$$
.10(1)+.15(2)+.40(3)+.35(4)=3 \text { units }
$$

The average demand is found by multiplying the average number of retailers who arrive (2) by the average retailer demand (3). This gives an average weekly demand, $D=2^{\star} 3=6$ units.

The unit weekly holding cost, $\mathrm{C}_{\mathrm{h}}$, is:

$$
\begin{aligned}
\mathrm{C}_{\mathrm{h}} & =\frac{(\text { annual holding cost rate }) *(\text { wholesale cost per unit })}{52 \text { weeks per year }} \\
& =(.26 * \$ 200 / 52)=\$ 1 \text { per unit per week }
\end{aligned}
$$

If this problem is solved using the planned shortage worksheet on the inventory.xls template by assuming demand is a constant 6 units per week, the results are those shown in Figure 10.5.


FIGURE 10.5 Excel Spreadsheet for Solving Allen Appliance Problem as a Planned Shortage Model

This output indicates an optimal inventory policy is to order 24.88 units, which should arrive when the backorder level reaches 2.15 . Rounding these values gives an inventory policy of ordering 25 mixers when the inventory on hand reaches 10 units. Because the weekly demand is a random quantity, however, Allen has some concern that the solution generated by the planned shortage model may not be the optimal policy.

## Selecting the Inventory System

Allen is considering implementing a continuous review system to monitor its inventory position. As discussed in Chapter 8, two types of continuous review systems are (1) the order point, order up to level ( $\mathrm{R}, \mathrm{M}$ ) inventory system, and (2) the order point, order quantity ( $\mathrm{R}, \mathrm{Q}$ ) inventory system.

Under both systems, orders are placed when the inventory level reaches R units or less. In an $(R, M)$ system, the firm orders enough inventory to bring the inventory level back up to a projected level of $M$ when the order arrives. In an ( $R, Q$ ) system, the firm simply orders Q units each time an order is placed.

Based on the planned shortage results, Allen is considering using an ( $\mathrm{R}, \mathrm{Q}$ ) system of ordering 25 mixers when inventory on hand reaches 10 units or less for controlling this inventory. To analyze the cost of using the policy, Allen has decided to develop a simulation model.

Using the specified probability distributions for the number of customer arrivals and customer demands, the random number mappings are shown in Tables 10.6 and 10.7 .

Table 10.6 Random Number Mapping for Customer Arrivals

| Number of Customer Arrivals | Random Number Mapping |
| :---: | :---: |
| 0 | $00-09$ |
| 1 | $10-39$ |
| 2 | $40-64$ |
| 3 | $65-84$ |
| 4 | $85-99$ |

Table 10.7 Random Number Mapping for Customer Demand

| Demand Per Customer | Random Number Mapping |
| :---: | :---: |
| 1 | $00-09$ |
| 2 | $10-24$ |
| 3 | $25-64$ |
| 4 | $65-99$ |

We will assume that holding and shortage costs are based on the inventory at the end of the week. While this may not be totally correct, it should produce fairly accurate results in terms of identifying the best policy.

To perform any simulation, the modeler must first decide what quantities to keep track of. Usually, if one thinks "chronologically," these quantities become apparent. For the Allen Appliance problem,

- Determine the beginning inventory for the week. This will equal the ending inventory of the previous week plus any order that has arrived.
- Then determine the number of retailers who will order.
- For each retailer that places an order, determine the number of mixers demanded.
- The sum of these demands gives the total weekly demand.
- The ending inventory of mixers for the week equals the inventory on hand at the beginning of the week less this weekly demand. Note that a negative quantity implies a backorder situation.
- Then determine if an order is placed. This will occur if the inventory on hand at the end of the week is at or below the reorder point and no orders are outstanding.
- Adjust the lead time until the delivery of an order, if applicable.
- Calculate the simulated weekly costs by adding the week's holding, ordering, and backordering costs.

Table 10.8 reflects a 10 -week simulation for Allen Appliance using column 1 of Appendix C to generate the number of customers who arrive during the week and column 2 of Appendix C to generate the demand for each customer. The simulation begins in week 1 assuming a beginning inventory of 25 units.

The weekly order costs are calculated by (Order Cost) $+\$ 1$ (Stock on Hand) $+\$ 2$ (New Backorders) $+\$ 5$ (Total Backorders). The total cost over the 10 -week period is calculated by summing the amounts in the weekly cost column. This gives a total cost of $\$ 422$ or an average of $\$ 42.20$ per week.

Table 10.8 10-Week Simulation for Allen Appliance Company

| Week | Beginning Inventory | Random \# (Col. 1) | \# of Customers | Random \# (Col. 2) | Customer Demand | Weekly <br> Demand | Ending Inventory | Order <br> Placed? | Lead <br> Time | Weekly Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 65 | 3 | 33 | 3 |  |  |  |  |  |
|  |  |  |  | 98 | 4 |  |  |  |  |  |
|  |  |  |  | 26 | 3 | 10 | 15 | No | - | \$15 |
| 2 | 15 | 77 | 3 | 91 | 4 |  |  |  |  |  |
|  |  |  |  | 96 | 4 |  |  |  |  |  |
|  |  |  |  | 48 | 3 | 11 | 4 | Yes | 2 | \$49 |
| 3 | 4 | 61 | 2 | 82 | 4 |  |  |  |  |  |
|  |  |  |  | 27 | 3 | 7 | -3 | No | 1 | \$21 |
| 4 | -3 | 88 | 4 | 96 | 4 |  |  |  |  |  |
|  |  |  |  | 46 | 3 |  |  |  |  |  |
|  |  |  |  | 20 | 2 |  |  |  |  |  |
|  |  |  |  | 44 | 3 | 12 | -15 | No | 0 | \$99 |
| 5 | 10 | 42 | 2 | 84 | 4 |  |  |  |  |  |
|  |  |  |  | 94 | 4 | 8 | 2 | Yes | 2 | \$47 |
| 6 | 2 | 74 | 3 | 66 | 4 |  |  |  |  |  |
|  |  |  |  | 63 | 3 |  |  |  |  |  |
|  |  |  |  | 75 | 4 | 11 | -9 | No | 1 | \$63 |
| 7 | -9 | 11 | 1 | 05 | 1 | 1 | -10 | No | 0 | \$52 |
| 8 | 15 | 40 | 2 | 10 | 2 |  |  |  |  |  |
|  |  |  |  | 18 | 2 | 4 | 11 | No | - | \$11 |
| 9 | 11 | 03 | 0 |  |  |  | 11 | No | - | \$11 |
| 10 | 11 | 62 | 2 | 03 | 1 |  |  |  |  |  |
|  |  |  |  | 07 | 1 |  | 9 | Yes | 2 | \$54 |

To get a better sense of the average cost, the simulation should be performed over many more than 10 weeks. To do this, we can construct an Excel spreadsheet to perform the simulation. Figure 10.6 gives a copy of the spreadsheet used to perform this simulation. The average weekly cost is based on simulating 1000 weeks of operation. As we can see from this simulation run, the average cost over the 1000 weeks is $\$ 32.72$ per week as compared to the $\$ 42.20$ calculated for doing the 10 -week simulation.

The spreadsheet calculates the Total Cost in column I by summing the holding cost, ordering cost, and backorder costs. These costs are in columns F, G, and H, which are hidden in Figure 10.6. Also hidden in the figure are columns containing random numbers that are used to determine the number of customer arrivals and the total demand during each week. To see the formulas used in this spreadsheet, the interested reader may wish to examine file allen( $(\mathrm{r}, \mathrm{q})$.xls on the accompanying CD-ROM.

Appendix 10.3 on the accompanying CD-ROM discusses a number of statistical techniques that can be used to analyze the results of simulation runs and compare different policies.


FIGURE 10.6 Excel Spreadsheet for Simulating the Allen Appliance Problem

### 10.4 Simulation of a Queuing System Using a Next-Event Approach

Management scientists frequently use simulation to analyze queues. While closedform solutions for operating characteristics of several queuing situations were presented in Chapter 9, these models were based on a number of simplifying assumptions. For example, it was assumed that if a system has multiple servers, all servers work at the same rate. In many businesses (such as supermarkets that operate express check-out lines), this assumption simply is not valid. The queuing models in Chapter 9 also assumed that the interarrival times of customers follow an exponential distribution. Since in many queuing situations one or both of these assumptions may not be true, the models presented in Chapter 9 would not be valid.

## NEXT-EVENT SIMULATION

When the underlying assumptions necessary to obtain closed-form solutions are not met, simulation can be used to estimate the steady-state values. In this section we present a next-event simulation model for a queuing process. In a next-event simulation, the simulated data are updated when a particular event occurs (such as the arrival or departure of a customer) rather than after a specific period of time (as is the case in a fixed time simulation).

Next-event simulations can be modeled using a process-interaction approach in which each iteration traces all relevant processes incurred by an item in the system under study. For example, in a queuing system the simulation considers everything that happens to a particular customer as he or she moves through the
system. This includes arrival time, waiting time, selection of server(s), and service time(s). The next-event approach is preferred to a fixed time approach for simulating most queuing systems in part because if a fixed time approach were used, there would be many time periods in which no activity occurred and hence the simulation would be quite inefficient.

To illustrate the concept of developing a next-event simulation model for a queuing system, consider the case of Capital Bank.

## CAPITAL BANK

Capital Bank serves the community of Valley Glen. The bank is open weekdays from 9 A.m. to 4 P.m. ( 6 P.M. on Fridays) and has five teller positions. To better serve its customers, management is considering opening the bank on Saturday morning from 9 A.M. to noon.

During the Saturday morning period, management believes that the interarrival time of customers will be between a half minute and two minutes, according to the following probability distribution:

| Interarrival Time <br> (minutes) | Probability |
| :---: | :---: |
| .5 | .65 |
| 1 | .15 |
| 1.5 | .15 |
| 2 | .05 |

Management is considering staffing the bank with Ann Doss, the head teller and two associate tellers, Bill Lee, and Carla Dominguez. Because of Ann's experience, on the average, she serves customers faster than the two associate tellers. In particular, her service time will be between half a minute and three and a half minutes, with the following probability distribution:

| Ann's Service Time <br> (minutes) | Probability |
| :---: | :---: |
| .5 | .05 |
| 1 | .10 |
| 1.5 | .20 |
| 2 | .30 |
| 2.5 | .20 |
| 3 | .10 |
| 3.5 | .05 |

It is estimated that the time it takes either of the two associate tellers to serve a customer is between one minute and four and a half minutes, with the following probability distribution:

| Bill and Carla's Service Time <br> (minutes) | Probability |
| :---: | :---: |
| 1 | .05 |
| 1.5 | .15 |
| 2 | .20 |
| 2.5 | .30 |
| 3 | .10 |
| 3.5 | .10 |
| 4 | .05 |
| 4.5 | .05 |

The bank uses a first-come, first-served priority rule for serving customers. Management would like to use simulation to determine the anticipated average customer waiting time on Saturday morning.

## SOLUTION

Before developing the simulation model, let us determine if the requirement for steady-state will be satisfied. Here,
$\mathrm{E}($ Interarrival Time $)=\frac{1}{\lambda}=.5(.65)+1(.15)+1.5(.15)+2(.05)=.80$ minute
This is equivalent to $\lambda=1 / .80=1.25$ customers per minute or $60 * 1.25=75$ customers per hour.

$$
\begin{gathered}
\mathrm{E}(\text { Service Time }-\mathrm{Ann})=.5(.05)+1(.10)+1.5(.20)+2(.30)+2.5(.2)+ \\
3(.10)+3.5(.05)=2 \text { minutes } \\
\mathrm{E}(\text { Service Time }- \text { Bill or Carla })=1(.05)+1.5(.15)+2(.20)+2.5(.3)+ \\
3(.10)+3.5(.10)+4(.05)+4.5(.05)=2.5 \mathrm{~min} .
\end{gathered}
$$

Hence Ann can serve $60 / 2=30$ customers per hour, and Bill and Carla can each serve $60 / 2.5=24$ customers per hour. Thus the average number of customers who can be served per hour is $30+2 * 24=78$. Since this is greater than the arrival rate of 75 , steady-state will be reached.

The first step in developing the simulation is to determine the random number mappings. Based on the given probabilities, the random number mappings shown in Tables 10.9a, b and $c$ were developed.

Table 10.10 shows the results of a 20 -customer simulation using random numbers from column 4 of Appendix C to determine the customer interarrival times and numbers from column 5 to determine the customer service times.

TABLE 10.9a Customer Interarrival Time

| Time | Random \#'s |
| :--- | :---: |
| .5 minute | $00-64$ |
| 1 minute | $65-79$ |
| 1.5 minutes | $80-94$ |
| 2 minutes | $95-99$ |

Table 10.9b Ann's
Service Time

| Time | Random \#'s |
| :--- | :---: |
| .5 minute | $00-04$ |
| 1 minute | $05-14$ |
| 1.5 minutes | $15-34$ |
| 2 minutes | $35-64$ |
| 2.5 minutes | $65-84$ |
| 3 minutes | $85-94$ |
| 3.5 minutes | $95-99$ |

Table 10.9c Bill and Carla's Service Time

| Time | Random \#'s |
| :--- | :---: |
| 1 minute | $00-04$ |
| 1.5 minutes | $05-19$ |
| 2 minutes | $20-39$ |
| 2.5 minutes | $40-69$ |
| 3 minutes | $70-79$ |
| 3.5 minutes | $80-89$ |
| 4 minutes | $90-94$ |
| 4.5 minutes | $95-99$ |

Table 10.10 Capital Bank Simulation for 20 Customer Arrivals

| Customer | Random Number | Arrival Time | Random <br> Number | Ann |  | Bill |  | Carla |  | Waiting <br> Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Start | Finish | Start | Finish | Start | Finish |  |
| 1 | 89 | 1.5 | 63 | 1.5 | 3.5 |  |  |  |  | 0 |
| 2 | 88 | 3 | 46 |  |  | 3 | 5.5 |  |  | 0 |
| 3 | 90 | 4.5 | 86 | 4.5 | 7.5 |  |  |  |  | 0 |
| 4 | 26 | 5 | 00 |  |  |  |  | 5 | 6 | 0 |
| 5 | 79 | 6 | 56 |  |  | 6 | 8.5 |  |  | 0 |
| 6 | 55 | 6.5 | 67 |  |  |  |  | 6.5 | 9 | 0 |
| 7 | 26 | 7 | 59 | 7.5 | 9.5 |  |  |  |  | 0.5 |
| 8 | 16 | 7.5 | 28 |  |  | 8.5 | 10.5 |  |  | 1 |
| 9 | 40 | 8 | 79 |  |  |  |  | 9 | 12 | 1 |
| 10 | 65 | 9 | 64 | 9.5 | 11.5 |  |  |  |  | 0.5 |
| 11 | 61 | 9.5 | 33 |  |  | 10.5 | 12.5 |  |  | 1 |
| 12 | 68 | 10.5 | 81 | 11.5 | 14 |  |  |  |  | 1 |
| 13 | 75 | 11.5 | 17 |  |  |  |  | 12 | 13.5 | 0.5 |
| 14 | 65 | 12.5 | 63 |  |  | 12.5 | 15 |  |  | 0 |
| 15 | 08 | 13 | 66 |  |  |  |  | 13.5 | 16 | 0.5 |
| 16 | 31 | 13.5 | 27 | 14 | 15.5 |  |  |  |  | 0.5 |
| 17 | 20 | 14 | 04 |  |  | 15 | 16 |  |  | 1 |
| 18 | 40 | 14.5 | 34 | 15.5 | 17 |  |  |  |  | 1 |
| 19 | 99 | 16.5 | 07 |  |  | 16.5 | 18 |  |  | 0 |
| 20 | 09 | 17 | 69 | 17 | 19.5 |  |  |  |  | 0 |

The simulation prceeds as follows:

- A customer will go to Ann if she is free.
- If Ann is not free, the customer will go to Bill if he is free.
- If both Bill and Ann are busy, the customer will go to Carla if she is free.
- If all tellers are busy, the customer waits in line and then goes to the first teller who becomes available.
- The waiting time for a customer represents the time a customer spends in line prior to beginning service. This is calculated by taking the difference between the time the customer begins service and the time the customer arrives.

Let us examine a few of the customer arrivals to understand how the simulation is carried out. For customer 1 the random number used to determine the interarrival time is 89 (the first number in column 4 of Appendix C). Using the random number mapping in Table 10.9a this corresponds to an interarrival time of 1.5 minutes. Hence the arrival time of customer 1 is time 1.5. Since all three servers are free, customer 1 is served by Ann. The random number for customer l's service time is 63 (the first number in column 5 of Appendix C). Using Table 10.96 for the random number mapping for Ann, this corresponds to a service time of 2 minutes. Hence for customer 1 service begins at time 1.5 (the time the customer arrives) and is completed at time 3.5 (arrival time 1.5 plus service time of 2 ). Thus Ann is busy serving customer 1 until time 3.5 .

The interarrival time for customer 2 is determined by the random number 88 (the second number in column 4). From Table $10.9 a$ this also corresponds to an interarrival time of 1.5 minutes. Since customer 1 arrived at time 1.5, this means that customer 2 arrives at time 3 . Since Ann is busy at time 3, customer 2 is served by Bill. The random number for customer 2's service time is 46 (the second number in column 5). Using Table $10.9 c$ the random number mapping for the associ-
ate tellers, the random number of 46 corresponds to a service time of 2.5 minutes. Hence customer 2 will complete service at time 5.5 (the arrival time of 3 plus the service time of 2.5) and Bill will be busy serving customer 2 during this time.

This process is repeated for all customers. Since both the first and second customers were served immediately, their waiting times are 0 . To illustrate a customer for whom the waiting time is not 0 , consider customer 7 who arrives at time 7. At this time all three servers are busy. The first server who becomes free is Ann at time 7.5 . Hence service for customer 7 begins at time 7.5 , and the waiting time for customer 7 is .5 , the difference between the time service begins (7.5) and the time the customer arrives (7).

To estimate the average customer waiting time, you might think that we should simply add the values in the Waiting Time column and divide by the number of customers in the simulation (20). This would give an average waiting time of $8.5 / 20=.425$ minute. But as with most queuing simulations that start empty, there is a certain start up bias associated with the first several customers before the system reaches steady state. Hence a number of the initial waiting time values should be excluded from the calculation of the average waiting time.

If the first 10 customers are excluded then the average waiting time of the last 10 customers can be used to give the estimated average waiting time of 5.5/10 $=$ .55 minute. This is probably a more valid estimate of the average customer waiting time. Of course, the true average customer waiting time may in fact be very different from .425 or .55 minute. A different set of simulation numbers would most likely generate a different value for the average waiting time. Doing a 20 -customer simulation does not give enough waiting time values to yield a very accurate estimate.

However, one would not want to have to do a simulation of $10,000,1000$, or even 100 customers by hand. Fortunately, Excel spreadsheets can be constructed to do this simulation. Figure 10.7 shows such a portion of the spreadsheet Capital Bank.xls, given on the accompanying CD-ROM, that simulates 1000 customer arrivals. Note that both the time a customer spends in line and the time a customer spends in the system are calculated on this spreadsheet. With this

Capital Bank.xls

FIGURE 10.7
Excel Spreadsheet for Performing Capital Bank Simulation

many customers in the system, the start-up bias should have little effect and has been ignored.

The formulas for the spreadsheet shown in Figure 10.7 are discussed in Appendix 10.4 on the accompanying CD-ROM. It can be seen, however, that the simulation calculates the average waiting time in line in cell E1 and the average waiting time in the system in cell E2. Little's formulas can be used to determine the average number of customers in line and in the system. Specifically, the average number of customers in line and in the system are found by multiplying the average arrival rate by the simulated results for the average waiting time in line and in the system respectively.

Since for this problem, the expected interarrival time is .80 minute, the arrival rate, $\lambda$, is $1 / .80=1.25$ customers per minute. Hence we have the following values from this simulation.

Average Customer Waiting Time in Line $\left(W_{q}\right)=1.432$ minutes
Average Customer Waiting Time in the System $(W)=3.732$ minutes
Average Number of Customers Waiting in Line $\left(\mathrm{L}_{\mathrm{q}}\right)=1.25 * 1.432=1.790$
Average Number of Customers in the System (L) $=1.25 * 3.732=4.665$

## Using a Fixed Time versus a Next-Event Approach

Although it is generally easier to understand a fixed time simulation process, the majority of discrete simulations are carried out using the next-event approach. The reason for this is that simulations generally deal with events that do not occur in regular time intervals, and therefore the fixed time approach would not be very efficient.

For example, we could have conceivably developed the simulation model for the Capital Bank problem using a fixed time approach. However, we would have had to standardize the time unit at .5 minute (the largest time unit that divides into all possible interarrival and service times). Hence, if the fixed time approach were used there would be a great many periods in which there were no arrivals or completions of service. For example, in Table 10.10 it can be seen that after 20 customers the simulated time has reached 17 minutes. If a fixed time simulation with a time interval of 5 had been used, 20 time periods would have only simulated a time of 10 minutes.

### 10.5 Random Number Mappings for Continuous Random Variables

In Section 10.2 two methods for generating random variables corresponding to discrete probability distributions were illustrated. One used the probability distribution itself, and the other used the cumulative distribution function, $\mathrm{F}(\mathrm{x})$. In this section, techniques for simulating continuous random variables are discussed.

## THE EXPLICIT INVERSE DISTRIBUTION METHOD

In the explicit inverse distribution method the cumulative distribution function, $\mathrm{F}(\mathrm{x})$, is used to determine a value for the random variable. In particular, an equation, known as the inverse distribution function, which expresses $x$ in terms of $F(x)$ is developed. A pseudo-random number, Y , which corresponds to a uniformly dis-
tributed random variable between 0 and 1 is then generated, and the inverse distribution function is used to find the value of $x$ that corresponds to $Y=F(x)$. For example, if the random number $\mathrm{Y}=.37268$, is generated, the simulated event has a value x , such that $\mathrm{F}(\mathrm{x})=.37268$.

To illustrate this technique, consider the $M / M / k$ queuing system discussed in Chapter 9. In this model, an exponential distribution describes customer interarrival times. A different exponential distribution describes customer service times.

The probability density function for the exponential distribution of the service time is:

$$
\begin{equation*}
f(x)=\mu \mathrm{e}^{-\mathrm{ux}} \quad \text { for } \mathrm{x} \geq 0 \tag{10.1}
\end{equation*}
$$

and its cumulative distribution is:

$$
\begin{equation*}
F(x)=1-e^{-\mu x} \tag{10.2}
\end{equation*}
$$

In these expressions, $\mu$ is the server's mean service rate, and $1 / \mu$ is the server's mean service time.

If Y is a random number generated from a uniform distribution over the interval from 0 to 1 , a simulated service time, x , is generated by finding the value of x such that

$$
\begin{equation*}
\mathrm{Y}=1-\mathrm{e}^{-\mu x} \tag{10.3}
\end{equation*}
$$

Rearranging these terms gives:

$$
\begin{equation*}
\mathrm{e}^{-\mu \mathrm{x}}=1-\mathrm{Y} \tag{10.4}
\end{equation*}
$$

Taking logarithms of both sides of Equation 10.4 to solve for x gives:

$$
\begin{equation*}
-\mu x=\ln (1-Y) \tag{10.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{x}=\frac{-\ln (1-\mathrm{Y})}{\mu} \tag{10.6}
\end{equation*}
$$

In Equation 10.6, the time units for x are the same as those for $\mu$. Thus, if $\mu$ is expressed in terms of customers per minute, x is in terms of minutes.

To illustrate the use of Equation 10.6, consider a queuing process that has an exponential service time distribution with an average service time of $1 / \mu=.5$ minute. The service rate, therefore, is $\mu=1 / .5=2$ per minute. Using the second column of Appendix C to simulate service times we see that the first value is .3338 . Hence, using Equation 10.6 gives the following service time, x :

$$
x=\frac{-\ln (1-.3338)}{2}=.203 \text { minute }
$$

Excel can be used to generate exponential service times using its RAND() and LN functions as shown in Figure 10.8.

Notice that in this simulation, although the mean value for the service time is .5 minute, the 10 values we generated using Excel range from a low of .0088 minute to a high of 2.0442 minutes.


FIGURE 10.8 Excel Simulation of Service Times Using the Explicit Inverse Distribution Method

## THE INTERPOLATION METHOD

Although it is easy to map pseudo-random numbers in the case of the exponential distribution, such mapping is not always so simple because it may not be possible to obtain a closed-form solution for x in terms of $\mathrm{F}(\mathrm{x})$. In such cases, the interpolation method can be used instead of the explicit inverse method. This method is described in Appendix 10.5 on the accompanying CD-ROM.

## RANDOM NUMBERS AND EXCEL

When using Excel, a number of continuously distributed random variables can be generated. For example, if one wishes to generate a normally distributed random variable with mean $\mu$ and standard deviation $\sigma$, one could use the function $=$ NORMINV $(\operatorname{Rand}(), \mu, \sigma)$. To illustrate, suppose that a traffic engineer believes that the speed at which cars travel down a certain road is normally distributed with a mean of 35 mph and a standard deviation of 3 mph and she wishes to develop a simulation to investigate the impact of a stoplight on this street. Using the NORMINV ${ }^{2}$ function to generate the speeds of 20 cars gives the spreadsheet shown in Figure 10.9.

For this set of numbers, the mean value is 34.72 and the standard deviation is 3.80. These values are very close to the true mean and standard deviation of the distribution.

In addition to generating normally distributed random variables, Excel can generate random variables from a Beta distribution (use the function BETAINV), a Chi Square distribution (use the function CHIINV), an F distribution (use the

[^58]traffic.x|s


FIGURE 10.9 Twenty Normally Distributed Values Generated by Excel
function FINV), a Gamma distribution (use the function GAMMAINV), and a lognormal distribution (use the function LOGINV).

As mentioned earlier in the chapter, Excel can also generate random numbers following some specific distributions using Random Number Generation found under Data Analysis. One drawback of this technique, however, is that a series of numbers following the desired distribution is placed into cells rather than the formulas that generate the random numbers. This can present certain shortcomings when one wishes to use Excel add-ins to do multiple simulation runs.

### 10.6 Simulation of an $M / M / 1$ Queue

In Section 10.4 it was illustrated how one could simulate a queuing system with three servers in which the arrival process did not meet the conditions for a Poisson process and did not have identical service distributions for each server. In this section, a simulation for an $M / M / 1$ system is presented. Although an $M / M / 1$ system would never actually be simulated (because the closed-form steady-state results for this model are known), the simulation is done to illustrate the accuracy of the next-event queuing simulation process.

As in Section 10.4, a process-interaction approach is followed. That is, the arrival time of each customer is determined by adding a random interarrival time to the time of the previous customer's arrival. If an arriving customer finds no other customers in the system, service begins immediately; otherwise it begins when the previous customer has completed service. The time at which a customer completes service equals the time service begins plus a random service time. The average waiting time in the queue or system is estimated by keeping track of the time each simulated customer spends in the system.

To illustrate, consider the following situation faced by the Lanford Sub Shop.

## LANFORD SUB SHOP

Lanford Sub Shop.xls
The Lanford Sub Shop is a small sandwich shop serving downtown Dayton, Ohio. The sole employee is the owner, Frank Lanford, who makes a customer's sandwich in an average time of one minute.

During the lunch hour period (11:30 A.M. to 1:30 P.M.), an average of 30 customers an hour arrive at the Sub Shop. Frank believes that the customer arrival process is Poisson and that his service time follows an exponential distribution. He is interested in using simulation to determine the average time a customer must wait for service.

## SOLUTION

The Lanford Sub Shop can be modeled as an M/M/1 queue (see Chapter 9) with an arrival rate $\lambda=30$ customers per hour ( .5 per minute) and a service rate $\mu=60$ customers per hour ( 1 per minute). A hand simulation for this operation can be performed by generating and recording the following data:

1. The number of the arriving customer (C\#).
2. The random number used to determine the interarrival time (R\#1).
3. The interarrival time (IAT).
4. The arrival time for the customer (AT).
5. The time at which service begins for the customer (TSB).
6. The waiting time a customer spends in line (WT).
7. The random number used to determine the service time (R\#2).
8. The service time (ST).
9. The time at which service ends for the customer (TSE).

The simulation "clock" begins at time $\mathrm{t}=0$, which corresponds to 11:30 A.M. The explicit inverse method will be used to generate the interarrival times (IAT) and service times (ST). The AT, TSB, and TSE columns are times measured from time $\mathrm{t}=0$ on the simulation clock.

While separate columns could be used to select random numbers for arrival times and service times, in Table 10.11 random numbers from column 1 are used to generate both R\#1 for the interarrival times and R\#2 for Frank's service times for the first 10 customers. (Times given are in minutes.)

Table 10.11 Lanford Sub Shop Simulation for First 10 Customers

| C\# | R\#1 | IAT | AT | TSB | WT | R\#2 | ST | TSE |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | .6506 | 2.10 | 2.10 | 2.10 | 0 | .7761 | 1.50 | 3.60 |
| 2 | .6170 | 1.92 | 4.02 | 4.02 | 0 | .8800 | 2.12 | 6.14 |
| 3 | .4211 | 1.09 | 5.11 | 6.14 | 1.03 | .7452 | 1.37 | 7.51 |
| 4 | .1182 | .25 | 5.36 | 7.51 | 2.15 | .4012 | .51 | 8.02 |
| 5 | .0335 | .07 | 5.43 | 8.02 | 2.59 | .6299 | .99 | 9.01 |
| 6 | .5482 | 1.59 | 7.02 | 9.01 | 1.99 | .1085 | .11 | 9.12 |
| 7 | .1698 | .37 | 7.39 | 9.12 | 1.73 | .6969 | 1.19 | 10.31 |
| 8 | .1696 | .37 | 7.76 | 10.31 | 2.55 | .0267 | .03 | 10.34 |
| 9 | .3175 | .76 | 8.52 | 10.34 | 1.82 | .7959 | 1.59 | 11.93 |
| 10 | .4958 | 1.37 | 9.89 | 11.93 | 2.04 | .4281 | .56 | 12.49 |

To illustrate how the entries for this table were obtained, consider customer 3. At this point four random numbers (two for the interarrival times and two for the service times of customers 1 and 2) would have already been used. Thus the fifth random number from column 1, (.4211) is selected to determine the interarrival time for customer 3. Using the explicit inverse method generates an interarrival time of $\mathrm{x}=-\ln (1-.4211) / 30=.0182$ hour $=1.09$ minutes. Hence customer 3 arrives 1.09 minutes after customer 2 . Since the arrival time for customer 2 occurred at a simulated clock time of 4.02 minutes, the arrival time for customer 3 would be $4.02+1.09=5.11$ minutes.

Customer 2 did not complete service until 6.14 minutes. Since customer 3 cannot begin service until customer 2 leaves, the customer must wait in line $6.14-5.11=1.03$ minutes.

The sixth random number from column $1(.7452)$ is then selected to determine the service time for customer 3. Using the explicit inverse method .7452 generates a service time of $x=-\ln (1-.7452) / 60=.0228$ hour $=1.37$ minutes. Hence, since customer 3's service begins at clock time 6.14 and lasts 1.37 minutes, his service ends at time $6.14+1.37=7.51$ minutes.

From this limited simulation run, without correcting for start-up bias, the average waiting time for a customer in the queue can be estimated by averaging the 10 customers' waiting times:
(Average waiting time for this 10 customer simulation) $=$
$[0+0+1.03+2.15+2.59+1.99+1.73+2.55+1.82+2.04] / 10=1.59$ minutes
The true steady-state value for the average customer waiting time at the Lanford Sub Shop derived from the formula for $W_{q}$ in Chapter 9 is:

$$
W_{\mathrm{q}}=\frac{\lambda}{\mu(\mu-\lambda)}=\frac{30}{60(60-30)}=\frac{1}{60} \text { hours }=1 \text { minute }
$$

It should be no surprise that the value calculated for $W_{\mathrm{q}}$ based on a single simulation run of only 10 customers is quite different from the steady-state value. However, as the number of customers used to calculate the average waiting time increases, we would expect the calculated value for $\mathrm{W}_{\mathrm{q}}$ to become closer to the steady-state value.

Figure 10.10 shows the simulation of the same $M / M / 1$ queue based on 1000 customer arrivals, using Excel.

The formulas used in this spreadsheet are as follows:

| Cell | Value | Formula |
| :---: | :---: | :---: |
| E4 | Wq | =AVERAGE(E8:E1007) |
| Row 8 ( ${ }^{\text {d }}$ |  |  |
| A8 | Customer Number | = $\mathrm{A} 7+1$ |
| B8 | Customer Interarrival Time | $=-\mathrm{LN}(1-\mathrm{RAND}()) /(\$ \mathrm{D} \$ 1 / 60)$ |
| C8 | Arrival Time | $=\mathrm{B} 8+\mathrm{C} 7$ |
| D8 | Time Service Begins | $=\mathrm{MAX}(\mathrm{C} 8, \mathrm{G} 7$ ) |
| E8 | Waiting Time | $=\mathrm{D} 8-\mathrm{C} 8$ |
| F8 | Service Time | $=-\mathrm{LN}(1-\mathrm{RAND}()) /(\$ \mathrm{D} 2 / 60)$ |
| G8 | Time Service Ends | $=\mathrm{D} 8+\mathrm{F} 8$ |

The formulas in row 8 are then dragged into rows 9 through 1007.
Note that for the simulation shown in Figure 10.10, the simulated average waiting time, 1.134243 , differs approximately $13 \%$ from the steady-state value for $W_{q}$. This should not be unexpected since the simulation results are based on the set of random numbers selected. As additional simulations are run, the average waiting time taken over all simulation runs should become even closer to the steady-state value for $\mathrm{W}_{\mathrm{q}}$.


FIGURE 10.10 Simulation of an M/M/1 Queue Using Excel

### 10.7 Conducting Simulations Using Crystal Ball

## OVERVIEW OF CRYSTAL BALL

As seen in the previous sections, running a simulation only once can lead to a value that may be far from the true mean value. To get a result that is close to the true mean value, the simulation should be run multiple times and the results of these multiple runs averaged. A number of Excel add-on modules have been developed to perform such multiple simulations. These programs also generate relevant statistics dealing with the simulation outcomes. One of the most popular software packages for doing such analyses is Crystal Ball, developed by Decisioneering, Inc. On the accompanying CD-ROM you will find a student version of Crystal Ball that can be used in performing Excel simulations. Although this version has a limited set of options as compared to the professional version, it is powerful enough to do many of the analyses one would wish to perform as part of a simulation study.

## The Crystal Ball Toolbar

After loading Crystal Ball, three new menu items and a new toolbar become part of the Excel screen. The new menu items are Cell, Run, and CBTools, which are to the immediate left of the Help command on the toolbar. The options contained under the Cell, Run, and CBTools menus are shown in Figures 10.11a, 10.11b, and 10.11 c .


Figure 10.12 shows the toolbar added by Crystal Ball:

## 

FIGURE 10.12 Crystal Ball Toolbar

Of particular importance are the following selections:
Click on this icon to define an assumption (i.e., give a probability distribution) for the cell. However, in order to do this, the cell for which you wish to define an assumption must have a numeric value (e.g., it cannot be blank, contain a formula, or contain text). Typically, you would want the cell value to be equal to the mean of the desired probability distribution. Illustrations of assumptions will be given below.

Click on this icon to define a cell as a decision variable. Making a cell a decision variable gives the analyst the opportunity to vary the cell value during a simulation run.

Wلlle Click on this icon to select the cells you wish to have the simulation forecast. Specifically, the forecast cells are the ones for which Crystal Ball collects relevant statistics as well as graphs of values.

国 Click on this icon to set up the simulation preferences. Of particular importance is the specification of the number of simulation runs you wish to perform and the random number seed value you wish to specify.

Click on this icon to run the simulation.
Click on this icon to stop the simulation while it is running.

FIGURE 10.13
Crystal Ball Screen for the Jewel Vending Company Model


The following sequence of three steps is used to perform the simulation with Crystal Ball.

1. The item we wish to forecast (the number of days to sell 40 jaw breakers) is in cell F1. Highlight this cell and click on the forecast icon- L LللUL . This brings the dialogue box up shown in Figure 10.14. Change the Forecast Name from F1 to Time to Sell 40 Jaw Breakers and make the Units equal to Days. Then click on OK.
2. Click the set-up preferences icon-国 to indicate the desired number of simulation runs (trials). This gives the dialogue box shown in Figure 10.15. Note that initially the maximum number of trials has been set to 500 . Click on OK to run the simulation.

FIGURE 10.14 Crystal Ball Dialogue Box for Naming a Forecast Cell

FIGURE 10.15 Crystal Ball Dialogue Box for Setting Run Preferences

FIGURE 10.16
Crystal Ball Frequency Chart

## Cell F1: Define Forecast

Forecast Name: F1
Units: $\square$

3. The result is the frequency chart shown in Figure 10.16. (Your results will be somewhat different due to a different selection of random numbers by your computer.)


Note: If you do not see this chart after running the simulation, you can view the chart by either clicking on the open forecast icon-m or by selecting Forecast Window in the Run menu. This gives the dialogue box shown in Figure 10.17. Clicking on the Open All Forecasts box should give the Forecast.

FIGURE 10.17
Crystal Ball Dialogue Box for Opening or Closing Forecasts

FIGURE 10.18
Crystal Ball Statistical Output


Click on the View/Statistics in the menu bar to see the statistics associated with this chart. The output for the simulation is given in Figure 10.18.


## ANALYSIS OF OUTPUT

## Hypothesis Testing

Recall from Section 10.2 that Bill Jewel wished to do the following hypothesis test:

$$
\begin{array}{ll}
\text { Null: } & \mathrm{H}_{0}: \mu=16 \\
\text { Alternative: } & \mathrm{H}_{\mathrm{A}}: \mu \neq 16
\end{array}
$$

From the frequency chart in Figure 10.16 the time to sell 40 jaw breakers appears to follow a normal distribution. (Crystal Ball actually has an option that allows one to do a goodness of fit test to check this assumption.) Assuming a normal distribution, the $t$ distribution can be used to determine the outcome of this hypothesis test. Specifically, the $t$ statistic is calculated by subtracting $\mu_{0}=16$ from the sample mean and dividing this amount by the mean standard error (the value in the last row of the output). From Figure 10.18 therefore the $t$ statistic is:

$$
\mathrm{t}=\frac{\text { mean }-16}{\text { standard error }}=\frac{16.62-16}{.10}=6.2
$$

A t statistic of 6.2 is clearly significant. Thus it can be concluded that the average number of days to sell 40 or more jaw breakers is not equal to 16 .

## Confidence Intervals

This same information can be used to generate a $95 \%$ confidence interval for the average number of days to sell 40 or more jaw breakers. However, for illustrative purposes let us rerun Crystal Ball, but this time with 5000 runs. To do this first reset the simulation (click on the $\mathbb{1}$ icon) and then change the run preferences (click on the 国|icon) to make the Maximum Number of Trials equal to 5000 . As you run the simulation with the view set to statistics, you will observe that the mean standard error keeps decreasing. For our simulation run, the output shown in Figure 10.19 was obtained.


From this output a $95 \%$ confidence interval for the mean time to sell 40 or more jaw breakers will be:

$$
\begin{aligned}
\left(\bar{x}-t_{.025} \frac{s}{\sqrt{n}}, \bar{x}+t_{.025} \frac{s}{\sqrt{n}}\right)= & (16.44-1.96 * .03,16.44+1.96 * .03) \\
& =(16.38,16.50)
\end{aligned}
$$

Note that since $n=5000, \mathrm{z}_{.025}$ was used to approximate $\mathrm{t}_{.025}$. Hence, Bill is $95 \%$ confident that the true average time to sell 40 or more jaw breakers is somewhere between 16.38 and 16.50 days. Increasing the number of runs done by Crystal Ball for this problem beyond 5000 would give an even smaller confidence interval.

## USING CRYSTAL BALL TO DETERMINE AN INVENTORY POLICY

One of the important features of Crystal Ball is that it allows a comparison of policies. In Section 10.3 a simulation for the Allen Appliance Company based on an order point-order quantity or ( $\mathrm{R}, \mathrm{Q}$ ) system we presented. One might be interested in whether an order point-order up to level or (R,M) system would be less expensive. To analyze this, the Excel simulation developed for the ( $\mathrm{R}, \mathrm{Q}$ ) system (file allen(r,q).xls on the accompanying CD-ROM) was modified to represent a simulation of an ( $\mathrm{R}, \mathrm{M}$ ) system. The corresponding simulation is contained in spreadsheet allen $(r, m)$.xls on the accompanying CD-ROM.

In Chapter 8 it was asserted that on the average, an ( $\mathrm{R}, \mathrm{M}$ ) policy is generally less expensive than an $(R, Q)$ policy. To determine whether this is true for the situation faced by Allen Appliance, 500 simulation runs of each of the two policies using Crystal Ball were made.

The results of the simulation run for the $(\mathrm{R}, \mathrm{Q})$ policy are given in Figures 10.20 and 10.21, while those for the ( $\mathrm{R}, \mathrm{M}$ ) policy are shown in Figures 10.22 and 10.23.


FIGURE 10.20 Crystal Ball Frequency Chart Output for (R,Q) Policy


FIGURE 10.21 Crystal Ball Statistical Output for (R,Q) Policy


FIGURE 10.22 Crystal Ball Frequency Chart Output for (R,M) Policy

FIGURE 10.23 Crystal Ball Statistical Output for (R,M) Policy


To determine whether the ( $\mathrm{R}, \mathrm{M}$ ) policy is less expensive on average than the $(\mathrm{R}, \mathrm{Q})$ policy, the following one-tailed hypothesis test is performed.

$$
\begin{array}{ll}
\text { Null: } & \mathrm{H}_{0}: \mu_{1}-\mu_{2}=0 \\
\text { Alternative: } & \mathrm{H}_{\mathrm{A}}: \mu_{1}-\mu_{2}>0
\end{array}
$$

Here population 1 refers to the ( $\mathrm{R}, \mathrm{Q}$ ) policy and population 2 refers to the ( $\mathrm{R}, \mathrm{M}$ ) policy. Since Figures 10.20 and 10.22 show that the average weekly cost for the two inventory policies approximately follows a normal distribution and large sample sizes have been taken from both populations, a z statistic can be used to approximate $t$ to carry out this test. As the hypothesized mean difference is 0 , the relevant z statistic is given by the formula:

$$
z=\frac{\left(x_{1}-\bar{x}_{2}\right)-0}{\sqrt{\frac{s_{1}^{2}}{n_{1}}+\frac{s_{2}^{2}}{n_{2}}}}=\frac{32.14-29.22}{\sqrt{\frac{1.40}{500}+\frac{.63}{500}}}=\frac{2.92}{.0637}=45.83
$$

Because this is an upper tail test, $\mathrm{z}=45.83$ is a clear indication that in this case the $(R, M)$ policy is cheaper, on the average, than the $(R, Q)$ policy.

## Finding the Best ( $\mathrm{R}, \mathrm{M}$ ) Policy

In light of the above result, one may be interested in finding the best ( $\mathrm{R}, \mathrm{M}$ ) policy to use for Allen Appliance. Crystal Ball is ideal for analyzing different policies through the use of a decision table. For example, consider evaluating order quantities between 23 and 32 and reorder points between 8 and 17 .

To have Crystal Ball perform the appropriate decision table analysis, the following steps are used:

1. Reset the simulation by pressing the $<\mathbb{i}$ icon.
2. Define the average cost (cell B7) as the forecast value by highlighting cell B7 and clicking on the LlلWh icon.
3. Define the order quantity Q (cell B2) as a decision variable by highlighting cell B2 and clicking on the icon. This opens up the dialogue box shown in Figure 10.24. For this analysis, since Q will be evaluated for values between 23 and 32 the Lower bound is changed from 22.5 to 23 and the Upper bound from 27.5 to 32 . We also wish the decision variable to be discrete and the step to be 1 . Since decision names cannot contain an " $=$ " sign, change the name of the decision variable from " $\mathrm{Q}=$ " to simply " Q ."


FIGURE 10.24 Crystal Ball Dialogue Box for Defining the Bounds for a Decision Variable
4. Define the reorder point R (cell B3) also as a decision variable by highlighting cell B3 and again clicking on the icon. For the reorder point the lower bound will be 8 and the upper bound 17. Again make the variable type discrete and the step equal to 1 . Also change the name of the decision variable from " $R=$ " to " $R$."
5. To set up the decision table, select Decision Table under CBTools in the menu bar. This brings up the dialogue box shown in Figure 10.25. Since Average Cost = is already highlighted, click on the Next button. This gives the dialogue box shown in Figure 10.26.


FIGURE 10.25 Initial Crystal Ball Dialogue Box for Setting Up a Decision Table


FIGURE 10.26 Second Crystal Ball Dialogue Box for Setting Up a Decision Table
6. As the values of both $Q$ and $R$ vary, we highlight both quantities are highlighted in the left hand (Available Decision Variables) box. Then click the $\gg$ box to move each to the Chosen Decision Variables column on the right side of the dialogue box. Then click on Next. This gives the dialogue box shown in Figure 10.27.


FIGURE 10.27 Third Crystal Ball Dialogue Box for Setting Up a Decision Table

FIGURE 10.28
Decision Table Output for Allen Appliance Model

FIGURE 10.29
Decision Table Output for Allen Appliance Model

7．As can be seen from this dialogue box， 10 different values for Q and 10 different values for R will be evaluated．Since this results in 100 different simulations，one may wish to reduce the number of simulation trials to less than 500 ，say 100．（After all，you do not want to tie up your computer for too long．）Change＂Run each simulation for＂to 100 and click on Start．

## Analyzing the Simulation Results

The simulation results are shown in Figure 10．28．

|  | A | B | C | 0 | E | F | 6 | H | 1 | J | K | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Trend <br> nuariou | $\begin{aligned} & 0 \\ & N \\ & \hline N \end{aligned}$ | $\begin{aligned} & 0 \\ & \Delta \\ & \Delta \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { O } \\ & \text { O} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { O } \\ & \hline 9 \end{aligned}$ | $\begin{aligned} & 0 \\ & B \end{aligned}$ | $\begin{array}{r} 0 \\ 0 \\ \hline 0 ⿴ 囗 ⿰ 丨 丨 ⿱ 一 ⿱ ㇒ ⿴ 囗 ⿱ 一 一 ⿰ 亻 ⿱ 丶 ⿻ 工 二 十 \end{array}$ | $\begin{array}{r} 0 \\ 0 \\ 0 \end{array}$ | $\begin{aligned} & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \underline{\omega} \end{aligned}$ | $\stackrel{0}{\omega}$ |  |
| 2 | R（8） | 32.49628 | 32.0207 | 3150864 | 312252 | 30.78742 | 30.57182 | 30.12943 | 30.11337 | 29.97291 | 29.80672 | 1 |
| 3 | R（9） | 31.18105 | 30.61218 | 3034156 | 29.893 | 29.6994 | 29.46378 | 29.14451 | 29.2245 | 2901147 | 28.99288 | 2 |
| 4 | R（10） | 2998043 | 29.51874 | 29.19553 | 28.90977 | 2874925 | 2858188 | 2848685 | 28.4306 | 28.23725 | 28.31075 | 3 |
| 5 | R（11） | 28.99812 | 28.58733 | 28.34429 | 28.14743 | 27.92502 | 27.89588 | 27.87937 | 27.6989 | 2777291 | 27.7307 | 4 |
| 6 | $R(12)$ | 28.25184 | 27.88557 | 27.62985 | 27.41844 | 27.42022 | 2733165 | 2732303 | 27.28231 | 27.43939 | 2737879 | 5 |
| 7 | R（13） | 274851 | 2730369 | 27.17235 | 2694866 | 2705684 | 27.02325 | 27.08892 | 27.0442 | 2709872 | 2726346 | 6 |
| 8 | R（14） | 27.05469 | 2689896 | 26.76435 | 26.78153 | 2675517 | 26.75468 | 2685777 | 26.97326 | 26.9967 | 27.16476 | 7 |
| 9 | R（15） | 26.82684 | 26.67352 | 2657487 | 26.66804 | 26.69624 | 26.70844 | 26.76642 | 2697769 | 2704016 | 2718736 | 8 |
| 10 | R（16） | 26.72675 | 2669879 | 2660806 | 2650756 | 2674371 | 26.83556 | 2697054 | 270455 | 2721496 | 2744263 | 9 |
| 11 | R（17） | 26.72559 | 2668186 | 26.69509 | 2683311 | 2693133 | 27.04635 | 27.26293 | 27.33327 | 2753253 | 27.73008 | 10 |
| 12 |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |  |

As can be seen from this figure，for this set of simulation runs the lowest average cost is 26.57487 ，which occurs when $\mathrm{Q}=25$ and $\mathrm{R}=15$ ．Of course，since many of the other values are close to this amount，additional simulation runs of greater dura－ tion may be done to further refine the analysis．In particular，if the analysis is redone based on 500 simulation runs but restricting attention to values of Q between 23 and 27 and values of R between 13 and 17 the output shown in Figure 10.29 is obtained．

|  | A | C | D | E | F | G | H |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Trend Chart |  |  |  |  |  |  |
|  | Overlay Chart |  |  |  |  |  |  |
| 1 | Forecast Charts | N | S | 8 | D |  |  |
| 2 | R（13） | 27.357762 | 27.145664 | 27.074616 | 26.966922 | 1 |  |
| 3 | R（14） | 26.886306 | 26.79954 | 26.742982 | 26.76362 | 2 |  |
| 4 | R（15） | 26.668446 | 26.610806 | 26.598364 | 26.693134 | 3 |  |
| 5 | R （16） | 26.657282 | 26.641588 | 26.653122 | 26.72946 | 4 |  |
| 6 | R（17） | 26.737086 | 26.736996 | 26.813514 | 26.879124 | 5 |  |
| 7 |  | 2 | 3 | 4 | 5 |  |  |
| 8 |  |  |  |  |  |  |  |

Based on this simulation，it appears that the least expensive policy occurs when $\mathrm{Q}=26$ and $\mathrm{R}=15$ ．Of course，the difference in the average weekly cost be－ tween this policy and one where $\mathrm{Q}=25$ and $\mathrm{R}=15$ is approximately $\$ .01$ ，and that difference may be due to chance．While additional simulation runs could be undertaken to choose between the two policies，it does not appear that the differ－ ence in the average weekly costs would be significant enough to warrant further analysis．An order quantity，order up to policy based on Q equaling 26 and R equaling 15 is the recommended policy．

Based on this analysis，the following memorandum was prepared dealing with the situation faced by Allen Appliance Company．In this memorandum the effect of the weekly goodwill cost estimate on the optimal solution is considered by ana－ lyzing the effect of increasing this cost to $\$ 10$ and decreasing it to $\$ 1$ ．

# -SCG. <br> $\overline{\text { Student Consulting Group }}$ <br> MEMORANDUM 

To: James P. Allen, President-Allen Appliance Company
From: Student Consulting Group, Inc.
Subj: Inventory Policy for Kitchen Chef Mixers
At your request, we conducted an analysis of the inventory policy for Kitchen Chef electric mixers at Allen Appliance Company. Based on historical data, we observed that both customer arrival and demand patterns possess a high degree of variability. We concluded that the problem could best be analyzed using a simulation approach.

We have held meetings with personnel in the accounting and marketing departments to gain information about relevant costs and demands for the product. On the basis of these meetings, we utilized the following data and assumptions in developing the simulation model:

1. Kitchen Chef mixers cost Allen $\$ 200$ per unit.
2. A $26 \%$ annual holding cost rate is used for this product.
3. The cost of placing an order with Kitchen Chef is $\$ 45$.
4. If Allen runs short of mixers due to a higher-than-expected lead time demand, all potential customers place backorders for the item, incurring an administrative cost of $\$ 2$ per unit.
5. The company suffers a goodwill cost of $\$ 5$ per unit per week for each week that a unit is on backorder.
6. Orders are placed at the end of a week, while delivery occurs at the beginning of a week.

Based on the data we collected, we developed probability distributions for:

1. Customer arrivals
2. Customer demands

Using only average values for these quantities, a simplified model indicates that Allen should implement an inventory policy of ordering 25 mixers when the supply reaches 10 or less. Using this policy as a starting point, we tested different inventory policies using simulation. Based on repeated runs simulating thousands of weeks (equivalent to approximately 200 years of operation), we recommend the following policy:

1. Reorder when the supply of Kitchen Chef mixers at the end of a week reaches 15 units or less.
2. Order an amount equal to 41 less the stock on hand at the end of the week in which the order is placed.

Under this policy, Allen can expect to incur an average total weekly inventory cost of approximately $\$ 26.60$ for the Kitchen Chef mixers. This total includes all holding, backorder, and ordering costs but does not include
the cost of the machines themselves. The analysis also reveals that small changes from the recommended inventory policy do not greatly affect the average weekly inventory cost. For example, inventory policies for which the reorder point is increased by one unit or the order up to level quantity varies by one unit increase the average total weekly inventory cost by less than $1 \%$. Figure I shows the range in these weekly costs.

Since management is somewhat unsure of the assumed $\$ 5$ goodwill cost per unit per week, we performed a sensitivity analysis to examine the effect that changing this cost to $\$ 1$ and to $\$ 10$ will have on the optimal inventory policy.

For a goodwill cost of $\$ 1$ per week, we recommend a policy of ordering 35 units minus the stock on hand when supply reaches seven units or less. We estimate the average weekly cost of this policy at $\$ 21.93$. In contrast, using the recommended policy of ordering 41 units less the stock on hand when supply reaches 15 or less results, in this case, in an average weekly cost of \$23.84.

If the goodwill cost is $\$ 10$ per week, we recommend ordering 43 units less the stock on hand when supply reaches 19 units or less. We estimate the average weekly cost of this policy at $\$ 28.90$. In contrast, using the recommended policy of ordering 41 units less the stock on hand when supply reaches 15 or less results, in this case, in an average weekly cost of $\$ 30.13$.

Hence, if the goodwill cost is actually $\$ 1 /$ unit/week, the original recommended policy yields average weekly costs that are more than $8.7 \%$ greater than the optimal policy. If, however, the goodwill cost is actually $\$ 10 / \mathrm{unit} / \mathrm{week}$, the recommended policy yields an average weekly cost within $4.3 \%$ of the optimal policy. Because a significantly different policy results if the goodwill cost per unit per week is substantially less than the estimated $\$ 5$ amount, we recommend that management undertake a focus group analysis to obtain firm estimates for the goodwill cost. We would be happy to assist you in this endeavor.


FIGURE I Range in Average Weekly Inventory Costs

## OTHER APPLICATIONS OF CRYSTAL BALL

Crystal Ball can be used to analyze many different simulation models. Appendix 10.6 on the accompanying CD-ROM gives illustrations of the use of Crystal Ball in simulating queuing models, profit analysis models, and project management models.

### 10.8 Advantages and Disadvantages of Simulation

Simulation as an analysis tool has several important advantages and disadvantages. The following are some of the principal advantages:

## Advantages of Simulation Analysis

1. Simulation provides insight into the problem solution when other management science methods fail.
2. Simulation enables the performance of an existing system under a proposed set of modifications to be analyzed without disrupting current system performance. Such performance may be analyzed over any time horizon.
3. Simulation models assist in the design of proposed systems by providing a convenient experimental laboratory for conducting "what-if" analyses.

These advantages do not come without a price, however. Some of the principal disadvantages of simulation are summarized as follows.

## Disadvantages of Simulation

1. Simulation models are generally time consuming and expensive to develop.
2. Simulation models provide only an estimate of a model's true parameter values.
3. There is no guarantee that the policy shown to be optimal by the simulation is in fact, optimal.

The last disadvantage listed is an important one. It has been illustrated that simulation works by evaluating the results from different policies. Performance measures are calculated for each policy, and the "best" policy from this set is selected on the basis of such measures. If the true optimal policy is not one of the policies evaluated, however, or if a nonrepresentative set of random numbers occurs in the simulation, the optimal policy will not be found by the simulation.

For example, when simulation was used to study the Allen inventory problem in Sections 10.3 and 10.7, attention was restricted to a limited set of possible alternatives in order to make the analysis manageable. The EOQ model was initially used to get a rough idea of what the order quantity and reorder point should be, and then policy alternatives close to these values were considered. A policy such as ordering 40 units when the inventory level reaches 20 units was not considered. If this policy were indeed optimal, the simulation analysis would not have been able to detect it.

### 10.9 Summary

Simulation can be used to model many complex business models, including problems in queuing and inventory. In Monte Carlo simulation, a random number mapping is developed to ensure that random variable inputs to the simulation correspond to the desired probability distribution.

Fixed time simulations are used when the simulation is set up so that each iteration corresponds to a set time period. When events do not correspond to exact time periods, a next event approach is used in developing the simulation model.

Simulations may be developed by hand, using general-purpose programming languages, specialized simulation programming languages, simulator programs such as Extend (see Appendix 10.1), or Excel and add-ins such as Crystal Ball. Use of Crystal Ball greatly enhances Excel's ability to perform simulations and provides valuable information to the analyst. Because not all of the features of Crystal Ball were discussed within the limited space of this book, the reader interested in learning more details about this program should consult the Crystal Ball user manual. It is available from Decisioneering, Inc.

One purpose of developing a simulation is to identify a recommended policy. When standard analytical models cannot be used to determine an optimal policy, a simulation model can identify a best course of action from the set considered. The simulation model also frequently provides a convenient laboratory for performing "what-if" analyses.

Although the concepts behind simulation analysis are relatively straightforward, the execution can be fairly complex. Not only must one develop appropriate models for the system being simulated, but one must also write and debug computer code to carry out the analysis. Because the costs involved in developing simulation models are typically high, they are generally used only in cases in which the payoff from the analysis is considerable.
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## Problem Motivations

Additional Problems/Cases
Additional Problems/Cases

## Problems

Note: The Excel file corresponding to Appendix $C$ is included on the accompanying CD-ROM. If you are using Excel to solve these problems, you may wish to import these values into your spreadsheet.

1. Price changes of shares of the Saveway Stores, Inc. have been recorded over the past 50 days. The frequency distribution is as follows:

| Price Change | Frequency |
| :---: | :---: |
| $-1 / 2$ | 3 days |
| $-3 / 8$ | 4 days |
| $-1 / 4$ | 5 days |
| $-1 / 8$ | 6 days |
| 0 | 10 days |
| $+1 / 8$ | 12 days |
| $+1 / 4$ | 4 days |
| $+3 / 8$ | 3 days |
| $+1 / 2$ | 3 days |

a. Develop a relative frequency distribution for the price change of Saveway stock.
b. Using the relative frequency distribution developed in part (a), determine the mean daily change in the price of shares of Saveway Stores, Inc. If the current stock price is 32 , what would be the expected stock price 30 days from now?
c. If the current price of Saveway stock is 32 , use the first two numbers in column 1 of Appendix C to simulate the price of the stock over the next 30 trading days.
d. Compare the answer in part (c) with the expected stock price after 30 days calculated in part (b). Comment on the difference between the two values.
2. It has been estimated that customers arrive at the Quick Stop Convenience store during the evening according to a Poisson process at a mean rate of 40 per hour. Each customer buys between zero and five lottery tickets according to the following probability distribution:

| Number of Lottery |  |
| :---: | :---: |
| Tickets Purchased | Probability |
| 0 | .45 |
| 1 | .30 |
| 2 | .15 |


| Number of Lottery |  |
| :---: | :---: |
| Tickets Purchased | Probability |
| 3 | .03 |
| 4 | .02 |
| 5 | .05 |

If Quick Stop has 30 lottery tickets available at 6 P.M., use simulation to determine the time at which the store will sell out of the lottery tickets. Use column 1 of Appendix $C$ to determine the interarrival times of customers and column 2 to determine the number of lottery tickets each customer will purchase.
3. Consider the following PERT project describing the planning of regional sales meetings by Craig Computer Corporation:

The immediate predecessor jobs and expected completion time for each job are as follows:

| 706 | Immediate Predecessor 7obs | Expected Completion <br> Time in Weeks |
| :---: | :---: | :---: |
| A | - | 6 |
| B | A | 4 |
| C | - | 9 |
| D | - | 7 |
| E | D | 8 |
| F | B | 3 |
| G | C | 5 |

a. Determine the critical path(s) and the expected completion time for the project.
b. Suppose each job has a $25 \%$ chance of being completed two weeks early, a $25 \%$ chance of being completed on time, and a $50 \%$ chance of being completed two weeks late. Using the first two digits in column 4 of Appendix C to determine the job times, calculate the project completion time for five different sets of job times. On the basis of these five simulations, determine the probability that each job is on the critical path.
c. Calculate a $95 \%$ confidence interval for the expected project completion time.
4. Taks Home Furnishing is currently having its year-end appliance clearance sale. The store has twelve 18 -cubicfoot Whirlpool refrigerators on sale; 5 are white, 4 are almond, and 3 are harvest gold. Each day, the company expects between 0 and 4 customers interested in buying a refrigerator to arrive at the store according to the following probability distribution:

$$
\begin{aligned}
& \mathrm{P}(0 \text { arrivals })=.15 \\
& \mathrm{P}(1 \text { arrival })=.25 \\
& \mathrm{P}(2 \text { arrivals })=.30 \\
& \mathrm{P}(3 \text { arrivals })=.20 \\
& \mathrm{P}(4 \text { arrivals })=.10
\end{aligned}
$$

For each of these customers, there is a $60 \%$ chance that the person will want to purchase one of the salepriced Whirlpools.

Taks knows that $40 \%$ of customers desire a white refrigerator, $25 \%$ desire an almond refrigerator, and $35 \%$ desire a harvest gold refrigerator. If the store is sold out of a particular color choice, the customer will leave without making a purchase.

Use random numbers from column 1 of Appendix C to determine the number of customer arrivals, column 2 to determine whether an arriving customer will wish to purchase an 18-cubic-foot Whirlpool refrigerator, and column 3 to determine the choice of color. How many days will it take for Taks to sell all 12 refrigerators?
5. Dizzy Izzy is a discount appliance store specializing in home entertainment equipment. The firm carries two brands of satellite antenna systems: Panasony and ChannelMaster. Due to the high cost of ordering these systems and the rapid changes in the technology, Dizzy Izzy's policy is to not reorder additional systems until the store is completely sold out of both brands.

Presently, the store has six Panasony and four ChannelMaster systems in stock. The number of customers who arrive each day intending to buy a satellite system follows a Poisson distribution with a mean of 2 . Forty percent of customers want to purchase a Panasony system, $50 \%$ want to purchase a ChannelMaster system, and $10 \%$ want to purchase a brand that Dizzy Izzy does not carry and therefore leave without making a purchase.

If a customer wants to purchase a Panasony system but Izzy is sold out, there is a $25 \%$ chance that the customer will buy the ChannelMaster system instead, a $35 \%$ chance of placing a backorder for the Panasony system, and a $40 \%$ chance that the sale will be lost.

If a customer wants to purchase a ChannelMaster system but Izzy is sold out, there is a $45 \%$ chance that the customer will buy a Panasony system instead, a $40 \%$ chance of placing a backorder, and a $15 \%$ chance that the sale will be lost.

Using simulation, determine how many days it will take for Dizzy Izzy to completely sell out of the existing inventory of satellite antennae systems. Determine the
number of backordered systems and lost sales as of that date. Use column 3 of Appendix C to determine the number of customers who arrive each day to purchase satellite systems, column 4 to determine the choice of system, and column 5 to determine what will happen if the customer's selection is sold out.
6. At Steve's Super Scooper, two employees serve customers during the lunch hour. One employee gets the customer's ice cream selection, while the other receives payment. Customers arrive at Steve's according to a Poisson process, having a mean interarrival time of 1.5 minutes. The time it takes to get an ice cream selection follows an exponential distribution with a mean of one minute. The service time for payment follows a uniform distribution of between 30 and 80 seconds.

Using simulation, determine the average time a customer spends waiting in line to get and pay for ice cream. Base your results on a simulation of 20 customer arrivals using column 1 of Appendix C to determine the customer interarrival time, column 2 to determine the time a customer spends with the employee getting ice cream, and column 3 to determine the time a customer spends with the cashier.
7. Albright's Hardware sells Security brand dead-bolt locks in single packages and two-packs (one key fits both locks). Single packages sell for $\$ 12$ each, while two-packs sell for $\$ 30$. Albright's cost is one-half the retail selling price.

Albright's is open seven days a week and receives a delivery from Security once a week. If Albright runs out of single packages but still has two-packs available, the store will break open a two-pack and sell each of the two at the single-package price. If the store is out of stock of the type of dead-bolt set the customer wants to purchase, Albright management believes that it will suffer a goodwill loss of $\$ 10$.

Each day, between zero and three customers arrive to purchase dead-bolt locks with the following distribution:

$$
\begin{aligned}
& \mathrm{P}(0 \text { arrivals })=.30 \\
& \mathrm{P}(1 \text { arrival })=.35 \\
& \mathrm{P}(2 \text { arrivals })=.20 \\
& \mathrm{P}(3 \text { arrivals })=.15
\end{aligned}
$$

Sixty percent of purchasers want a single set, while $40 \%$ want a two-pack. The store's policy is to order a sufficient number of dead bolts to bring the beginning-of-the-week inventory up to five single sets and five twopacks.

Neglecting holding and ordering costs, determine a $95 \%$ confidence interval for Albright's mean weekly profit based on a four week simulation. Use column 1 of Appendix $C$ to determine the daily number of arriving customers and column 2 to determine whether a customer wants to purchase a single set or a two-pack.
8. Consider the data given in problem 7 for Albright's Hardware. The company is considering changing its
inventory policy so that it begins each week with six single sets and only four two-packs. Conduct a fourweek simulation using the same random numbers as in problem 7 to determine whether there is any difference in the mean weekly profit. Test at a $5 \%$ significance level.
9. Attendees at the annual Orange County Small Business Administration Conference register by standing in line to pay their registration fee and then proceeding to a designated line based on their business interest to collect their materials. The conference addresses four types of small businesses: manufacturing, retailing, import/export, and financial services.

The registration period lasts from 8:30 A.M. to 9:30 A.M. During this period, the conference organizers estimate that the interarrival time of attendees approximately follows an exponential distribution with a mean time of one minute. The time to register an attendee is anticipated to be 30 seconds if the attendee pays by cash or check, or 90 seconds if the attendee pays by a credit card. The organizers estimate that $60 \%$ of attendees will use a credit card.

Based on similar conferences, the organizers estimate that $40 \%$ of attendees will be interested in manufacturing, $30 \%$ in retailing, $10 \%$ in import/export, and $20 \%$ in financial services. The time required to obtain materials for the manufacturing and retailing lines is estimated to be exactly two minutes, while the time to obtain materials for the import/export and financial services lines is estimated to be exactly three minutes.

Simulate the arrival of the first 20 customers at the conference using appropriate random number selections from Appendix C. For this simulation, determine:
a. The time it takes for the twentieth customer to complete registration.
b. The average waiting time in each of the five lines (registration, manufacturing, retailing, import/export, and financial services).
10. The Treasure Trove Casino in Las Vegas has a free telephone booth that allows customers to make a oneminute telephone call anywhere in the United States at no charge. Customers arrive to make their free calls according to a Poisson process at a mean rate of $\lambda=40$ per hour. The time each customer is allowed to be in the phone booth is a constant 72 seconds. Management is interested in using simulation to determine the average waiting time for a customer at the free telephone booth.

Conduct the simulation for 20 customer arrivals assuming that there is no one initially present at the phone booth. Use column 5 of Appendix C to determine the customer interarrival times. Based on these 20 arrivals, calculate the average time a customer spends waiting in line to use the phone. Compare this result to that obtained for $W_{q}$ using the formula for the $M / G / 1$ queue.
11. The distribution for weekly demand of Cobra auto alarm systems at Big Al's Stereo is as follows:

| Demand | Probability |
| :---: | :---: |
| 0 | .15 |
| 1 | .10 |
| 2 | .25 |
| 3 | .20 |
| 4 | .15 |
| 5 | .10 |
| 6 | .05 |

The alarm systems cost Big Al's $\$ 100$ and sell for $\$ 200$. The annual holding cost rate for these systems is $26 \%$, and there is a $\$ 65$ cost to place an order. Lead time can vary between one and three weeks according to the following probability distribution.

| Lead Time | Probability |
| :---: | :---: |
| 1 week | .10 |
| 2 weeks | .75 |
| 3 weeks | .15 |

Assume that orders are placed at the end of the week. For example, if the lead time is one week an order placed in week 2 will arrive at the start of week 4 . If the firm runs out of stock of the alarm systems, a customer will leave without making any purchase.

Simulate the inventory for the Cobra alarm system at Big Al's over a 15 -week period and determine its profit during this period if Big Al's uses an inventory policy in which it orders 26 alarms whenever the stock on hand reaches 6 units. Assume the holding cost is calculated based on the end of the week inventory level. Use column 1 to determine the number of customer arrivals and column 2 to determine the lead time when an order is placed.
12. Ricon, Inc. uses an assembly line to produce its office copiers. The final step in the assembly process is quality control inspection. Copiers arrive at the quality inspection area exactly every 90 seconds. The time it takes to perform a quality control inspection follows an exponential distribution, with a mean of 72 seconds. Ricon management is interested in using simulation to determine the average time it takes a copier to complete its quality control inspection.

Conduct a simulation for 20 copier arrivals assuming that the system starts empty. Use column 6 of Appendix C to determine the inspection times. Calculate the average time a copier spends in the system based on these 20 arrivals.
13. Shari Winslow has gone to Atlantic City to play roulette. Her strategy is to place $\$ 10$ bets on red. She has $\$ 30$ and will quit either when she loses all her money or wins $\$ 20$.

If the roulette wheel is operating properly, the chance of landing on red is $18 / 38$, the chance of landing on black is $18 / 38$, and the chance of landing on green is $2 / 38$. Hence Shari's chance of winning her bet is $18 / 38$ (approximately .4737) and of losing her bet, 20/38 (approximately .5263).

| Santa Ana |  | Orange |  | Costa Mesa |  | Riverside |  | Garden Grove |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time | Probability | Time | Probability | Time | Probability | Time | Probability | Time | Probability |
| 8 | . 30 | 6 | . 25 | 7 | . 35 | 5 | . 20 | 3 | . 20 |
| 9 | . 25 | 7 | . 35 | 8 | . 20 | 6 | . 30 | 4 | . 10 |
| 10 | . 30 | 8 | . 20 | 9 | . 10 | 7 | . 25 | 5 | . 20 |
| 11 | . 10 | 9 | . 20 | 10 | . 25 | 8 | . 10 | 6 | . 50 |
| 12 | . 05 |  |  | 11 | . 10 | 9 | . 15 |  |  |

Use simulation to determine the number of spins it will take before Shari will stop playing roulette. Conduct four simulation runs and determine a $95 \%$ confidence interval for the average number of plays based on these four simulations.
14. Terry Moore has three alternative routes to travel from his home in Tustin to his office in Anaheim. He can take the Santa Ana Freeway to the Orange Freeway; the Costa Mesa Freeway to the Riverside Freeway; or the Garden Grove Freeway to the Orange Freeway.

The travel time (in minutes) on each of the five freeways follows the accompanying probability distributions. For each of the three routes, conduct 10 simulation runs and calculate the average commuting time. Which route appears to take the least travel time?
15. During the dinner hour, the distribution of the interarrival time of customers at Burger Barn is estimated to be as follows:

| Interarrival Time | Probability |
| :---: | :---: |
| 30 seconds | .45 |
| 60 seconds | .25 |
| 90 seconds | .15 |
| 120 seconds | .10 |
| 150 seconds | .05 |

Sixty percent of customers pay with cash, while $40 \%$ pay with credit cards. The service times of the cash and credit card customers are estimated to be as follows:

| Cash |  | Credit Card |  |
| :--- | :---: | ---: | :---: |
| Service Time | Probability | Service Time | Probability |
| 20 seconds | .35 | 30 seconds | .20 |
| 40 seconds | .30 | 60 seconds | .45 |
| 60 seconds | .25 | 90 seconds | .25 |
| 80 seconds | .10 | 120 seconds | .10 |

Simulate this system for 20 customer arrivals and determine the average time a cash and credit card customer must wait in line before paying the cashier. Use column 5 of Appendix $C$ to determine the customer interarrival time, column 6 to determine whether the customer pays with cash or credit, and column 7 to determine the service time.
16. Consider the situation faced by Burger Barn discussed in problem 15. The restaurant has hired a second cashier. One cashier will handle cash purchases only while the other cashier will only handle credit card customers.

Using Excel, develop a simulation that determines the average time a customer spends in the system. Base the simulation on 1000 customer arrivals and calculate the average customer waiting time assuming the first 100 customer arrivals are ignored.
17. Consider the situation faced by Burger Barn described in problems 15 and 16. Use Crystal Ball to develop a simulation for the model where each cashier handles both cash and credit card purchases. Run the simulation 500 times, each for 10 hours ( 36,000 seconds) and determine $95 \%$ confidence interval for the average time a customer must wait for service.
18. Harvest Supermarket has one loading dock for receiving deliveries. During any half-hour interval, either $0,1,2$, or 3 delivery trucks arrive with the following probabilities:

$$
\begin{aligned}
& \mathrm{P}(0 \text { arrivals })=.60 \\
& \mathrm{P}(1 \text { arrival })=.25 \\
& \mathrm{P}(2 \text { arrivals })=.10 \\
& \mathrm{P}(3 \text { arrivals })=.05
\end{aligned}
$$

Eighty percent of the delivery trucks can be unloaded in a half hour, while $20 \%$ of the trucks take a full hour to unload. Using fixed-time simulation, determine the average number of trucks waiting to unload during a $10-$ hour period. Assume that the simulation starts with the loading dock empty. Use column 6 of Appendix C to determine the number of trucks that arrive in a half-hour period and column 7 to determine how long it will take to unload a truck.
19. Customers arrive at the Blinkies Donut shop between 6:30 A.M. and 8:30 A.M. according to a Poisson process with a mean rate of one every minute. Seventy percent of the arriving customers purchase one or two donuts, while 30\% purchase the Blinkies Dozen pack. For customers purchasing one or two donuts, the service time is uniformly distributed between 30 and 50 seconds. For customers purchasing the Blinkies Dozen pack, the service time is exponentially distributed with a mean of 90 seconds.

Blinkies employs a single clerk to help customers. Simulate the arrival of the first 20 customers into the store during the 6:30 A.M. to 8:30 A.M. time period.
Determine the maximum number of customers who will wait in line to begin service during this period. Use appropriate random number selections from Appendix C.
20. The Quick Stop Convenience Store has two gas pump islands, one for full service and one for self service. Cars arrive at the gas pumps according to a Poisson process at a mean rate of 20 per hour. Sixty percent of the cars want self serve, while $40 \%$ want full serve. The service time for the self-serve pump follows an exponential distribution with a mean of four minutes. The service time for the full-serve pump follows an exponential distribution with a mean of five minutes.

If more than two cars are in line waiting for self serve, but no one is using the full-serve pump, an arriving car wanting self serve will join the self-serve queue with probability .3, balk (immediately leave without service) with probability .5 , or go to the full-serve pump with probability .2. If more than two cars are in line waiting for self serve and the full-serve pump is occupied, an arriving car wanting self serve will join the self-serve pump queue with probability .4 and balk with probability 6.

Simulate this system for 20 car arrivals. Use column 1 of Appendix C to determine the interarrival time of cars, column 2 to determine whether the car will want self serve or full serve, column 3 to determine the service time for obtaining the gasoline, and column 4 to determine whether an arriving car wanting self serve will join the queue, balk, or switch to full serve. What observations can you make based on this simulation?
21. Ontario, California, is a suburb of Los Angeles. Its airport serves primarily domestic air traffic; however, occasionally an international flight is diverted to Ontario if Los Angeles International Airport is fogged in. If an international flight arrives at Ontario, two customs inspectors set up operations to process the passengers.

Passengers must line up to have their passports and visas checked by the first customs inspector. Inspection times follow a uniform distribution ranging between 20 and 70 seconds. Passengers then claim their baggage. The time it takes to retrieve baggage follows an exponential distribution with a mean of three minutes. Finally, the passengers join a line to have their baggage inspected by the second customs inspector. Forty percent of the passengers are waived through without inspection, $50 \%$ experience a cursory inspection of one minute duration, and $10 \%$ experience a full inspection of three minutes duration.

Use simulation to determine how long it takes a plane load of 20 passengers to get through customs. Use column 1 of Appendix C to determine the time required to check a passenger's passport and visa, column 2 to determine the time required to obtain baggage, and column 3 to determine the type of baggage inspection a passenger experiences (none, cursory, or full).
22. Family Appliance specializes in selling major appliances for use in kitchen remodeling. One of its more popular items is the SubZero refrigerator. Over the past 40 weeks, the store has collected data regarding the weekly demand for this refrigerator. On the basis of these data, the following demand distribution has been estimated:

| Weekly Demand | Probability |
| :---: | :---: |
| 0 | .25 |
| 1 | .15 |
| 2 | .15 |
| 3 | .25 |
| 4 | .10 |
| 5 | .10 |

The store's policy is to reorder up to 15 refrigerators whenever the inventory on hand reaches five or fewer at the end of a week. The holding cost for each refrigerator is $\$ 2$ per week, and the cost of reordering is $\$ 50$. If a customer wants a SubZero refrigerator and Family is out of stock the customer will go elsewhere and the sale is lost. The company estimates that it suffers a goodwill cost of $\$ 40$ for each lost sale. Currently, Family Appliance has an inventory of seven refrigerators.

Lead time for delivery can be described by the following distribution:

| Lead Time | Probability |
| :---: | :---: |
| 1 week | .30 |
| 2 weeks | .50 |
| 3 weeks | .20 |

a. Conduct a 10 -week simulation of Family's inventory situation regarding the SubZero refrigerator to determine the total cost for this period. Use column 3 of Appendix C to determine the weekly demand and column 4 to determine the lead time.
b. SubZero is offering Family a new policy of automatically delivering five refrigerators every two weeks. The administrative cost of this policy is $\$ 5$ per week, and the first delivery will be in two weeks. Conduct a 10 -week simulation of Family's inventory situation under this plan and determine the total cost for the 10 -week period.
c. On the basis of your answers to parts (a) and (b), what would you recommend to Family management regarding the supplier's offer?
23. Marv Portney is a salesman for Craftco Comfort Beds. Marv gets his leads when customers call the Craftco 800 number to arrange an in-house demonstration. (Customers receive a free clock-radio for agreeing to this demonstration.) Of the customers with whom Marv makes appointments, $10 \%$ turn out to be not at home. Of the others, $10 \%$ are single women, $30 \%$ are single men, and $60 \%$ are married couples.

Craftco offers four sizes of beds: king, queen, double, and twin. The list price of the king is $\$ 4000$, the queen $\$ 3000$, the double $\$ 2500$, and the twin $\$ 2000$. Marv can discount each bed up to $50 \%$ in order to make a sale, however. Therefore, he estimates that his commission is uniformly distributed within the following ranges:

| Bed Size | Commission Uniformly <br> Distributed Between |
| :--- | :---: |
| King | $\$ 400$ and $\$ 1000$ |
| Queen | $\$ 300$ and $\$ 800$ |
| Double | $\$ 200$ and $\$ 600$ |
| Twin | $\$ 250$ and $\$ 500$ |

Marv has found that, among the single women he calls upon, he makes a sale $70 \%$ of the time. Of those, $40 \%$ want to buy a twin bed, $50 \%$ want a double, $5 \%$ want a queen, and $5 \%$ want a king. Marv makes a sale to $65 \%$ of the single men he calls on. Of these, $30 \%$ want a twin bed, $40 \%$ want a double, $25 \%$ want a queen, and $5 \%$ want a king. Among the married couples, Marv makes a sale $55 \%$ of the time. Ten percent of these couples want to buy a single twin bed, $20 \%$ want two twin beds, $15 \%$ want a double, $40 \%$ want a queen, and $15 \%$ want a king.

Marv makes one, two, or three sales calls per day with the following probabilities:

| Number of Sales Calls per Day | Probability |
| :---: | :---: |
| 1 | .50 |
| 2 | .40 |
| 3 | .10 |

a. Simulate Marv's activity over a 10-day period using an appropriate random number selection from Appendix C.
b. Calculate Marv's earnings over this 10-day period.
24. The speed at which cars travel down Main Street in Irvine, California, follows a normal distribution with a mean of 42 miles an hour and a standard deviation of 5 miles per hour. The Irvine Police Department is contemplating setting up a speed trap at the corner of Main and Alton streets to try to enforce the 45 mile per hour speed limit on Main Street. The speed trap is set up for a half hour each day. The interarrival time of cars passing the corner of Main and Alton follows an exponential distribution with a mean time of 45 seconds. If a police car does detect someone driving over the speed limit, the police officer will ticket the driver. The distribution of the time to write up a ticket is as follows:

$$
\begin{array}{cc}
\text { Time to Write Up a Ticket } & \text { Probability } \\
3 \text { minutes } & .15 \\
3.5 \text { minutes } & .20 \\
4 \text { minutes } & .25 \\
4.5 \text { minutes } & .30 \\
5 \text { minutes } & .10
\end{array}
$$

While a police officer is writing up a ticket, he is unavailable to catch other speeders. Simulate a half hour of operations for this model to determine how many cars the police officer will catch speeding. Use column 3 to determine the interarrival time of a car, column 4 to determine the car's speed, and column 5 to determine the length of time the police officer spends writing up a ticket.
25. Among the products sold by Dominion Hardware is the Simoniz brand pressure washer. These are delivered to the store by a rack jobber who works under contract for Simoniz. The rack jobber comes to the store on Monday of each week, but in any week there is a $30 \%$ chance that he gets delayed and does not make it to the store. The store estimates that the holding cost per unit is $\$ 6$ per week (based on the number of units that are in inventory at the end of the week). If the store runs short of pressure washers, it estimates that it suffers a goodwill cost of $\$ 7$ for each unsatisfied customer and the sale is lost.

Dominion estimates the weekly washer demand has the following probability distribution.

| Demand | Probability |
| :---: | :---: |
| 0 | .15 |
| 1 | .20 |
| 2 | .30 |
| 3 | .15 |
| 4 | .10 |
| 5 | .05 |
| 6 | .05 |

Not including inventory costs, the company calculates it earns $\$ 15$ on each unit sold.
a. Do a 10 -week simulation of operations and estimate the average weekly profit if the firm decides to have the rack jobber bring the inventory level up to 5 units when he arrives.
b. Develop an Excel simulation for this problem covering 100 weeks of operation. Then use Crystal Ball to determine the optimal stocking level for the firm. Base your results on doing 500 simulation runs of each policy considered.
26. During its first hour of operation customers arrive at the Wednesday Afternoon Store according to a Poisson process with a mean rate of 40 per hour. It takes the cashier an average of 90 seconds to check out a customer.
a. Simulate the arrival of 15 customers and determine the average time these customers spend waiting in line. Use column 3 of Appendix $C$ to generate the interarrival times and column 4 to generate the service times.
b. Develop an Excel or Extend simulation for this problem and run it 10 times, each over a 60 -minute interval. On the basis of these 10 simulation runs, determine a $95 \%$ confidence interval for the average time a customer must wait in line to begin service.
27. Daily demand for Webcor barbeques at Sharper Idea has the following probability distribution:

| Demand | Probability |
| :---: | :---: |
| 0 | .08 |
| 1 | .37 |
| 2 | .33 |
| 3 | .17 |
| 4 | .05 |

Orders are placed at the end of the day, and lead time (in days) has the following probability distribution.


For example, an order placed on day 4 with a lead time of 2 days will be delivered at the beginning of day 7 . Sharper Idea currently has an inventory of 10 Webcor barbeques. Order costs are approximately $\$ 50$ per order, and inventory holding costs are estimated to be $\$ 2$ per barbeque per day. The company suffers a goodwill cost
of $\$ 30$ for each barbeque demanded when it is out of stock and the sale is lost.

Sharper Idea's current policy is to reorder 10 barbeques when supply reaches 6 or less at the end of a day. Bob Hanson, one of the company's vice presidents, has recommended a new policy of reordering 12 barbeques when supply reaches 3 or less.
a. Develop a simulation in Excel for this model.
b. Using Crystal Ball, do 500 simulations of 1000 days each and determine whether Sharper Idea should switch to Bob Hanson's recommended policy.
28. MVC Computers is considering using e-commerce to sell its computers directly over the Internet. It is planning to staff the website 24 hours a day with a supervisor and a trainee. An incoming order that arrives when both the supervisor and trainee are busy is put in a "pending file" (a queue) for processing when one of the two servers becomes available. Operations data is estimated to be as follows.

| Time <br> Between <br> Orders <br> (minutes)Proba- <br> bility | Supervisor's <br> Service <br> Time <br> (minutes) | Proba- <br> bility | Trainee's <br> Service <br> Time <br> (minutes) | Proba- <br> bility |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 2 | .35 | 4 | .30 | 6 | .10 |
| 3 | .30 | 5 | .25 | 7 | .10 |
| 4 | .20 | 6 | .25 | 8 | .60 |
| 5 | .15 | 7 | .20 | 9 | .20 |

Management is interested in the average amount of time incoming orders will spend in the "pending file."
a. Develop a simulation in Excel to model this problem. Run the simulation for 1000 orders and eliminate the first 100 orders when calculating the average time spent in the pending file.
b. Using Crystal Ball, run the simulation 500 times and determine a $95 \%$ confidence interval for the average time an order spends in the pending file.
29. Kokanee Springs Golf Resort in British Columbia has a season that typically begins on April 15 and lasts until October 10. Unusually cold weather, however, can delay the start of the season or hasten the season closing date. Hence management believes that the length of the golfing season can be modeled as a uniform distribution with a minimum time of 169 days and a maximum time of 178 days.

The golf course offers season passes for $\$ 800$ and charges day golfers (those without a season pass) between $\$ 29$ and $\$ 68$ to play a day of golf. Management estimates that the number of season passes that it will sell can be modeled by a triangular distribution with a minimum of 250 , a maximum of 360 , and a likeliest value of 320 . The distribution of revenue for the day golfers is as follows:

| Revenue | Probability |
| :---: | :---: |
| $\$ 29$ | .10 |
| $\$ 48$ | .85 |
| $\$ 68$ | .05 |

On sunny days, management believes the number of day golfers will follow a normal distribution with a mean of 290 and a standard deviation of 17 ; on non-sunny days management believes the number of day golfers will follow a normal distribution with a mean of 81 and a standard deviation of 9 . Approximately $75 \%$ of the days are sunny.

Fixed operating costs for the golf course are estimated to follow a normal distribution with a mean of $\$ 1,500,000$ and a standard deviation of $\$ 100,000$. The golf course has a $\$ 600,000$ loan that is due at the end of this year. Using Crystal Ball, determine the probability that the golf course will earn more than $\$ 600,000$ during the golf season. Base your result on doing 2000 simulation runs.
30. Customers arrive at Ted's TV Repair Shop according to a Poisson process at an average of once every 2.5 hours. By using existing equipment, the service time to repair a television set is 2.25 hours with a standard deviation of 45 minutes. Suppose Ted decides to hire a second repair person and this person also takes an average of 2.25 hours to fix a television with a standard deviation of 45 minutes.
a. Assuming that the service time of both Ted and his assistant follows a normal distribution, develop an Excel simulation for this system.
b. Run the simulation for 1000 customers and determine the average time a television set spends at the shop by excluding the first 100 customers.
31. Consider the Ted's TV Repair Shop simulation developed in problem 30. Using Crystal Ball, run 1000 simulations. Based on the results of your simulation, determine:
a. a $95 \%$ confidence interval for the average time a set spends in the system
b. the probability the average time a set waits before being served is less than 30 minutes
32. Among the items sold at Hal's Bakery are loaves of sourdough bread. The daily number of customers who arrive at Hal's approximately follows a normal distribution with a mean of 240 and a standard deviation of 15.49 . There is a .25 probability that a customer wishes to buy one loaf of sourdough bread, a . 05 probability that a customer wishes to buy two loaves, and a .70 probability that a customer does not purchase the bread.

The bread is baked once a day at 6 A.M. and sold beginning at 9 A.m. Each loaf of bread costs $\$ .60$ to produce and sells for $\$ 2.40$. Unsold loaves of bread are donated to a soup kitchen and net the store a tax credit of $\$ .20$. If the store runs out of loaves of sourdough bread, it estimates that it suffers a goodwill loss of $\$ 3.00$ for each loaf demanded when it is out of stock. Using Crystal Ball, determine how many loaves of sourdough bread the bakery should produce. Base your results on 500 simulations for each production quantity considered.
33. Bank Drug Store has two servers. One can serve a customer according to an exponential distribution with a mean speed of 1.5 minutes, and the other can serve a
customer according to an exponential distribution with a mean speed of 2 minutes. Customers arrive according to a Poisson process at a mean rate of 60 per hour. Develop an Excel simulation and determine the average time a customer spends waiting in line. Assume the simulation begins recording the waiting time of the $101^{\text {st }}$ customer and runs for 1000 customers.
34. Consider the situation faced by Bank Drug Store in problem 33. Using Extend, develop a simulation for this model and run the simulation over 10,000 minutes to determine the average time a customer spends in line before being served.
35. Steve Wilson, a budding college impresario, is considering booking the rock band Soggy Crackers to play a college concert. There are two possible locations that Steve can book for the concert: the college's amphitheater and its sports arena. The amphitheater will cost Steve $\$ 1000$ plus $5 \%$ of ticket revenues. The sports arens will cost Steve $\$ 800$ plus $7 \%$ of ticket revenues. The amphitheater can seat 1300 people. The sports arena is currently undergoing remodeling, and Steve believes that when the remodeling is completed the number of people it will be able to seat will follow a discrete uniform distribution of between 1501 and 1550 people.

Steve will sell tickets through student clubs. He estimates that the ticket demand will follow a normal distribution, with a mean of 1200 tickets and a standard deviation of 250 tickets. Steve estimates that the revenue he will earn per ticket is $\$ 11$.

Besides the location rental fee, Steve believes that the other fixed costs (e.g., advertising, paying the band, security, etc.) will follow a uniform distribution of between $\$ 10,000$ and $\$ 11,500$.

Using Crystal Ball, determine which location Steve should book and give a $95 \%$ confidence interval for his expected profit from booking the band. Base your analysis on 1,000 simulation runs.
36. Joe Marino is contemplating signing on to work as a fisherman on a four-person Alaska fishing boat this season. As a crew member, Joe will receive $10 \%$ of the revenue that the ship generates.

The fishing season lasts anywhere from 125 to 144 days, depending on when the waters start to freeze up. Joe believes that the length of the fishing season can be modeled as a discrete uniform distribution. On any day during the fishing season, there is a $15 \%$ chance of stormy weather that would prevent the ship from fishing. The daily catch on the days that the boat does fish can be modeled as a normal distribution with a mean of 2400 pounds and a standard deviation of 500 pounds. The revenue the ship receives per pound each day is uniformly distributed between $\$ .85$ and $\$ 1.05$ per pound.

Using Crystal Ball, develop a simulation for Joe Marino to estimate the likelihood he will earn more than $\$ 26,000$ during the fishing season. Base your results on 1000 simulation runs.
37. Campus Bookstore is trying to decide on how many management science textbooks to purchase to serve students taking a summer course. The class anticipates having 25 students enrolled. For each student in the class, the following probability distribution is believed to hold.

| Student | Probability |
| :--- | :---: |
| Wants to purchase new textbook | .55 |
| Wants to purchase used textbook | .35 |
| Does not want to purchase textbook | .10 |

The bookstore earns $\$ 20$ on each new textbook it sells and $\$ 15$ on each used textbook it sells. If it orders too few new books but has used books available, there is a $70 \%$ chance a student will purchase a used book. If it orders too few used books but has new books available, there is a $55 \%$ chance the student will purchase a new book. For every unsold new textbook the bookstore has it loses $\$ 5$, whereas for every unsold used textbook the bookstore has it loses $\$ 10$.

Do a simulation by hand to estimate the expected profit the bookstore will earn if it orders 13 new textbooks and 10 used textbooks.
38. Consider the situation faced by the campus bookstore in problem 37. Develop an Excel spreadsheet that will determine the bookstore's profit for various order quantities of new and used textbooks. Using Crystal Ball, determine the optimal order quantity for new and used textbooks, basing each ordering policy on 100 simulation runs.
39. Chris Block is a student who works on Saturdays selling ice cream in Central Park. The ice cream cart Chris uses holds 200 ice cream bars. Chris earns $\$ .20$ on each bar she sells. The distribution of the interarrival time of customers is estimated to be as follows.

| Interarrival Time | Probability |
| :---: | :---: |
| 1 minute | .50 |
| 2 minutes | .30 |
| 3 minutes | .15 |
| 4 minutes | .05 |

Each customer purchases between one and five ice cream bars according to the following distribution.

| Number of Bars Purchased | Probability |
| :---: | :---: |
| 1 | .60 |
| 2 | .20 |
| 3 | .10 |
| 4 | .05 |
| 5 | .05 |

Chris will work in the park for up to three hours. Develop an Excel spreadsheet that can be used to determine the expected amount of money Chris will earn during that time. Do 10 simulation runs and on the basis of these 10 runs determine a $95 \%$ confidence interval for the average profit Chris will earn per day.
40. Consider the situation faced by Chris Block in problem 39. Using Crystal Ball, conduct 1000 simulation runs and determine the probability Chris earns at least $\$ 30$.

## CASE STUDIES

## CASE 1: Office Central

Office Central is a nationwide mail-order firm specializing in selling office supplies. One of the items the company carries is the Ricon 436 copier. The copiers cost the firm \$1825 each, and Office Central sells them for \$2499 each. The firm uses a $20 \%$ annual holding cost rate so that the daily holding cost per unit is approximately $\$ 1$. The cost of placing an order with Ricon is $\$ 150$, and orders have a lead time between three and six working days (the store is open six days a week). The following distribution holds for the lead time:

$$
\begin{aligned}
& \mathrm{P}(\text { lead time }=3 \text { days })=.2 \\
& \mathrm{P}(\text { lead time }=4 \text { days })=.4 \\
& \mathrm{P}(\text { lead time }=5 \text { days })=.3 \\
& \mathrm{P}(\text { lead time }=6 \text { days })=.1
\end{aligned}
$$

If Office Central is out of Ricon copiers, it offers customers a $\$ 150$ discount off the price and agrees to airfreight the copier to the customer as soon as it arrives. Airfreight costs (Office Central an additional \$95. Eighty
percent of customers agree to place a backorder, while $20 \%$ go elsewhere to buy their copier. The company has been considering eliminating the out-of-stock discount and estimates that the percentage of customers who will place a backorder will decline from $80 \%$ to $50 \%$.

Daily demand for the copiers follows a Poisson distribution with a mean of three units. Office Central has decided to use an order point, order up to level policy for the copiers and wishes to determine an optimal policy.

Conduct a simulation analysis of this problem. From the output of this model, prepare a business report to Joe Dixon, Operations Manager of Office Central, with your recommendation regarding the inventory policy for the Ricon 436 copier under the current discount policy. Include in your report a recommendation regarding eliminating the discount as well as a discussion regarding the effect a $10 \%$ decrease in the holding cost would have on your inventory policy recommendations. Each simulation run should cover at least 5000 days of operations.

## LCASE 2: Four Wheel Tire Shop

Four Wheel Tire Shop is a single bay tire store located in Ames, Iowa. The interarrival time of cars in need of tires follows a uniform distribution with times between 10 and 50 minutes. Twenty percent of arriving customers want a single tire replaced, $40 \%$ want two tires replaced, $5 \%$ want three tires replaced, and $35 \%$ want all four tires replaced. Customer service time approximately follows a uniform distribution that varies with the number of tires that need to be replaced. The following statistics hold:

| Number of Tires | Service Time Is Uniformly |
| :---: | :---: |
| Needing Replacement | Distributed Between |
| 1 | 10 minutes and 20 minutes |
| 2 | 15 minutes and 35 minutes |
| 3 | 20 minutes and 40 minutes |
| 4 | 25 minutes and 50 minutes |

The owner of the store, Ben Stern, is considering leasing a new computerized tire balancing machine, which will reduce the average service time, resulting in the following uniform service distributions:
Number of Tires
Needing Replacement
1
2
3
4

## Service Time Is Uniformly Distributed Between

 8 minutes and 18 minutes- 12 minutes and 32 minutes

15 minutes and 35 minutes
20 minutes and 40 minutes

The machine lease cost averages $\$ 1.50$ per hour. Mr. Stern estimates that the goodwill cost of a customer's being in the tire shop (either being served or waiting to be served) is $\$ 4.00$.

Use Excel to perform the simulation analysis and prepare a business report for Mr . Stern recommending whether or not he should lease the machine. Include in your report relevant service statistics, such as the average time a customer spends waiting to begin service as well as time in the system using both the existing tire balancing machine and the proposed computerized balancing machine. Each simulation run should cover at least 1000 cars.

## CASE 3: Scandia House

Scandia House sells Scandinavian-style furnishings. One of its more popular items is a five-shelf teak veneer bookcase that costs $\$ 58.40$ and sells for $\$ 99$. Scandia House uses a $25 \%$ annual inventory holding cost rate; thus the holding cost is $\$ 0.04$ per bookcase per day. The cost of placing an order with the firm's supplier is $\$ 30$, and lead time is between 8 and 12 days with the following probability distribution:

$$
\begin{aligned}
& \mathrm{P}(\text { lead time }=8 \text { days })=.10 \\
& \mathrm{P}(\text { lead time }=9 \text { days })=.15 \\
& \mathrm{P}(\text { lead time }=10 \text { days })=.20 \\
& \mathrm{P}(\text { lead time }=11 \text { days })=.25 \\
& \mathrm{P}(\text { lead time }=12 \text { days })=.30
\end{aligned}
$$

The number of customers who arrive at Scandia House to purchase the teak bookcases each day can be approximated by a Poisson distribution with a mean of 1.5 . Each customer who arrives to purchase bookcases buys between one and four units, with the following probability distribution:

| Number of Bookcases Demanded | Probability |
| :---: | :---: |
| 1 | .50 |
| 2 | .30 |
| 3 | .15 |
| 4 | .05 |

CASE STUDY 4 ON THE CD
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## APPENDIX A



Standard Normal Distribution $\mathbf{P}(\mathbf{0}<\mathbf{Z}<\mathbf{z})$

| $z$ | 0.00 | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | . 0000 | . 0040 | . 0080 | . 0120 | . 0160 | . 0199 | . 0239 | . 0279 | . 0319 | 0359 |
| 0.10 | . 0398 | . 0438 | . 0478 | . 0517 | . 0557 | 0596 | . 0636 | . 0675 | . 0714 | . 0753 |
| 0.20 | . 0793 | . 0832 | . 0871 | . 0910 | 0948 | . 0987 | . 1026 | . 1064 | . 1103 | 14 |
| 0.30 | . 1179 | . 1217 | . 1255 | . 1293 | . 1331 | . 1368 | . 1406 | . 1443 | . 1480 | . 151 |
| 0.40 | . 1554 | . 1591 | . 1628 | . 1664 | . 1700 | . 1736 | . 1772 | . 1808 | . 1844 | . 187 |
| 0.50 | . 1915 | . 1950 | . 1985 | 2019 | . 2054 | . 2088 | . 2123 | . 2157 | . 2190 | . 2224 |
| 0.60 | . 2257 | . 2291 | . 2324 | . 2357 | . 2389 | . 2422 | 2454 | . 2486 | . 2517 | . 2549 |
| 0.70 | . 2580 | . 2611 | . 2642 | . 2673 | . 2704 | 2734 | . 2764 | . 2794 | . 2823 | . 2852 |
| 0.80 | . 288 | . 2910 | . 2939 | . 2967 | . 2995 | . 3023 | . 3051 | . 3078 | . 3106 | . 3133 |
| 0.90 | . 3159 | . 3186 | . 3212 | . 3238 | . 3264 | . 3289 | . 3315 | . 3340 | . 3365 | . 3389 |
| 1.00 | . 3413 | . 3438 | . 3461 | . 3485 | . 3508 | . 3531 | . 3554 | . 3577 | . 3599 | . 3621 |
| 1.10 | . 3643 | . 3665 | . 3686 | . 3708 | . 3729 | . 3749 | . 3770 | . 3790 | . 3810 | . 3830 |
| 1.20 | . 3849 | . 3869 | . 3888 | . 3907 | . 3925 | . 3944 | 3962 | . 3980 | . 3997 | . 4015 |
| 1.30 | . 4032 | . 4049 | . 4066 | . 4082 | 4099 | 4115 | . 4131 | . 4147 | . 4162 | . 417 |
| 1.40 | . 4192 | . 4207 | 4222 | . 4236 | 4251 | . 4265 | . 4279 | . 4292 | . 4306 | . 431 |
| 1.50 | . 4332 | . 4345 | . 435 | . 437 | . 4382 | . 439 | . 4406 | . 4418 | . 4429 | . 444 |
| 1.60 | . 4452 | . 4463 | . 447 | . 448 | . 4495 | . 4505 | . 4515 | . 4525 | . 4535 | . 454 |
| 1.70 | . 455 | . 4564 | . 4573 | 458 | . 4591 | . 4599 | . 4608 | . 4616 | . 4625 | . 463 |
| 1.80 | . 4641 | . 4649 | . 4656 | 466 | . 4671 | . 4678 | . 4686 | 4693 | . 4699 | . 4706 |
| 1.90 | . 4713 | . 4719 | . 4726 | . 4732 | . 4738 | . 4744 | 4750 | . 4756 | . 4761 | . 4767 |
| 2.00 | . 4772 | . 4778 | . 4783 | . 4788 | . 4793 | . 4798 | 4803 | . 4808 | . 4812 | . 4817 |
| 2.10 | . 4821 | . 4826 | . 4830 | . 4834 | . 4838 | 4842 | 4846 | . 4850 | . 4854 | . 4857 |
| 2.20 | . 4861 | . 4864 | 4868 | . 4871 | . 4875 | . 4878 | . 4881 | . 4884 | . 4887 | . 4890 |
| 2.30 | . 4893 | . 4896 | . 4898 | . 4901 | . 4904 | . 4906 | 4909 | . 4911 | . 4913 | . 4916 |
| 2.40 | . 4918 | . 4920 | . 4922 | . 4925 | . 4927 | . 4929 | 4931 | . 4932 | . 4934 | . 4936 |
| 2.50 | . 4938 | . 4940 | . 4941 | . 4943 | . 4945 | . 4946 | . 4948 | . 4949 | . 4951 | . 4952 |
| 2.60 | 4953 | . 4955 | . 4956 | . 4957 | . 4959 | 4960 | 4961 | . 4962 | . 4963 | . 4964 |
| 2.70 | . 4965 | . 4966 | . 4967 | . 4968 | . 4969 | . 4970 | . 4971 | . 4972 | . 4973 | . 4974 |
| 2.80 | . 4974 | . 4975 | . 4976 | . 4977 | . 4977 | . 4978 | . 4979 | . 4979 | . 4980 | . 498 |
| 2.90 | . 4981 | . 4982 | 4982 | . 4983 | 4984 | . 4984 | . 4985 | . 4985 | . 4986 | . 4986 |
| 3.00 | . 4987 | . 4987 | . 4987 | . 4988 | . 4988 | . 4989 | . 4989 | . 4989 | . 4990 | . 4990 |
| 3.10 | . 4990 | . 4991 | . 4991 | . 4991 | . 4992 | . 4992 | . 4992 | . 4992 | . 4993 | . 4993 |
| 3.20 | . 4993 | . 4993 | . 4994 | 4994 | . 4994 | . 4994 | . 4994 | . 4995 | . 4995 | . 4995 |
| 3.30 | . 4995 | . 4995 | . 4995 | . 4996 | . 4996 | . 4996 | . 4996 | . 4996 | . 4996 | . 4997 |
| 3.40 | . 4997 | . 4997 | . 4997 | . 4997 | . 4997 | . 4997 | . 4997 | . 4997 | . 4997 | . 4998 |
| 3.50 | . 4998 | . 4998 | . 4998 | . 4998 | . 4998 | . 4998 | 4998 | . 4998 | . 4998 | . 4998 |

Generated from Excel using the z-row as row 1 and the $z$-column as column $A$. The entries in cell ( $i, j$ ) are:
$=\operatorname{NORMSDIST}(\$ A j+i \$ 1)-.5$.

## APPENDIX B

Partial Expectations of the Standard Normal Distribution L(Z)

| z | . 00 | . 01 | . 02 | . 03 | . 04 | . 05 | . 06 | . 07 | . 08 | 0.09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -2.90 | 2.9005 | 2.9105 | 2.9205 | 2.9305 | 2.9405 | 2.9505 | 2.9604 | 2.9704 | 2.9804 | 2.9904 |
| -2.80 | 2.8008 | 2.8107 | 2.8207 | 2.8307 | 2.8407 | 2.8506 | 2.8606 | 2.8706 | 2.8806 | 2.8906 |
| -2.70 | 2.701 | 2.7110 | 2.7210 | 2.7310 | 2.7409 | 2.7509 | 2.7609 | 2.7708 | 2.7808 | 2.7908 |
| -2.6 | 2.601 | 2.611 | 2.62 | 2.631 | 2.6413 | 2.6 | 2.66 | 2.6712 | 11 | 2.6911 |
| -2 | 2.5 | 2.5 | 2. | 2. | 2. | 2. | 2.5617 | 6 | 6 | 5 |
| -2 | 2.4027 | 2.4126 | 2.4226 | 2.4325 | 2.442 | 2.4523 | 2.4623 | 2.4722 | 4821 | 21 |
| -2.30 | 2.3037 | 2.3136 | 2.3235 | 2.3334 | 2.3433 | 2.3532 | 2.3631 | 2.3730 | 2.3829 | 2.3928 |
| -2.20 | 2.2049 | 2.2147 | 2.2246 | 2.2345 | 2.2444 | 2.2542 | 2.2641 | 2.2740 | 2.2839 | 2.2938 |
| -2.10 | 2.1065 | 2.1163 | 2.1261 | 2.1360 | 2.1458 | 2.1556 | 2.1655 | 2.1753 | 2.1852 | 2.1950 |
| -2.00 | 2.0085 | 2.0183 | 2.0280 | 2.0378 | 2.0476 | 2.0574 | 2.0672 | 2.0770 | 2.0868 | 2.0966 |
| -1.90 | 1.911 | 1.9208 | 1.9305 | 1.9402 | 1.9500 | 1.959 | 1.9694 | 1.9792 | 1.9890 | 1.9987 |
| -1.80 | 1.8143 | 1.823 | 1.8336 | 1.843 | 1.852 | 1.8626 | 1.8723 | 1.8819 | 1.8916 | 1.9013 |
| -1.70 | 1.718 | 1.727 | 1.7374 | 1.7470 | 1. | 1. | 1.7758 | 4 | 7950 | 1.8046 |
| -1.60 | 1.623 | 1.632 |  | 1.651 | 1. | 1. | . 6801 | . 6897 | 1.6992 | 1.7087 |
| -1.50 | 1.5293 | 1.5386 | 1.5480 | 1.557 | 1.5667 | 1.5761 | 1.5855 | 1.5949 | 1.6044 | 1.6138 |
| -1.40 | 1.4367 | 1.4459 | 1.4551 | 1.4643 | 1.4736 | 1.4828 | 1.4921 | 1.5014 | 1.5107 | 1.5200 |
| -1.30 | 1.3455 | 1.3546 | 1.3636 | 1. | 1.3818 | 1.3909 | 4000 | 1.4092 | . 4183 | 1.4275 |
| -1.20 | 1.256 | 1.2650 | 1.2738 | 1.2827 | 1.2917 | 1.3006 | 1.3095 | 1.3185 | 1.3275 | 1.3365 |
| -1.10 | 1.1686 | 1.1773 | 1.1859 | 1.1946 | 1.2034 | 1.212 | 1.2209 | 1.2296 | 1.2384 | 1.2473 |
| -1.00 | 1.0833 | 1.091 | 1.1002 | 1.1087 | 1.117 | 1.1257 | 1.1342 | 1.1428 | 1.1514 | 1.1600 |
| -0.90 | 1.0004 | 1.0086 | 1.0168 | 1.0250 | 1.0333 | 1.0416 | 1.0499 | 1.0582 | 1.0665 | 1.0749 |
| -0.80 | . 9202 | . 9281 | . 9360 | . 9440 | 9520 | . 9600 | . 9680 | 9761 | . 9842 | 9923 |
| -0.70 | . 8429 | . 8505 | . 8581 | 8658 | . 8734 | . 8812 | . 8889 | . 8967 | . 9045 | . 9123 |
| -0.60 | . 768 | . 7759 | 7833 | 7906 | . 7980 | . 8054 | . 8128 | 8203 | 8278 | . 8353 |
| -0.50 | . 6978 | . 7047 | . 7117 | 7187 | . 7257 | . 7328 | . 7399 | . 7471 | . 7542 | 7614 |
| -0.40 | . 630 | . 6370 | . 6436 | . 6503 | . 6569 | 6637 | 6704 | . 6772 | . 6840 | . 6909 |
| -0.30 | . 5668 | . 5730 | 5792 | . 5855 | . 5918 | . 5981 | . 6045 | . 6109 | . 6174 | . 6239 |
| -0.20 | . 5069 | 5127 | . 5186 | . 5244 | . 5304 | . 5363 | . 5424 | . 5484 | . 5545 | . 5606 |
| -0.10 | 4509 | . 4564 | . 4618 | . 4673 | . 4728 | . 4784 | . 4840 | . 4897 | . 4954 | . 5011 |
| -0.00 | - | 4040 | . 4090 | . 4141 | . 4193 | . 4244 | 4297 | . 4349 | . 4402 | . 4456 |

Generated from Excel using row 1 for the $z$-row and column $A$ for the $z$-column. The cell entries are:
$=\operatorname{EXP}\left(-\left(\left(\$ A_{j}-i \$ 1\right) *\left(\$ A_{j}-i \$ 1\right)\right) / 2\right) /((2 * P I()) \wedge 0.5)-(\$ A-i \$ 1) *\left(1-\right.$ NORMSDIST $\left.\left.\left(\$ A_{j}-i \$ 1\right)\right)\right)$

| $z$ | . 00 | . 01 | . 02 | . 03 | . 04 | . 05 | . 06 | . 07 | . 08 | 0.09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | . 3989 | . 3940 | . 3890 | . 3841 | . 3793 | . 3744 | . 3697 | . 3649 | . 3602 | . 3556 |
| 0.10 | . 3509 | . 3464 | . 3418 | . 3373 | . 3328 | . 3284 | . 3240 | . 3197 | . 3154 | . 311 |
| 0.20 | . 3069 | . 3027 | . 2986 | . 2944 | . 2904 | . 2863 | . 2824 | 2784 | . 2745 | . 2706 |
| 0.30 | . 2668 | . 2630 | 2592 | 2555 | . 2518 | . 2481 | . 2445 | . 2409 | . 2374 | . 2339 |
| 0.40 | . 2304 | . 2270 | . 2236 | . 2203 | . 2169 | . 2137 | . 2104 | . 2072 | . 2040 | . 2009 |
| 0.50 | . 1978 | . 1947 | . 1917 | . 1887 | . 1857 | . 1828 | . 1799 | . 1771 | . 1742 | . 1714 |
| 0.60 | . 1687 | . 1659 | . 1633 | . 1606 | . 1580 | . 1554 | . 1528 | . 1503 | . 1478 | . 1453 |
| 0.70 | . 1429 | . 1405 | . 1381 | . 1358 | . 1334 | . 1312 | . 1289 | . 1267 | . 1245 | . 1223 |
| 0.80 | . 1202 | . 1181 | . 1160 | . 1140 | 1120 | . 1100 | . 1080 | . 1061 | . 1042 | . 1023 |
| 0.90 | . 1004 | . 0986 | . 0968 | . 0950 | . 0933 | . 0916 | . 0899 | . 0882 | . 0865 | . 0849 |
| 1.00 | . 0833 | . 0817 | . 0802 | . 0787 | . 0772 | . 0757 | . 0742 | . 0728 | . 0714 | . 0700 |
| 1.10 | . 0686 | . 0673 | . 0659 | . 0646 | . 0634 | . 0621 | . 0609 | . 0596 | . 0584 | . 0573 |
| $1.20{ }^{-}$ | . 0561 | . 0550 | . 0538 | . 0527 | . 0517 | . 0506 | . 0495 | . 0485 | . 0475 | . 0465 |
| 1.30 | . 0455 | . 044 | . 0436 | . 042 | . 0418 | . 0409 | . 0400 | . 0392 | . 0383 | 0375 |
| 1.40 | . 0367 | . 035 | . 035 | . 034 | . 033 | . 0328 | . 032 | . 0314 | . 0307 | . 0300 |
| 1.50 | . 0293 | . 028 | . 028 | . 027 | . 026 | . 0261 | . 0255 | . 0249 | . 0244 | . 0238 |
| 1.60 | . 0232 | . 022 | . 0222 | . 021 | . 0211 | . 0206 | . 0201 | . 0197 | . 0192 | . 0187 |
| 1.70 | . 0183 | . 0178 | . 0174 | . 0170 | . 0166 | . 0162 | . 0158 | . 0154 | . 0150 | . 0146 |
| 1.80 | . 0143 | . 0139 | . 0136 | . 0132 | . 0129 | . 0126 | . 0123 | . 0119 | . 0116 | . 0113 |
| 1.90 | . 0111 | . 0108 | . 0105 | . 0102 | . 0100 | . 0097 | . 0094 | . 0092 | . 0090 | . 0087 |
| 2.00 | . 0085 | . 0083 | . 0080 | . 0078 | . 0076 | . 0074 | . 0072 | . 0070 | 0068 | . 0066 |
| 2.10 | . 0065 | . 0063 | . 0061 | . 0060 | . 0058 | . 0056 | . 0055 | . 0053 | . 0052 | . 0050 |
| 2.20 | . 0049 | . 0047 | . 0046 | . 0045 | . 0044 | . 0042 | . 0041 | . 0040 | . 0039 | . 0038 |
| 2.30 | . 0037 | . 0036 | . 0035 | . 0034 | . 0033 | . 0032 | . 0031 | . 0030 | . 0029 | . 0028 |
| 2.40 | . 0027 | . 0026 | . 0026 | . 0025 | . 0024 | . 0023 | . 0023 | . 0022 | . 0021 | . 0021 |
| 2.50 | . 0020 | . 0019 | . 0019 | . 0018 | . 0018 | . 0017 | . 0017 | . 0016 | . 0016 | . 0015 |
| 2.60 | . 0015 | . 0014 | . 0014 | . 0013 | . 0013 | . 0012 | . 0012 | . 0012 | . 0011 | . 0011 |
| 2.70 | . 0011 | . 0010 | . 0010 | . 0010 | . 0009 | . 0009 | . 0009 | . 0008 | . 0008 | . 0008 |
| 2.80 | . 0008 | . 0007 | . 0007 | . 0007 | . 0007 | . 0006 | . 0006 | . 0006 | . 0006 | . 0006 |
| 2.90 | . 0005 | . 0005 | . 0005 | . 0005 | . 0005 | . 0005 | . 0004 | . 0004 | 0004 | . 0004 |

Generated from Excel using row 1 for the z-row and column A for the z-column. The cell entries are:
$=\operatorname{EXP}\left(-\left(\left(\$ A_{j}+i \$ 1\right)^{*}\left(\$ A_{j}+i \$ 1\right)\right) / 2\right) /((2 * \operatorname{PI}()) \wedge 0.5)-\left(\$ A_{j}+i \$ 1\right) *\left(1-\right.$ NORMSDIST $\left.\left.\left(\$ A_{j}+i \$ 1\right)\right)\right)$

## APPENDIX C

Table of Pseudo-Random Numbers

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 6506 | 3338 | 2197 | 8927 | 6320 | 1094 | 1995 | 5971 | 5147 | 3620 | 0582 | 2982 | 8731 | 6037 | 4231 |
| 2 | 776 | 987 | 983 | 8848 | 4630 | 7371 | 7971 | 6600 | 1296 | 5299 | 1374 | 9517 | 8177 | 2403 | 7443 |
| 3 | 6170 | 2631 | 6268 | 9089 | 8657 | 2809 | 3554 | 4814 | 7401 | 9983 | 8613 | 3199 | 6005 | 1879 | 9339 |
| 4 | 8800 | 9139 | 830 | 2605 | 0030 | 5148 | 6300 | 1762 | 2499 | 5417 | 2607 | 7111 | 9892 | 3703 | 8408 |
| 5 | 4211 | 9651 | 0051 | 7982 | 562 | 9115 | 5495 | 2710 | 2888 | 9620 | 5078 | 6541 | 5066 | 9082 | 8981 |
| 6 | 7452 | 4883 | 5619 | 5541 | 6728 | 1469 | 5165 | 1908 | 9619 | 2043 | 9221 | 6405 | 6559 | 6343 | 8920 |
| 7 | 1182 | 8260 | 33 | 2624 | 5925 | 6480 | 9339 | 5104 | 7435 | 4121 | 9234 | 9031 | 3506 | 6230 | 1202 |
| 8 | 4012 | 2781 | 6140 | 1603 | 2829 | 2447 | 6997 | 494 | 3343 | 3 | 1070 | 2998 | 1236 | 9821 | 6438 |
| 9 | 0335 | 9636 | 1645 | 4063 | 7939 | 7031 | 1443 | 7610 | 9665 | 3357 | 6415 | 4994 | 3780 | 8437 | 6475 |
| 10 | 62 | 4696 | 80 | 6519 | 647 | 8442 | 3574 | 49 | 7911 | 0759 | 7991 | 2677 | 4401 | 9996 | 3878 |
| 11 | 5482 | 2016 | 7017 | 6106 | 3319 | 7387 | 0150 | 7166 | 7336 | 2121 | 1006 | 4066 | 5675 | 8784 | 6141 |
| 12 | 1085 | 4426 | 4988 | 6807 | 8134 | 1788 | 0933 | 7209 | 3054 | 0107 | 0033 | 2795 | 9978 | 4542 | 5388 |
| 13 | 1698 | 8464 | 8208 | 7589 | 171 | 48 | 7082 | 302 | 4519 | 2000 | 7987 | 4122 | 8150 | 3058 | 1281 |
| 14 | 6969 | 9424 | 1524 | 6590 | 6317 | 1149 | 5025 | 8181 | 0013 | 1805 | 752 | 6735 | 1511 | 4255 | 7643 |
| 15 | 1696 | 6693 | 9525 | 0882 | 6605 | 8822 | 4081 | 0772 | 8234 | 9257 | 3985 | 5061 | 2021 | 9265 | 9641 |
| 16 | 0267 | 6317 | 105 | 3193 | 273 | 9451 | 4100 | 147 | 3270 | 1065 | 6001 | 4366 | 7642 | 2800 | 5026 |
| 17 | 3175 | 7529 | 1759 | 2084 | 0432 | 2990 | 7190 | 4648 | 8760 | 9085 | 459 | 3874 | 7636 | 3983 | 7406 |
| 18 | 7959 | 0515 | 814 | 4053 | 3441 | 8314 | 6822 | 0714 | 7731 | 6648 | 3007 | 5625 | 8682 | 8699 | 3711 |
| 19 | 4958 | 1069 | 0318 | 9941 | 0726 | 7176 | 5053 | 517 | 6950 | 9598 | 0640 | 0297 | 7153 | 5376 | 3610 |
| 20 | 4281 | 1877 | 8785 | 0967 | 6969 | 2766 | 8284 | 2528 | 0194 | 2496 | 4152 | 9645 | 3200 | 8762 | 1574 |
| 21 | 223 | 0382 | 778 | 7890 | 3434 | 5391 | 2022 | 6820 | 9294 | 8609 | 6437 | 3848 | 0668 | 2868 | 7085 |
| 22 | 0002 | 0786 | 2889 | 1522 | 0059 | 1313 | 9858 | 133 | 4964 | 3223 | 3010 | 9118 | 6072 | 6432 | 1895 |
| 23 | 8434 | 7236 | 3686 | 8333 | 0617 | 1821 | 4297 | 9250 | 5737 | 2599 | 3785 | 4356 | 6943 | 1461 | 6921 |
| 24 | 8959 | 5886 | 9020 | 7247 | 5586 | 7136 | 0595 | 2432 | 0685 | 1058 | 6967 | 0202 | 8565 | 1423 | 6268 |
| 25 | 8975 | 6480 | 9478 | 5140 | 0996 | 6483 | 0881 | 4444 | 5587 | 4517 | 5402 | 4436 | 1516 | 8855 | 1132 |
| 26 | 1288 | 8758 | 571 | 0916 | 1114 | 2046 | 2564 | 4713 | 5154 | 7742 | 1653 | 2428 | 8366 | 7530 | 8709 |
| 27 | 6412 | 0141 | 9310 | 7329 | 6063 | 4279 | 8996 | 6782 | 5013 | 1565 | 8090 | 8400 | 6118 | 5830 | 6202 |
| 28 | 6463 | 0315 | 227 | 3642 | 4400 | 5030 | 9321 | 6107 | 8498 | 7838 | 8209 | 4891 | 8378 | 8816 | 2156 |
| 29 | 3856 | 1780 | 537 | 198 | 8971 | 2679 | 7859 | 1416 | 8795 | 4004 | 1302 | 2802 | 1445 | 8578 | 0356 |
| 30 | 6117 | 4088 | 7219 | 2557 | 6612 | 3386 | 2724 | 8737 | 6412 | 5548 | 5214 | 6804 | 4716 | 2134 | 681 |
| 31 | 5396 | 2510 | 3168 | 9061 | 5963 | 2243 | 6824 | 6614 | 1074 | 6839 | 5576 | 8077 | 9191 | 2406 | 8859 |
| 32 | 1281 | 1710 | 4009 | 5721 | 5830 | 1755 | 1225 | 6382 | 4148 | 1870 | 3651 | 5876 | 9282 | 4682 | 6765 |
| 33 | 7644 | 0296 | 2395 | 7493 | 8626 | 4617 | 9388 | 2845 | 1363 | 4705 | 6759 | 2983 | 7857 | 8906 | 1027 |
| 34 | 8608 | 3656 | 0659 | 6827 | 2183 | 9893 | 4989 | 1855 | 9358 | 1041 | 4488 | 3197 | 1723 | 4120 | 6987 |
| 35 | 9359 | 0331 | 6735 | 1301 | 7891 | 5985 | 1119 | 8374 | 1817 | 4825 | 8017 | 2728 | 7241 | 6119 | 0439 |
| 36 | 4233 | 0282 | 0397 | 0646 | 0527 | 9247 | 2280 | 6931 | 3963 | 3227 | 9732 | 9148 | 6735 | 5047 | 0981 |
| 37 | 3871 | 1294 | 9059 | 7680 | 5964 | 5402 | 6068 | 1781 | 6103 | 3768 | 1999 | 2403 | 3006 | 3742 | 2539 |

A similar table can be generated in Excel by entering for each cell: $=\operatorname{INT}\left(\right.$ RAND ()$^{* 10000)}$.

## APPENDIX D

t Distribution: Values of $t$ That Puts $\alpha$ in the Upper Tail


| Degrees | Values of $\alpha$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | . 10 | 0.05 | 0.025 | 0.01 | 0.005 | 0.0025 | 0.001 | 0.0005 |
| 1 | 3.0777 | 6.3137 | 12.7062 | 31.8210 | 63.6559 | 127.3211 | 318.2888 | 636.5776 |
| 2 | 1.8856 | 2.9200 | 4.3027 | 6.9645 | 9.9250 | 14.0892 | 22.3285 | 31.5998 |
| 3 | 1.6377 | 2.3534 | 3.1824 | 4.5407 | 5.8408 | 7.4532 | 10.2143 | 12.9244 |
| 4 | 1.5332 | 2.1318 | 2.7765 | 3.7469 | 4.6041 | 5.5975 | 7.1729 | 8.6101 |
| 5 | 1.4759 | 2.0150 | 2.5706 | 3.3649 | 4.0321 | 4.7733 | 5.8935 | 6.8685 |
| 6 | 1.4398 | 1.9432 | 2.4469 | 3.1427 | 3.7074 | 4.3168 | 5.2075 | 5.9587 |
| 7 | 1.4149 | 1.8946 | 2.3646 | 2.9979 | 3.4995 | 4.0294 | 4.7853 | 5.4081 |
| 8 | 1.3968 | 1.8595 | 2.3060 | 2.8965 | 3.3554 | 3.8325 | 4.5008 | 5.0414 |
| 9 | 1.3830 | 1.8331 | 2.2622 | 2.8214 | 3.2498 | 3.6896 | 4.2969 | 4.7809 |
| 10 | 1.3722 | 1.8125 | 2.2281 | 2.7638 | 3.1693 | 3.5814 | 4.1437 | 4.5868 |
| 11 | 1.3634 | 1.7959 | 2.2010 | 2.7181 | 3.1058 | 3.4966 | 4.0248 | 4.4369 |
| 12 | 1.3562 | 1.7823 | 2.1788 | 2.6810 | 3.0545 | 3.4284 | 3.9296 | 4.3178 |
| 13 | 1.3502 | 1.7709 | 2.1604 | 2.6503 | 3.0123 | 3.3725 | 3.8520 | 4.2209 |
| 14 | 1.3450 | 1.7613 | 2.1448 | 2.6245 | 2.9768 | 3.3257 | 3.7874 | 4.1403 |
| 15 | 1.3406 | 1.7531 | 2.1315 | 2.6025 | 2.9467 | 3.2860 | 3.7329 | 4.0728 |
| 16 | 1.3368 | 1.7459 | 2.1199 | 2.5835 | 2.9208 | 3.2520 | 3.6861 | 4.0149 |
| 17 | 1.3334 | 1.7396 | 2.1098 | 2.5669 | 2.8982 | 3.2224 | 3.6458 | 3.9651 |
| 18 | 1.3304 | 1.7341 | 2.1009 | 2.5524 | 2.8784 | 3.1966 | 3.6105 | 3.9217 |
| 19 | 1.3277 | 1.7291 | 2.0930 | 2.5395 | 2.8609 | 3.1737 | 3.5793 | 3.8833 |
| 20 | 1.3253 | 1.7247 | 2.0860 | 2.5280 | 2.8453 | 3.1534 | 3.5518 | 3.8496 |
| 21 | 1.3232 | 1.7207 | 2.0796 | 2.5176 | 2.8314 | 3.1352 | 3.5271 | 3.8193 |
| 22 | 1.3212 | 1.7171 | 2.0739 | 2.5083 | 2.8188 | 3.1188 | 3.5050 | 3.7922 |
| 23 | 1.3195 | 1.7139 | 2.0687 | 2.4999 | 2.8073 | 3.1040 | 3.4850 | 3.7676 |
| 24 | 1.3178 | 1.7109 | 2.0639 | 2.4922 | 2.7970 | 3.0905 | 3.4668 | 3.7454 |
| 25 | 1.3163 | 1.7081 | 2.0595 | 2.4851 | 2.7874 | 3.0782 | 3.4502 | 3.7251 |
| 26 | 1.3150 | 1.7056 | 2.0555 | 2.4786 | 2.7787 | 3.0669 | 3.4350 | 3.7067 |
| 27 | 1.3137 | 1.7033 | 2.0518 | 2.4727 | 2.7707 | 3.0565 | 3.4210 | 3.6895 |
| 28 | 1.3125 | 1.7011 | 2.0484 | 2.4671 | 2.7633 | 3.0470 | 3.4082 | 3.6739 |
| 29 | 1.3114 | 1.6991 | 2.0452 | 2.4620 | 2.7564 | 3.0380 | 3.3963 | 3.6595 |
| 30 | 1.3104 | 1.6973 | 2.0423 | 2.4573 | 2.7500 | 3.0298 | 3.3852 | 3.6460 |
| 99 | 1.2902 | 1.6604 | 1.9842 | 2.3646 | 2.6264 | 2.8713 | 3.1746 | 3.3915 |
| 199 | 1.2858 | 1.6525 | 1.9720 | 2.3452 | 2.6008 | 2.8387 | 3.1317 | 3.3401 |
| 499 | 1.2833 | 1.6479 | 1.9647 | 2.3338 | 2.5857 | 2.8196 | 3.1067 | 3.3101 |

Generated from Excel using row 2 for the values of $\alpha$ and column A for the degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{TINV}(2 * j \$ 2, \$ A i)$.

## APPENDIX E


$\chi^{2}$ Distribution:

Values of $\chi^{2}$ That Puts $\alpha$ in the Upper Tail

| Degrees | Values of $\alpha$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | . 10 | 0.05 | 0.025 | 0.01 | 0.005 | 0.0025 | 0.001 | 0.0005 |
| 1 | 2.7055 | 3.8415 | 5.0239 | 6.6349 | 7.8794 | 9.1404 | 10.8274 | 12.1153 |
| 2 | 4.6052 | 5.9915 | 7.3778 | 9.2104 | 10.5965 | 11.9827 | 13.8150 | 15.2014 |
| 3 | 6.2514 | 7.8147 | 9.3484 | 11.3449 | 12.8381 | 14.3202 | 16.2660 | 17.7311 |
| 4 | 7.7794 | 9.4877 | 11.1433 | 13.2767 | 14.8602 | 16.4238 | 18.4662 | 19.9977 |
| 5 | 9.2363 | 11.0705 | 12.8325 | 15.0863 | 16.7496 | 18.3854 | 20.5147 | 22.1057 |
| 6 | 10.6446 | 12.5916 | 14.4494 | 16.8119 | 18.5475 | 20.2491 | 22.4575 | 24.1016 |
| 7 | 12.0170 | 14.0671 | 16.0128 | 18.4753 | 20.2777 | 22.0402 | 24.3213 | 26.0179 |
| 8 | 13.3616 | 15.5073 | 17.5345 | 20.0902 | 21.9549 | 23.7742 | 26.1239 | 27.8674 |
| 9 | 14.6837 | 16.9190 | 19.0228 | 21.6660 | 23.5893 | 25.4625 | 27.8767 | 29.6669 |
| 10 | 15.9872 | 18.3070 | 20.4832 | 23.2093 | 25.1881 | 27.1119 | 29.5879 | 31.4195 |
| 11 | 17.2750 | 19.6752 | 21.9200 | 24.7250 | 26.7569 | 28.7291 | 31.2635 | 33.1382 |
| 12 | 18.5493 | 21.0261 | 23.3367 | 26.2170 | 28.2997 | 30.3182 | 32.9092 | 34.8211 |
| 13 | 19.8119 | 22.3620 | 24.7356 | 27.6882 | 29.8193 | 31.8830 | 34.5274 | 36.4768 |
| 14 | 21.0641 | 23.6848 | 26.1189 | 29.1412 | 31.3194 | 33.4262 | 36.1239 | 38.1085 |
| 15 | 22.3071 | 24.9958 | 27.4884 | 30.5780 | 32.8015 | 34.9494 | 37.6978 | 39.7173 |
| 16 | 23.5418 | 26.2962 | 28.8453 | 31.9999 | 34.2671 | 36.4555 | 39.2518 | 41.3077 |
| 17 | 24.7690 | 27.5871 | 30.1910 | 33.4087 | 35.7184 | 37.9462 | 40.7911 | 42.8808 |
| 18 | 25.9894 | 28.8693 | 31.5264 | 34.8052 | 37.1564 | 39.4220 | 42.3119 | 44.4337 |
| 19 | 27.2036 | 30.1435 | 32.8523 | 36.1908 | 38.5821 | 40.8847 | 43.8194 | 45.9738 |
| 20 | 28.4120 | 31.4104 | 34.1696 | 37.5663 | 39.9969 | 42.3358 | 45.3142 | 47.4977 |
| 21 | 29.6151 | 32.6706 | 35.4789 | 38.9322 | 41.4009 | 43.7749 | 46.7963 | 49.0096 |
| 22 | 30.8133 | 33.9245 | 36.7807 | 40.2894 | 42.7957 | 45.2041 | 48.2676 | 50.5105 |
| 23 | 32.0069 | 35.1725 | 38.0756 | 41.6383 | 44.1814 | 46.6231 | 49.7276 | 51.9995 |
| 24 | 33.1962 | 36.4150 | 39.3641 | 42.9798 | 45.5584 | 48.0336 | 51.1790 | 53.4776 |
| 25 | 34.3816 | 37.6525 | 40.6465 | 44.3140 | 46.9280 | 49.4351 | 52.6187 | 54.9475 |
| 26 | 35.5632 | 38.8851 | 41.9231 | 45.6416 | 48.2898 | 50.8291 | 54.0511 | 56.4068 |
| 27 | 36.7412 | 40.1133 | 43.1945 | 46.9628 | 49.6450 | 52.2152 | 55.4751 | 57.8556 |
| 28 | 37.9159 | 41.3372 | 44.4608 | 48.2782 | 50.9936 | 53.5939 | 56.8918 | 59.2990 |
| 29 | 39.0875 | 42.5569 | 45.7223 | 49.5878 | 52.3355 | 54.9662 | 58.3006 | 60.7342 |
| 30 | 40.2560 | 43.7730 | 46.9792 | 50.8922 | 53.6719 | 56.3325 | 59.7022 | 62.1600 |
| 99 | 117.4069 | 123.2252 | 128.4219 | 134.6415 | 138.9869 | 143.0945 | 148.2297 | 151.9312 |
| 199 | 224.9568 | 232.9118 | 239.9598 | 248.3284 | 254.1350 | 259.5940 | 266.3860 | 271.2568 |
| 499 | 539.8898 | 552.0747 | 562.7896 | 575.4189 | 584.1246 | 592.2692 | 602.3506 | 609.5466 |

[^59]
## APPENDIX F (.01)

F Distribution:
Values of F That Puts . 01 in the Upper Tail


| Denominator | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 4052 | 4999 | 5404 | 5624 | 5764 | 5859 | 5928 | 5981 | 6022 | 6056 | 6083 | 6107 | 6126 |
| 2 | 98.50 | 99.00 | 99.16 | 99.25 | 99.30 | 99.33 | 99.36 | 99.38 | 99.39 | 99.40 | 99.41 | 99.42 | 99.42 |
| 3 | 34.12 | 30.82 | 29.46 | 28.71 | 28.24 | 27.91 | 27.67 | 27.49 | 27.34 | 27.23 | 27.13 | 27.05 | 26.98 |
| 4 | 21.20 | 18.00 | 16.69 | 15.98 | 15.52 | 15.21 | 14.98 | 14.80 | 14.66 | 14.55 | 14.45 | 14.37 | 14.31 |
| 5 | 16.26 | 13.27 | 12.06 | 11.39 | 10.97 | 10.67 | 10.46 | 10.29 | 10.16 | 10.05 | 9.96 | 9.89 | 9.82 |
| 6 | 13.75 | 10.92 | 9.78 | 9.15 | 8.75 | 8.47 | 8.26 | 8.10 | 7.98 | 7.87 | 7.79 | 7.72 | 7.66 |
| 7 | 12.25 | 9.55 | 8.45 | 7.85 | 7.46 | 7.19 | 6.99 | 6.84 | 6.72 | 6.62 | 6.54 | 6.47 | 6.41 |
| 8 | 11.26 | 8.65 | 7.59 | 7.01 | 6.63 | 6.37 | 6.18 | 6.03 | 5.91 | 5.81 | 5.73 | 5.67 | 5.61 |
| 9 | 10.56 | 8.02 | 6.99 | 6.42 | 6.06 | 5.80 | 5.61 | 5.47 | 5.35 | 5.26 | 5.18 | 5.11 | 5.05 |
| 10 | 10.04 | 7.56 | 6.55 | 5.99 | 5.64 | 5.39 | 5.20 | 5.06 | 4.94 | 4.85 | 4.77 | 4.71 | 4.65 |
| 11 | 9.65 | 7.21 | 6.22 | 5.67 | 5.32 | 5.07 | 4.89 | 4.74 | 4.63 | 4.54 | 4.46 | 4.40 | 4.34 |
| 12 | 9.33 | 6.93 | 5.95 | 5.41 | 5.06 | 4.82 | 4.64 | 4.50 | 4.39 | 4.30 | 4.22 | 4.16 | 4.10 |
| 13 | 9.07 | 6.70 | 5.74 | 5.21 | 4.86 | 4.62 | 4.44 | 4.30 | 4.19 | 4.10 | 4.02 | 3.96 | 3.91 |
| 14 | 8.86 | 6.51 | 5.56 | 5.04 | 4.69 | 4.46 | 4.28 | 4.14 | 4.03 | 3.94 | 3.86 | 3.80 | 3.75 |
| 15 | 8.68 | 6.36 | 5.42 | 4.89 | 4.56 | 4.32 | 4.14 | 4.00 | 3.89 | 3.80 | 3.73 | 3.67 | 3.61 |
| 16 | 8.53 | 6.23 | 5.29 | 4.77 | 4.44 | 4.20 | 4.03 | 3.89 | 3.78 | 3.69 | 3.62 | 3.55 | 3.50 |
| 17 | 8.40 | 6.11 | 5.19 | 4.67 | 4.34 | 4.10 | 3.93 | 3.79 | 3.68 | 3.59 | 3.52 | 3.46 | 3.40 |
| 18 | 8.29 | 6.01 | 5.09 | 4.58 | 4.25 | 4.01 | 3.84 | 3.71 | 3.60 | 3.51 | 3.43 | 3.37 | 3.32 |
| 19 | 8.18 | 5.93 | 5.01 | 4.50 | 4.17 | 3.94 | 3.77 | 3.63 | 3.52 | 3.43 | 3.36 | 3.30 | 3.24 |
| 20 | 8.10 | 5.85 | 4.94 | 4.43 | 4.10 | 3.87 | 3.70 | 3.56 | 3.46 | 3.37 | 3.29 | 3.23 | 3.18 |
| 21 | 8.02 | 5.78 | 4.87 | 4.37 | 4.04 | 3.81 | 3.64 | 3.51 | 3.40 | 3.31 | 3.24 | 3.17 | 3.12 |
| 22 | 7.95 | 5.72 | 4.82 | 4.31 | 3.99 | 3.76 | 3.59 | 3.45 | 3.35 | 3.26 | 3.18 | 3.12 | 3.07 |
| 23 | 7.88 | 5.66 | 4.76 | 4.26 | 3.94 | 3.71 | 3.54 | 3.41 | 3.30 | 3.21 | 3.14 | 3.07 | 3.02 |
| 24 | 7.82 | 5.61 | 4.72 | 4.22 | 3.90 | 3.67 | 3.50 | 3.36 | 3.26 | 3.17 | 3.09 | 3.03 | 2.98 |
| 25 | 7.77 | 5.57 | 4.68 | 4.18 | 3.85 | 3.63 | 3.46 | 3.32 | 3.22 | 3.13 | 3.06 | 2.99 | 2.94 |
| 26 | 7.72 | 5.53 | 4.64 | 4.14 | 3.82 | 3.59 | 3.42 | 3.29 | 3.18 | 3.09 | 3.02 | 2.96 | 2.90 |
| 27 | 7.68 | 5.49 | 4.60 | 4.11 | 3.78 | 3.56 | 3.39 | 3.26 | 3.15 | 3.06 | 2.99 | 2.93 | 2.87 |
| 28 | 7.64 | 5.45 | 4.57 | 4.07 | 3.75 | 3.53 | 3.36 | 3.23 | 3.12 | 3.03 | 2.96 | 2.90 | 2.84 |
| 29 | 7.60 | 5.42 | 4.54 | 4.04 | 3.73 | 3.50 | 3.33 | 3.20 | 3.09 | 3.00 | 2.93 | 2.87 | 2.81 |
| 30 | 7.56 | 5.39 | 4.51 | 4.02 | 3.70 | 3.47 | 3.30 | 3.17 | 3.07 | 2.98 | 2.91 | 2.84 | 2.79 |
| 31 | 7.53 | 5.36 | 4.48 | 3.99 | 3.67 | 3.45 | 3.28 | 3.15 | 3.04 | 2.96 | 2.88 | 2.82 | 2.77 |
| 32 | 7.50 | 5.34 | 4.46 | 3.97 | 3.65 | 3.43 | 3.26 | 3.13 | 3.02 | 2.93 | 2.86 | 2.80 | 2.74 |
| 33 | 7.47 | 5.31 | 4.44 | 3.95 | 3.63 | 3.41 | 3.24 | 3.11 | 3.00 | 2.91 | 2.84 | 2.78 | 2.72 |
| 34 | 7.44 | 5.29 | 4.42 | 3.93 | 3.61 | 3.39 | 3.22 | 3.09 | 2.98 | 2.89 | 2.82 | 2.76 | 2.70 |
| 35 | 7.42 | 5.27 | 4.40 | 3.91 | 3.59 | 3.37 | 3.20 | 3.07 | 2.96 | 2.88 | 2.80 | 2.74 | 2.69 |
| 36 | 7.40 | 5.25 | 4.38 | 3.89 | 3.57 | 3.35 | 3.18 | 3.05 | 2.95 | 2.86 | 2.79 | 2.72 | 2.67 |
| 37 | 7.37 | 5.23 | 4.36 | 3.87 | 3.56 | 3.33 | 3.17 | 3.04 | 2.93 | 2.84 | 2.77 | 2.71 | 2.65 |
| 38 | 7.35 | 5.21 | 4.34 | 3.86 | 3.54 | 3.32 | 3.15 | 3.02 | 2.92 | 2.83 | 2.75 | 2.69 | 2.64 |
| 39 | 7.33 | 5.19 | 4.33 | 3.84 | 3.53 | 3.30 | 3.14 | 3.01 | 2.90 | 2.81 | 2.74 | 2.68 | 2.62 |
| 49 | 7.18 | 5.07 | 4.21 | 3.73 | 3.42 | 3.19 | 3.03 | 2.90 | 2.79 | 2.71 | 2.63 | 2.57 | 2.52 |
| 59 | 7.08 | 4.98 | 4.13 | 3.65 | 3.34 | 3.12 | 2.96 | 2.83 | 2.72 | 2.64 | 2.56 | 2.50 | 2.45 |
| 69 | 7.02 | 4.93 | 4.08 | 3.60 | 3.29 | 3.08 | 2.91 | 2.78 | 2.68 | 2.59 | 2.52 | 2.45 | 2.40 |
| 79 | 6.97 | 4.88 | 4.04 | 3.57 | 3.26 | 3.04 | 2.87 | 2.75 | 2.64 | 2.55 | 2.48 | 2.42 | 2.36 |
| 89 | 6.93 | 4.85 | 4.01 | 3.54 | 3.23 | 3.01 | 2.85 | 2.72 | 2.61 | 2.53 | 2.45 | 2.39 | 2.34 |
| 99 | 6.90 | 4.83 | 3.99 | 3.51 | 3.21 | 2.99 | 2.83 | 2.70 | 2.59 | 2.51 | 2.43 | 2.37 | 2.32 |
| 199 | 6.76 | 4.71 | 3.88 | 3.41 | 3.11 | 2.89 | 2.73 | 2.60 | 2.50 | 2.41 | 2.34 | 2.28 | 2.22 |
| 499 | 6.69 | 4.65 | 3.82 | 3.36 | 3.05 | 2.84 | 2.68 | 2.55 | 2.44 | 2.36 | 2.28 | 2.22 | 2.17 |

Generated from Excel using row 2 for the numerator degrees of freedom and column $A$ for the
denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.01, j \$ 2, \$ A i)$.

F Distribution
Value of $F$ That Puts .01 in the Upper Tail (cont.)

|  | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 14 | 15 | 19 | 24 | 29 | 39 | 49 | 59 | 69 | 79 | 89 | 99 | 199 |
| 1 | 6143 | 6157 | 6201 | 6234 | 6257 | 6285 | 6301 | 6313 | 6320 | 6326 | 6330 | 6334 | 6350 |
| 2 | 99.43 | 99.43 | 99.45 | 99.46 | 99.46 | 99.47 | 99.48 | 99.48 | 99.48 | 99.48 | 99.49 | 99.49 | 99.49 |
| 3 | 26.92 | 26.87 | 26.72 | 26.60 | 26.52 | 26.42 | 26.36 | 26.32 | 26.29 | 26.27 | 26.25 | 26.24 | 26.18 |
| 4 | 14.25 | 14.20 | 14.05 | 13.93 | 13.85 | 13.75 | 13.69 | 13.66 | 13.63 | 13.61 | 13.59 | 13.58 | 13.52 |
| 5 | 9.77 | 9.72 | 9.58 | 9.47 | 9.39 | 9.30 | 9.24 | 9.20 | 9.18 | 9.16 | 9.14 | 9.13 | 9.08 |
| 6 | 7.60 | 7.56 | 7.42 | 7.31 | 7.24 | 7.15 | 7.10 | 7.06 | 7.03 | 7.01 | 7.00 | 6.99 | 6.93 |
| 7 | 6.36 | 6.31 | 6.18 | 6.07 | 6.00 | 5.91 | 5.86 | 5.83 | 5.80 | 5.78 | 5.77 | 5.76 | 5.70 |
| 8 | 5.56 | 5.52 | 5.38 | 5.28 | 5.21 | 5.12 | 5.07 | 5.03 | 5.01 | 4.99 | 4.98 | 4.96 | 4.91 |
| 9 | 5.01 | 4.96 | 4.83 | 4.73 | 4.66 | 4.57 | 4.52 | 4.49 | 4.46 | 4.44 | 4.43 | 4.42 | 4.36 |
| 10 | 4.60 | 4.56 | 4.43 | 4.33 | 4.26 | 4.17 | 4.12 | 4.08 | 4.06 | 4.04 | 4.03 | 4.01 | 3.96 |
| 11 | 4.29 | 4.25 | 4.12 | 4.02 | 3.95 | 3.87 | 3.81 | 3.78 | 3.75 | 3.74 | 3.72 | 3.71 | 3.66 |
| 12 | 4.05 | 4.01 | 3.88 | 3.78 | 3.71 | 3.63 | 3.57 | 3.54 | 3.51 | 3.49 | 3.48 | 3.47 | 3.41 |
| 13 | 3.86 | 3.82 | 3.69 | 3.59 | 3.52 | 3.43 | 3.38 | 3.34 | 3.32 | 3.30 | 3.29 | 3.27 | 3.22 |
| 14 | 3.70 | 3.66 | 3.53 | 3.43 | 3.36 | 3.27 | 3.22 | 3.18 | 3.16 | 3.14 | 3.12 | 3.11 | 3.06 |
| 15 | 3.56 | 3.52 | 3.40 | 3.29 | 3.23 | 3.14 | 3.09 | 3.05 | 3.02 | 3.01 | 2.99 | 2.98 | 2.92 |
| 16 | 3.45 | 3.41 | 3.28 | 3.18 | 3.11 | 3.02 | 2.97 | 2.94 | 2.91 | 2.89 | 2.88 | 2.86 | 2.81 |
| 17 | 3.35 | 3.31 | 3.19 | 3.08 | 3.01 | 2.93 | 2.87 | 2.84 | 2.81 | 2.79 | 2.78 | 2.77 | 2.71 |
| 18 | 3.27 | 3.23 | 3.10 | 3.00 | 2.93 | 2.84 | 2.79 | 2.75 | 2.73 | 2.71 | 2.69 | 2.68 | 2.62 |
| 19 | 3.19 | 3.15 | 3.03 | 2.92 | 2.86 | 2.77 | 2.71 | 2.68 | 2.65 | 2.63 | 2.62 | 2.60 | 2.55 |
| 20 | 3.13 | 3.09 | 2.96 | 2.86 | 2.79 | 2.70 | 2.65 | 2.61 | 2.58 | 2.56 | 2.55 | 2.54 | 2.48 |
| 21 | 3.07 | 3.03 | 2.90 | 2.80 | 2.73 | 2.64 | 2.59 | 2.55 | 2.52 | 2.50 | 2.49 | 2.48 | 2.42 |
| 22 | 3.02 | 2.98 | 2.85 | 2.75 | 2.68 | 2.59 | 2.54 | 2.50 | 2.47 | 2.45 | 2.44 | 2.42 | 2.36 |
| 23 | 2.97 | 2.93 | 2.80 | 2.70 | 2.63 | 2.54 | 2.49 | 2.45 | 2.42 | 2.40 | 2.39 | 2.37 | 2.32 |
| 24 | 2.93 | 2.89 | 2.76 | 2.66 | 2.59 | 2.50 | 2.44 | 2.41 | 2.38 | 2.36 | 2.34 | 2.33 | 2.27 |
| 25 | 2.89 | 2.85 | 2.72 | 2.62 | 2.55 | 2.46 | 2.40 | 2.37 | 2.34 | 2.32 | 2.30 | 2.29 | 2.23 |
| 26 | 2.86 | 2.81 | 2.69 | 2.58 | 2.51 | 2.42 | 2.37 | 2.33 | 2.30 | 2.28 | 2.27 | 2.25 | 2.19 |
| 27 | 2.82 | 2.78 | 2.66 | 2.55 | 2.48 | 2.39 | 2.33 | 2.30 | 2.27 | 2.25 | 2.23 | 2.22 | 2.16 |
| 28 | 2.79 | 2.75 | 2.63 | 2.52 | 2.45 | 2.36 | 2.30 | 2.27 | 2.24 | 2.22 | 2.20 | 2.19 | 2.13 |
| 29 | 2.77 | 2.73 | 2.60 | 2.49 | 2.42 | 2.33 | 2.28 | 2.24 | 2.21 | 2.19 | 2.17 | 2.16 | 2.10 |
| 30 | 2.74 | 2.70 | 2.57 | 2.47 | 2.40 | 2.31 | 2.25 | 2.21 | 2.18 | 2.16 | 2.15 | 2.13 | 2.07 |
| 31 | 2.72 | 2.68 | 2.55 | 2.45 | 2.37 | 2.28 | 2.23 | 2.19 | 2.16 | 2.14 | 2.12 | 2.11 | 2.04 |
| 32 | 2.70 | 2.65 | 2.53 | 2.42 | 2.35 | 2.26 | 2.20 | 2.16 | 2.14 | 2.11 | 2.10 | 2.08 | 2.02 |
| 33 | 2.68 | 2.63 | 2.51 | 2.40 | 2.33 | 2.24 | 2.18 | 2.14 | 2.11 | 2.09 | 2.08 | 2.06 | 2.00 |
| 34 | 2.66 | 2.61 | 2.49 | 2.38 | 2.31 | 2.22 | 2.16 | 2.12 | 2.09 | 2.07 | 2.05 | 2.04 | 1.98 |
| 35 | 2.64 | 2.60 | 2.47 | 2.36 | 2.29 | 2.20 | 2.14 | 2.10 | 2.07 | 2.05 | 2.04 | 2.02 | 1.96 |
| 36 | 2.62 | 2.58 | 2.45 | 2.35 | 2.28 | 2.18 | 2.12 | 2.08 | 2.06 | 2.03 | 2.02 | 2.00 | 1.94 |
| 37 | 2.61 | 2.56 | 2.44 | 2.33 | 2.26 | 2.17 | 2.11 | 2.07 | 2.04 | 2.02 | 2.00 | 1.99 | 1.92 |
| 38 | 2.59 | 2.55 | 2.42 | 2.32 | 2.24 | 2.15 | 2.09 | 2.05 | 2.02 | 2.00 | 1.98 | 1.97 | 1.90 |
| 39 | 2.58 | 2.54 | 2.41 | 2.30 | 2.23 | 2.14 | 2.08 | 2.04 | 2.01 | 1.99 | 1.97 | 1.95 | 1.89 |
| 49 | 2.47 | 2.43 | 2.30 | 2.19 | 2.12 | 2.02 | 1.96 | 1.92 | 1.89 | 1.87 | 1.85 | 1.84 | 1.77 |
| 59 | 2.40 | 2.36 | 2.23 | 2.12 | 2.05 | 1.95 | 1.89 | 1.85 | 1.81 | 1.79 | 1.77 | 1.76 | 1.69 |
| 69 | 2.35 | 2.31 | 2.18 | 2.07 | 2.00 | 1.90 | 1.84 | 1.79 | 1.76 | 1.74 | 1.72 | 1.70 | 1.63 |
| 79 | 2.32 | 2.27 | 2.14 | 2.03 | 1.96 | 1.86 | 1.80 | 1.75 | 1.72 | 1.70 | 1.68 | 1.66 | 1.58 |
| 89 | 2.29 | 2.25 | 2.12 | 2.01 | 1.93 | 1.83 | 1.77 | 1.72 | 1.69 | 1.66 | 1.64 | 1.63 | 1.55 |
| 99 | 2.27 | 2.22 | 2.09 | 1.98 | 1.91 | 1.81 | 1.74 | 1.70 | 1.66 | 1.64 | 1.62 | 1.60 | 1.52 |
| 199 | 2.17 | 2.13 | 2.00 | 1.89 | 1.81 | 1.70 | 1.64 | 1.59 | 1.55 | 1.52 | 1.50 | 1.48 | 1.39 |
| 499 | 2.12 | 2.07 | 1.94 | 1.83 | 1.75 | 1.64 | 1.57 | 1.52 | 1.48 | 1.45 | 1.43 | 1.41 | 1.31 |

Generated from Excel using row 2 for the numerator degrees of freedom and column $A$ for the denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.01, j \$ 2, \$ A i)$.

## APPENDIX F (.05)

## F Distribution

Value of $F$ That Puts .05 in the Upper Tail


| Denominator | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 161.4 | 199.5 | 215.7 | 224.6 | 230.2 | 234.0 | 236.8 | 238.9 | 240.5 | 241.9 | 243.0 | 243.9 | 244.7 |
| 2 | 18.51 | 19.00 | 19.61 | 19.25 | 19.30 | 19.33 | 19.35 | 19.37 | 19.38 | 19.40 | 19.40 | 19.41 | 19.42 |
| 3 | 10.13 | 9.55 | 9.28 | 9.12 | 9.01 | 8.94 | 8.89 | 8.85 | 8.81 | 8.79 | 8.76 | 8.74 | 8.73 |
| 4 | 7.71 | 6.94 | 6.59 | 6.39 | 6.26 | 6.16 | 6.09 | 6.04 | 6.00 | 5.96 | 5.94 | 5.91 | 5.89 |
| 5 | 6.61 | 5.79 | 5.41 | 5.19 | 5.05 | 4.95 | 4.88 | 4.82 | 4.77 | 4.74 | 4.70 | 4.68 | 4.66 |
| 6 | 5.99 | 5.14 | 4.76 | 4.53 | 4.39 | 4.28 | 4.21 | 4.15 | 4.10 | 4.06 | 4.03 | 4.00 | 3.98 |
| 7 | 5.59 | 4.74 | 4.35 | 4.12 | 3.97 | 3.87 | 3.79 | 3.73 | 3.68 | 3.64 | 3.60 | 3.57 | 3.55 |
| 8 | 5.32 | 4.46 | 4.07 | 3.84 | 3.69 | 3.58 | 3.50 | 3.44 | 3.39 | 3.35 | 3.31 | 3.28 | 3.26 |
| 9 | 5.12 | 4.26 | 3.86 | 3.63 | 3.48 | 3.37 | 3.29 | 3.23 | 3.18 | 3.14 | 3.10 | 3.07 | 3.05 |
| 10 | 4.96 | 4.10 | 3.71 | 3.48 | 3.33 | 3.22 | 3.14 | 3.07 | 3.02 | 2.98 | 2.94 | 2.91 | 2.89 |
| 11 | 4.84 | 3.98 | 3.59 | 3.36 | 3.20 | 3.09 | 3.01 | 2.95 | 2.90 | 2.85 | 2.82 | 2.79 | 2.76 |
| 12 | 4.75 | 3.89 | 3.49 | 3.26 | 3.11 | 3.00 | 2.91 | 2.85 | 2.80 | 2.75 | 2.72 | 2.69 | 2.66 |
| 13 | 4.67 | 3.81 | 3.41 | 3.18 | 3.03 | 2.92 | 2.83 | 2.77 | 2.71 | 2.67 | 2.63 | 2.60 | 2.58 |
| 14 | 4.60 | 3.74 | 3.34 | 3.11 | 2.96 | 2.85 | 2.76 | 2.70 | 2.65 | 2.60 | 2.57 | 2.53 | 2.51 |
| 15 | 4.54 | 3.68 | 3.29 | 3.06 | 2.90 | 2.79 | 2.71 | 2.64 | 2.59 | 2.54 | 2.51 | 2.48 | 2.45 |
| 16 | 4.49 | 3.63 | 3.24 | 3.01 | 2.85 | 2.74 | 2.66 | 2.59 | 2.54 | 2.49 | 2.46 | 2.42 | 2.40 |
| 17 | 4.45 | 3.59 | 3.20 | 2.96 | 2.81 | 2.70 | 2.61 | 2.55 | 2.49 | 2.45 | 2.41 | 2.38 | 2.35 |
| 18 | 4.41 | 3.55 | 3.16 | 2.93 | 2.77 | 2.66 | 2.58 | 2.51 | 2.46 | 2.41 | 2.37 | 2.34 | 2.31 |
| 19 | 4.38 | 3.52 | 3.13 | 2.90 | 2.74 | 2.63 | 2.54 | 2.48 | 2.42 | 2.38 | 2.34 | 2.31 | 2.28 |
| 20 | 4.35 | 3.49 | 3.10 | 2.87 | 2.71 | 2.60 | 2.51 | 2.45 | 2.39 | 2.35 | 2.31 | 2.28 | 2.25 |
| 21 | 4.32 | 3.47 | 3.07 | 2.84 | 2.68 | 2.57 | 2.49 | 2.42 | 2.37 | 2.32 | 2.28 | 2.25 | 2.22 |
| 22 | 4.30 | 3.44 | 3.05 | 2.82 | 2.66 | 2.55 | 2.46 | 2.40 | 2.34 | 2.30 | 2.26 | 2.23 | 2.20 |
| 23 | 4.28 | 3.42 | 3.03 | 2.80 | 2.64 | 2.53 | 2.44 | 2.37 | 2.32 | 2.27 | 2.24 | 2.20 | 2.18 |
| 24 | 4.26 | 3.40 | 3.01 | 2.78 | 2.62 | 2.51 | 2.42 | 2.36 | 2.30 | 2.25 | 2.22 | 2.18 | 2.15 |
| 25 | 4.24 | 3.39 | 2.99 | 2.76 | 2.60 | 2.49 | 2.40 | 2.34 | 2.28 | 2.24 | 2.20 | 2.16 | 2.14 |
| 26 | 4.23 | 3.37 | 2.98 | 2.74 | 2.59 | 2.47 | 2.39 | 2.32 | 2.27 | 2.22 | 2.18 | 2.15 | 2.12 |
| 27 | 4.21 | 3.35 | 2.96 | 2.73 | 2.57 | 2.46 | 2.37 | 2.31 | 2.25 | 2.20 | 2.17 | 2.13 | 2.10 |
| 28 | 4.20 | 3.34 | 2.95 | 2.71 | 2.56 | 2.45 | 2.36 | 2.29 | 2.24 | 2.19 | 2.15 | 2.12 | 2.09 |
| 29 | 4.18 | 3.33 | 2.93 | 2.70 | 2.55 | 2.43 | 2.35 | 2.28 | 2.22 | 2.18 | 2.14 | 2.10 | 2.08 |
| 30 | 4.17 | 3.32 | 2.92 | 2.69 | 2.53 | 2.42 | 2.33 | 2.27 | 2.21 | 2.16 | 2.13 | 2.09 | 2.06 |
| 31 | 4.16 | 3.30 | 2.91 | 2.68 | 2.52 | 2.41 | 2.32 | 2.25 | 2.20 | 2.15 | 2.11 | 2.08 | 2.05 |
| 32 | 4.15 | 3.29 | 2.90 | 2.67 | 2.51 | 2.40 | 2.31 | 2.24 | 2.19 | 2.14 | 2.10 | 2.07 | 2.04 |
| 33 | 4.14 | 3.28 | 2.89 | 2.66 | 2.50 | 2.39 | 2.30 | 2.23 | 2.18 | 2.13 | 2.09 | 2.06 | 2.03 |
| 34 | 4.13 | 3.28 | 2.88 | 2.65 | 2.49 | 2.38 | 2.29 | 2.23 | 2.17 | 2.12 | 2.08 | 2.05 | 2.02 |
| 35 | 4.12 | 3.27 | 2.87 | 2.64 | 2.49 | 2.37 | 2.29 | 2.22 | 2.16 | 2.11 | 2.07 | 2.04 | 2.01 |
| 36 | 4.11 | 3.26 | 2.87 | 2.63 | 2.48 | 2.36 | 2.28 | 2.21 | 2.15 | 2.11 | 2.07 | 2.03 | 2.00 |
| 37 | 4.11 | 3.25 | 2.86 | 2.63 | 2.47 | 2.36 | 2.27 | 2.20 | 2.14 | 2.10 | 2.06 | 2.02 | 2.00 |
| 38 | 4.10 | 3.24 | 2.85 | 2.62 | 2.46 | 2.35 | 2.26 | 2.19 | 2.14 | 2.09 | 2.05 | 2.02 | 1.99 |
| 39 | 4.09 | 3.24 | 2.85 | 2.61 | 2.46 | 2.34 | 2.26 | 2.19 | 2.13 | 2.08 | 2.04 | 2.01 | 1.98 |
| 49 | 4.04 | 3.19 | 2.79 | 2.56 | 2.40 | 2.29 | 2.20 | 2.13 | 2.08 | 2.03 | 1.99 | 1.96 | 1.93 |
| 59 | 4.00 | 3.15 | 2.76 | 2.53 | 2.37 | 2.26 | 2.17 | 2.10 | 2.04 | 2.00 | 1.96 | 1.92 | 1.89 |
| 69 | 3.98 | 3.13 | 2.74 | 2.50 | 2.35 | 2.23 | 2.15 | 2.08 | 2.02 | 1.97 | 1.93 | 1.90 | 1.86 |
| 79 | 3.96 | 3.11 | 2.72 | 2.49 | 2.33 | 2.22 | 2.13 | 2.06 | 2.00 | 1.95 | 1.91 | 1.88 | 1.85 |
| 89 | 3.95 | 3.10 | 2.71 | 2.47 | 2.32 | 2.20 | 2.11 | 2.04 | 1.99 | 1.94 | 1.90 | 1.86 | 1.83 |
| 99 | 3.94 | 3.09 | 2.70 | 2.46 | 2.31 | 2.19 | 2.10 | 2.03 | 1.98 | 1.93 | 1.89 | 1.85 | 1.82 |
| 199 | 3.89 | 3.04 | 2.65 | 2.42 | 2.26 | 2.14 | 2.06 | 1.99 | 1.93 | 1.88 | 1.84 | 1.80 | 1.77 |
| 499 | 3.86 | 3.01 | 2.62 | 2.39 | 2.23 | 2.12 | 2.03 | 1.96 | 1.90 | 1.85 | 1.81 | 1.77 | 1.74 |

[^60]F Distribution
Value of $F$ That Puts .05 in the Upper Tail (cont.)

|  | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 14 | 15 | 19 | 24 | 29 | 39 | 49 | 59 | 69 | 79 | 89 | 99 | 199 |
| 1 | 245.4 | 245.9 | 247.7 | 249.1 | 250.0 | 251.1 | 251.7 | 252.2 | 252.5 | 252.7 | 252.9 | 253.0 | 253.7 |
| 2 | 19.42 | 19.43 | 19.44 | 19.45 | 19.46 | 19.47 | 19.48 | 19.48 | 19.48 | 19.48 | 19.48 | 19.49 | 19.49 |
| 3 | 8.71 | 8.70 | 8.67 | 8.64 | 8.62 | 8.60 | 8.58 | 8.57 | 8.57 | 8.56 | 8.56 | 8.55 | 8.54 |
| 4 | 5.87 | 5.86 | 5.81 | 5.77 | 5.75 | 5.72 | 5.70 | 5.69 | 5.68 | 5.67 | 5.67 | 5.66 | 5.65 |
| 5 | 4.64 | 4.62 | 4.57 | 4.53 | 4.50 | 4.47 | 4.45 | 4.43 | 4.42 | 4.42 | 4.41 | 4.41 | 4.39 |
| 6 | 3.96 | 3.94 | 3.88 | 3.84 | 3.81 | 3.78 | 3.76 | 3.74 | 3.73 | 3.72 | 3.72 | 3.71 | 3.69 |
| 7 | 3.53 | 3.51 | 3.46 | 3.41 | 3.38 | 3.34 | 3.32 | 3.31 | 3.29 | 3.29 | 3.28 | 3.28 | 3.25 |
| 8 | 3.24 | 3.22 | 3.16 | 3.12 | 3.08 | 3.05 | 3.02 | 3.01 | 3.00 | 2.99 | 2.98 | 2.98 | 2.95 |
| 9 | 3.03 | 3.01 | 2.95 | 2.90 | 2.87 | 2.83 | 2.80 | 2.79 | 2.78 | 2.77 | 2.76 | 2.76 | 2.73 |
| 10 | 2.86 | 2.85 | 2.79 | 2.74 | 2.70 | 2.66 | 2.64 | 2.62 | 2.61 | 2.60 | 2.59 | 2.59 | 2.56 |
| 11 | 2.74 | 2.72 | 2.66 | 2.61 | 2.58 | 2.53 | 2.51 | 2.49 | 2.48 | 2.47 | 2.46 | 2.46 | 2.43 |
| 12 | 2.64 | 2.62 | 2.56 | 2.51 | 2.47 | 2.43 | 2.40 | 2.39 | 2.37 | 2.36 | 2.36 | 2.35 | 2.32 |
| 13 | 2.55 | 2.53 | 2.47 | 2.42 | 2.39 | 2.34 | 2.32 | 2.30 | 2.29 | 2.28 | 2.27 | 2.26 | 2.23 |
| 14 | 2.48 | 2.46 | 2.40 | 2.35 | 2.31 | 2.27 | 2.24 | 2.22 | 2.21 | 2.20 | 2.19 | 2.19 | 2.16 |
| 15 | 2.42 | 2.40 | 2.34 | 2.29 | 2.25 | 2.21 | 2.18 | 2.16 | 2.15 | 2.14 | 2.13 | 2.12 | 2.10 |
| 16 | 2.37 | 2.35 | 2.29 | 2.24 | 2.20 | 2.15 | 2.13 | 2.11 | 2.09 | 2.08 | 2.08 | 2.07 | 2.04 |
| 17 | 2.33 | 2.31 | 2.24 | 2.19 | 2.15 | 2.11 | 2.08 | 2.06 | 2.05 | 2.04 | 2.03 | 2.02 | 1.99 |
| 18 | 2.29 | 2.27 | 2.20 | 2.15 | 2.11 | 2.07 | 2.04 | 2.02 | 2.00 | 1.99 | 1.99 | 1.98 | 1.95 |
| 19 | 2.26 | 2.23 | 2.17 | 2.11 | 2.08 | 2.03 | 2.00 | 1.98 | 1.97 | 1.96 | 1.95 | 1.94 | 1.91 |
| 20 | 2.22 | 2.20 | 2.14 | 2.08 | 2.05 | 2.00 | 1.97 | 1.95 | 1.93 | 1.92 | 1.91 | 1.91 | 1.88 |
| 21 | 2.20 | 2.18 | 2.11 | 2.05 | 2.02 | 1.97 | 1.94 | 1.92 | 1.90 | 1.89 | 1.88 | 1.88 | 1.84 |
| 22 | 2.17 | 2.15 | 2.08 | 2.03 | 1.99 | 1.94 | 1.91 | 1.89 | 1.88 | 1.87 | 1.86 | 1.85 | 1.82 |
| 23 | 2.15 | 2.13 | 2.06 | 2.01 | 1.97 | 1.92 | 1.89 | 1.87 | 1.85 | 1.84 | 1.83 | 1.82 | 1.79 |
| 24 | 2.13 | 2.11 | 2.04 | 1.98 | 1.95 | 1.90 | 1.86 | 1.84 | 1.83 | 1.82 | 1.81 | 1.80 | 1.77 |
| 25 | 2.11 | 2.09 | 2.02 | 1.96 | 1.93 | 1.88 | 1.84 | 1.82 | 1.81 | 1.80 | 1.79 | 1.78 | 1.75 |
| 26 | 2.09 | 2.07 | 2.00 | 1.95 | 1.91 | 1.86 | 1.83 | 1.80 | 1.79 | 1.78 | 1.77 | 1.76 | 1.73 |
| 27 | 2.08 | 2.06 | 1.99 | 1.93 | 1.89 | 1.84 | 1.81 | 1.79 | 1.77 | 1.76 | 1.75 | 1.74 | 1.71 |
| 28 | 2.06 | 2.04 | 1.97 | 1.91 | 1.88 | 1.82 | 1.79 | 1.77 | 1.75 | 1.74 | 1.73 | 1.73 | 1.69 |
| 29 | 2.05 | 2.03 | 1.96 | 1.90 | 1.86 | 1.81 | 1.78 | 1.76 | 1.74 | 1.73 | 1.72 | 1.71 | 1.67 |
| 30 | 2.04 | 2.01 | 1.95 | 1.89 | 1.85 | 1.80 | 1.76 | 1.74 | 1.73 | 1.71 | 1.70 | 1.70 | 1.66 |
| 31 | 2.03 | 2.00 | 1.93 | 1.88 | 1.83 | 1.78 | 1.75 | 1.73 | 1.71 | 1.70 | 1.69 | 1.68 | 1.65 |
| 32 | 2.01 | 1.99 | 1.92 | 1.86 | 1.82 | 1.77 | 1.74 | 1.72 | 1.70 | 1.69 | 1.68 | 1.67 | 1.63 |
| 33 | 2.00 | 1.98 | 1.91 | 1.85 | 1.81 | 1.76 | 1.73 | 1.70 | 1.69 | 1.68 | 1.67 | 1.66 | 1.62 |
| 34 | 1.99 | 1.97 | 1.90 | 1.84 | 1.80 | 1.75 | 1.72 | 1.69 | 1.68 | 1.66 | 1.65 | 1.65 | 1.61 |
| 35 | 1.99 | 1.96 | 1.89 | 1.83 | 1.79 | 1.74 | 1.71 | 1.68 | 1.67 | 1.65 | 1.64 | 1.64 | 1.60 |
| 36 | 1.98 | 1.95 | 1.88 | 1.82 | 1.78 | 1.73 | 1.70 | 1.67 | 1.66 | 1.64 | 1.63 | 1.63 | 1.59 |
| 37 | 1.97 | 1.95 | 1.88 | 1.82 | 1.77 | 1.72 | 1.69 | 1.66 | 1.65 | 1.63 | 1.62 | 1.62 | 1.58 |
| 38 | 1.96 | 1.94 | 1.87 | 1.81 | 1.77 | 1.71 | 1.68 | 1.66 | 1.64 | 1.63 | 1.62 | 1.61 | 1.57 |
| 39 | 1.95 | 1.93 | 1.86 | 1.80 | 1.76 | 1.70 | 1.67 | 1.65 | 1.63 | 1.62 | 1.61 | 1.60 | 1.56 |
| 49 | 1.90 | 1.88 | 1.80 | 1.74 | 1.70 | 1.64 | 1.61 | 1.58 | 1.56 | 1.55 | 1.54 | 1.53 | 1.49 |
| 59 | 1.86 | 1.84 | 1.77 | 1.70 | 1.66 | 1.60 | 1.57 | 1.54 | 1.52 | 1.51 | 1.50 | 1.49 | 1.44 |
| 69 | 1.84 | 1.81 | 1.74 | 1.68 | 1.63 | 1.57 | 1.54 | 1.51 | 1.49 | 1.48 | 1.46 | 1.45 | 1.41 |
| 79 | 1.82 | 1.79 | 1.72 | 1.66 | 1.61 | 1.55 | 1.51 | 1.49 | 1.47 | 1.45 | 1.44 | 1.43 | 1.38 |
| 89 | 1.80 | 1.78 | 1.70 | 1.64 | 1.59 | 1.53 | 1.50 | 1.47 | 1.45 | 1.43 | 1.42 | 1.41 | 1.36 |
| 99 | 1.79 | 1.77 | 1.69 | 1.63 | 1.58 | 1.52 | 1.48 | 1.45 | 1.43 | 1.42 | 1.40 | 1.39 | 1.34 |
| 199 | 1.74 | 1.72 | 1.64 | 1.57 | 1.52 | 1.46 | 1.42 | 1.39 | 1.37 | 1.35 | 1.33 | 1.32 | 1.26 |
| 499 | 1.71 | 1.69 | 1.61 | 1.54 | 1.49 | 1.42 | 1.38 | 1.35 | 1.32 | 1.31 | 1.29 | 1.28 | 1.21 |

Generated from Excel using row 2 for the numerator degrees of freedom and column $A$ for the denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.5, \mathrm{j} \$ 2, \$ \mathrm{Ai})$.

F Distribution
Value of $F$ That Puts .10 in the Upper Tail


|  | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 39.86 | 49.50 | 53.59 | 55.83 | 57.24 | 58.20 | 58.91 | 59.44 | 59.86 | 60.19 | 60.47 | 60.71 | 60.90 |
| 2 | 8.53 | 9.00 | 9.16 | 9.24 | 9.29 | 9.33 | 9.35 | 9.37 | 9.38 | 9.39 | 9.40 | 9.41 | 9.41 |
| 3 | 5.54 | 5.46 | 5.39 | 5.34 | 5.31 | 5.28 | 5.27 | 5.25 | 5.24 | 5.23 | 5.22 | 5.22 | 5.21 |
| 4 | 4.54 | 4.32 | 4.19 | 4.11 | 4.05 | 4.01 | 3.98 | 3.95 | 3.94 | 3.92 | 3.91 | 3.90 | 3.89 |
| 5 | 4.06 | 3.78 | 3.62 | 3.52 | 3.45 | 3.40 | 3.37 | 3.34 | 3.32 | 3.30 | 3.28 | 3.27 | 3.26 |
| 6 | 3.78 | 3.46 | 3.29 | 3.18 | 3.11 | 3.05 | 3.01 | 2.98 | 2.96 | 2.94 | 2.92 | 2.90 | 2.89 |
| 7 | 3.59 | 3.26 | 3.07 | 2.96 | 2.88 | 2.83 | 2.78 | 2.75 | 2.72 | 2.70 | 2.68 | 2.67 | 2.65 |
| 8 | 3.46 | 3.11 | 2.92 | 2.81 | 2.73 | 2.67 | 2.62 | 2.59 | 2.56 | 2.54 | 2.52 | 2.50 | 2.49 |
| 9 | 3.36 | 3.01 | 2.81 | 2.69 | 2.61 | 2.55 | 2.51 | 2.47 | 2.44 | 2.42 | 2.40 | 2.38 | 2.36 |
| 10 | 3.29 | 2.92 | 2.73 | 2.61 | 2.52 | 2.46 | 2.41 | 2.38 | 2.35 | 2.32 | 2.30 | 2.28 | 2.27 |
| 11 | 3.23 | 2.86 | 2.66 | 2.54 | 2.45 | 2.39 | 2.34 | 2.30 | 2.27 | 2.25 | 2.23 | 2.21 | 2.19 |
| 12 | 3.18 | 2.81 | 2.61 | 2.48 | 2.39 | 2.33 | 2.28 | 2.24 | 2.21 | 2.19 | 2.17 | 2.15 | 2.13 |
| 13 | 3.14 | 2.76 | 2.56 | 2.43 | 2.35 | 2.28 | 2.23 | 2.20 | 2.16 | 2.14 | 2.12 | 2.10 | 2.08 |
| 14 | 3.10 | 2.73 | 2.52 | 2.39 | 2.31 | 2.24 | 2.19 | 2.15 | 2.12 | 2.10 | 2.07 | 2.05 | 2.04 |
| 15 | 3.07 | 2.70 | 2.49 | 2.36 | 2.27 | 2.21 | 2.16 | 2.12 | 2.09 | 2.06 | 2.04 | 2.02 | 2.00 |
| 16 | 3.05 | 2.67 | 2.46 | 2.33 | 2.24 | 2.18 | 2.13 | 2.09 | 2.06 | 2.03 | 2.01 | 1.99 | 1.97 |
| 17 | 3.03 | 2.64 | 2.44 | 2.31 | 2.22 | 2.15 | 2.10 | 2.06 | 2.03 | 2.00 | 1.98 | 1.96 | 1.94 |
| 18 | 3.01 | 2.62 | 2.42 | 2.29 | 2.20 | 2.13 | 2.08 | 2.04 | 2.00 | 1.98 | 1.95 | 1.93 | 1.92 |
| 19 | 2.99 | 2.61 | 2.40 | 2.27 | 2.18 | 2.11 | 2.06 | 2.02 | 1.98 | 1.96 | 1.93 | 1.91 | 1.89 |
| 20 | 2.97 | 2.59 | 2.38 | 2.25 | 2.16 | 2.09 | 2.04 | 2.00 | 1.96 | 1.94 | 1.91 | 1.89 | 1.87 |
| 21 | 2.96 | 2.57 | 2.36 | 2.23 | 2.14 | 2.08 | 2.02 | 1.98 | 1.95 | 1.92 | 1.90 | 1.87 | 1.86 |
| 22 | 2.95 | 2.56 | 2.35 | 2.22 | 2.13 | 2.06 | 2.01 | 1.97 | 1.93 | 1.90 | 1.88 | 1.86 | 1.84 |
| 23 | 2.94 | 2.55 | 2.34 | 2.21 | 2.11 | 2.05 | 1.99 | 1.95 | 1.92 | 1.89 | 1.87 | 1.84 | 1.83 |
| 24 | 2.93 | 2.54 | 2.33 | 2.19 | 2.10 | 2.04 | 1.98 | 1.94 | 1.91 | 1.88 | 1.85 | 1.83 | 1.81 |
| 25 | 2.92 | 2.53 | 2.32 | 2.18 | 2.09 | 2.02 | 1.97 | 1.93 | 1.89 | 1.87 | 1.84 | 1.82 | 1.80 |
| 26 | 2.91 | 2.52 | 2.31 | 2.17 | 2.08 | 2.01 | 1.96 | 1.92 | 1.88 | 1.86 | 1.83 | 1.81 | 1.79 |
| 27 | 2.90 | 2.51 | 2.30 | 2.17 | 2.07 | 2.00 | 1.95 | 1.91 | 1.87 | 1.85 | 1.82 | 1.80 | 1.78 |
| 28 | 2.89 | 2.50 | 2.29 | 2.16 | 2.06 | 2.00 | 1.94 | 1.90 | 1.87 | 1.84 | 1.81 | 1.79 | 1.77 |
| 29 | 2.89 | 2.50 | 2.28 | 2.15 | 2.06 | 1.99 | 1.93 | 1.89 | 1.86 | 1.83 | 1.80 | 1.78 | 1.76 |
| 30 | 2.88 | 2.49 | 2.28 | 2.14 | 2.05 | 1.98 | 1.93 | 1.88 | 1.85 | 1.82 | 1.79 | 1.77 | 1.75 |
| 31 | 2.87 | 2.48 | 2.27 | 2.14 | 2.04 | 1.97 | 1.92 | 1.88 | 1.84 | 1.81 | 1.79 | 1.77 | 1.75 |
| 32 | 2.87 | 2.48 | 2.26 | 2.13 | 2.04 | 1.97 | 1.91 | 1.87 | 1.83 | 1.81 | 1.78 | 1.76 | 1.74 |
| 33 | 2.86 | 2.47 | 2.26 | 2.12 | 2.03 | 1.96 | 1.91 | 1.86 | 1.83 | 1.80 | 1.77 | 1.75 | 1.73 |
| 34 | 2.86 | 2.47 | 2.25 | 2.12 | 2.02 | 1.96 | 1.90 | 1.86 | 1.82 | 1.79 | 1.77 | 1.75 | 1.73 |
| 35 | 2.85 | 2.46 | 2.25 | 2.11 | 2.02 | 1.95 | 1.90 | 1.85 | 1.82 | 1.79 | 1.76 | 1.74 | 1.72 |
| 36 | 2.85 | 2.46 | 2.24 | 2.11 | 2.01 | 1.94 | 1.89 | 1.85 | 1.81 | 1.78 | 1.76 | 1.73 | 1.71 |
| 37 | 2.85 | 2.45 | 2.24 | 2.10 | 2.01 | 1.94 | 1.89 | 1.84 | 1.81 | 1.78 | 1.75 | 1.73 | 1.71 |
| 38 | 2.84 | 2.45 | 2.23 | 2.10 | 2.01 | 1.94 | 1.88 | 1.84 | 1.80 | 1.77 | 1.75 | 1.72 | 1.70 |
| 39 | 2.84 | 2.44 | 2.23 | 2.09 | 2.00 | 1.93 | 1.88 | 1.83 | 1.80 | 1.77 | 1.74 | 1.72 | 1.70 |
| 49 | 2.81 | 2.41 | 2.20 | 2.06 | 1.97 | 1.90 | 1.84 | 1.80 | 1.76 | 1.73 | 1.71 | 1.68 | 1.66 |
| 59 | 2.79 | 2.39 | 2.18 | 2.04 | 1.95 | 1.88 | 1.82 | 1.78 | 1.74 | 1.71 | 1.68 | 1.66 | 1.64 |
| 69 | 2.78 | 2.38 | 2.16 | 2.03 | 1.93 | 1.86 | 1.81 | 1.76 | 1.72 | 1.69 | 1.67 | 1.64 | 1.62 |
| 79 | 2.77 | 2.37 | 2.15 | 2.02 | 1.92 | 1.85 | 1.79 | 1.75 | 1.71 | 1.68 | 1.65 | 1.63 | 1.61 |
| 89 | 2.76 | 2.36 | 2.15 | 2.01 | 1.91 | 1.84 | 1.79 | 1.74 | 1.70 | 1.67 | 1.64 | 1.62 | 1.60 |
| 99 | 2.76 | 2.36 | 2.14 | 2.00 | 1.91 | 1.83 | 1.78 | 1.73 | 1.70 | 1.66 | 1.64 | 1.61 | 1.59 |
| 199 | 2.73 | 2.33 | 2.11 | 1.97 | 1.88 | 1.80 | 1.75 | 1.70 | 1.66 | 1.63 | 1.60 | 1.58 | 1.56 |
| 499 | 2.72 | 2.31 | 2.09 | 1.96 | 1.86 | 1.79 | 1.73 | 1.68 | 1.64 | 1.61 | 1.58 | 1.56 | 1.54 |

[^61]F Distribution
Value of $F$ That Puts $\mathbf{. 1 0}$ in the Upper Tail (cont.)

|  | Numerator Degrees of Freedom |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freedom | 14 | 15 | 19 | 24 | 29 | 39 | 49 | 59 | 69 | 79 | 89 | 99 | 199 |
| 1 | 61.07 | 61.22 | 61.66 | 62.00 | 62.23 | 62.51 | 62.68 | 62.79 | 62.86 | 62.92 | 62.97 | 63.00 | 63.17 |
| 2 | 9.42 | 9.42 | 9.44 | 9.45 | 9.46 | 9.47 | 9.47 | 9.47 | 9.48 | 9.48 | 9.48 | 9.48 | 9.49 |
| 3 | 5.20 | 5.20 | 5.19 | 5.18 | 5.17 | 5.16 | 5.16 | 5.15 | 5.15 | 5.15 | 5.15 | 5.14 | 5.14 |
| 4 | 3.88 | 3.87 | 3.85 | 3.83 | 3.82 | 3.80 | 3.80 | 3.79 | 3.79 | 3.78 | 3.78 | 3.78 | 3.77 |
| 5 | 3.25 | 3.24 | 3.21 | 3.19 | 3.18 | 3.16 | 3.15 | 3.14 | 3.14 | 3.13 | 3.13 | 3.13 | 3.12 |
| 6 | 2.88 | 2.87 | 2.84 | 2.82 | 2.80 | 2.78 | 2.77 | 2.76 | 2.76 | 2.75 | 2.75 | 2.75 | 2.73 |
| 7 | 2.64 | 2.63 | 2.60 | 2.58 | 2.56 | 2.54 | 2.52 | 2.51 | 2.51 | 2.50 | 2.50 | 2.50 | 2.48 |
| 8 | 2.48 | 2.46 | 2.43 | 2.40 | 2.39 | 2.36 | 2.35 | 2.34 | 2.33 | 2.33 | 2.32 | 2.32 | 2.31 |
| 9 | 2.35 | 2.34 | 2.30 | 2.28 | 2.26 | 2.23 | 2.22 | 2.21 | 2.20 | 2.20 | 2.19 | 2.19 | 2.17 |
| 10 | 2.26 | 2.24 | 2.21 | 2.18 | 2.16 | 2.13 | 2.12 | 2.11 | 2.10 | 2.10 | 2.09 | 2.09 | 2.07 |
| 11 | 2.18 | 2.17 | 2.13 | 2.10 | 2.08 | 2.05 | 2.04 | 2.03 | 2.02 | 2.01 | 2.01 | 2.01 | 1.99 |
| 12 | 2.12 | 2.10 | 2.07 | 2.04 | 2.01 | 1.99 | 1.97 | 1.96 | 1.95 | 1.95 | 1.94 | 1.94 | 1.92 |
| 13 | 2.07 | 2.05 | 2.01 | 1.98 | 1.96 | 1.93 | 1.92 | 1.91 | 1.90 | 1.89 | 1.89 | 1.88 | 1.86 |
| 14 | 2.02 | 2.01 | 1.97 | 1.94 | 1.92 | 1.89 | 1.87 | 1.86 | 1.85 | 1.84 | 1.84 | 1.83 | 1.82 |
| 15 | 1.99 | 1.97 | 1.93 | 1.90 | 1.88 | 1.85 | 1.83 | 1.82 | 1.81 | 1.80 | 1.80 | 1.79 | 1.77 |
| 16 | 1.95 | 1.94 | 1.90 | 1.87 | 1.84 | 1.81 | 1.79 | 1.78 | 1.77 | 1.77 | 1.76 | 1.76 | 1.74 |
| 17 | 1.93 | 1.91 | 1.87 | 1.84 | 1.81 | 1.78 | 1.76 | 1.75 | 1.74 | 1.74 | 1.73 | 1.73 | 1.71 |
| 18 | 1.90 | 1.89 | 1.84 | 1.81 | 1.79 | 1.76 | 1.74 | 1.72 | 1.71 | 1.71 | 1.70 | 1.70 | 1.68 |
| 19 | 1.88 | 1.86 | 1.82 | 1.79 | 1.76 | 1.73 | 1.71 | 1.70 | 1.69 | 1.68 | 1.68 | 1.67 | 1.65 |
| 20 | 1.86 | 1.84 | 1.80 | 1.77 | 1.74 | 1.71 | 1.69 | 1.68 | 1.67 | 1.66 | 1.66 | 1.65 | 1.63 |
| 21 | 1.84 | 1.83 | 1.78 | 1.75 | 1.72 | 1.69 | 1.67 | 1.66 | 1.65 | 1.64 | 1.63 | 1.63 | 1.61 |
| 22 | 1.83 | 1.81 | 1.77 | 1.73 | 1.71 | 1.67 | 1.65 | 1.64 | 1.63 | 1.62 | 1.62 | 1.61 | 1.59 |
| 23 | 1.81 | 1.80 | 1.75 | 1.72 | 1.69 | 1.66 | 1.64 | 1.62 | 1.61 | 1.61 | 1.60 | 1.59 | 1.57 |
| 24 | 1.80 | 1.78 | 1.74 | 1.70 | 1.68 | 1.64 | 1.62 | 1.61 | 1.60 | 1.59 | 1.58 | 1.58 | 1.56 |
| 25 | 1.79 | 1.77 | 1.73 | 1.69 | 1.66 | 1.63 | 1.61 | 1.59 | 1.58 | 1.58 | 1.57 | 1.56 | 1.54 |
| 26 | 1.77 | 1.76 | 1.71 | 1.68 | 1.65 | 1.62 | 1.60 | 1.58 | 1.57 | 1.56 | 1.56 | 1.55 | 1.53 |
| 27 | 1.76 | 1.75 | 1.70 | 1.67 | 1.64 | 1.61 | 1.58 | 1.57 | 1.56 | 1.55 | 1.54 | 1.54 | 1.52 |
| 28 | 1.75 | 1.74 | 1.69 | 1.66 | 1.63 | 1.60 | 1.57 | 1.56 | 1.55 | 1.54 | 1.53 | 1.53 | 1.50 |
| 29 | 1.75 | 1.73 | 1.68 | 1.65 | 1.62 | 1.59 | 1.56 | 1.55 | 1.54 | 1.53 | 1.52 | 1.52 | 1.49 |
| 30 | 1.74 | 1.72 | 1.68 | 1.64 | 1.61 | 1.58 | 1.55 | 1.54 | 1.53 | 1.52 | 1.51 | 1.51 | 1.48 |
| 31 | 1.73 | 1.71 | 1.67 | 1.63 | 1.60 | 1.57 | 1.55 | 1.53 | 1.52 | 1.51 | 1.50 | 1.50 | 1.47 |
| 32 | 1.72 | 1.71 | 1.66 | 1.62 | 1.59 | 1.56 | 1.54 | 1.52 | 1.51 | 1.50 | 1.49 | 1.49 | 1.46 |
| 33 | 1.72 | 1.70 | 1.65 | 1.61 | 1.59 | 1.55 | 1.53 | 1.51 | 1.50 | 1.49 | 1.49 | 1.48 | 1.46 |
| 34 | 1.71 | 1.69 | 1.65 | 1.61 | 1.58 | 1.54 | 1.52 | 1.51 | 1.49 | 1.49 | 1.48 | 1.47 | 1.45 |
| 35 | 1.70 | 1.69 | 1.64 | 1.60 | 1.57 | 1.54 | 1.51 | 1.50 | 1.49 | 1.48 | 1.47 | 1.47 | 1.44 |
| 36 | 1.70 | 1.68 | 1.64 | 1.60 | 1.57 | 1.53 | 1.51 | 1.49 | 1.48 | 1.47 | 1.46 | 1.46 | 1.43 |
| 37 | 1.69 | 1.68 | 1.63 | 1.59 | 1.56 | 1.52 | 1.50 | 1.49 | 1.47 | 1.47 | 1.46 | 1.45 | 1.43 |
| 38 | 1.69 | 1.67 | 1.62 | 1.58 | 1.56 | 1.52 | 1.50 | 1.48 | 1.47 | 1.46 | 1.45 | 1.45 | 1.42 |
| 39 | 1.68 | 1.67 | 1.62 | 1.58 | 1.55 | 1.51 | 1.49 | 1.47 | 1.46 | 1.45 | 1.45 | 1.44 | 1.41 |
| 49 | 1.65 | 1.63 | 1.58 | 1.54 | 1.51 | 1.47 | 1.45 | 1.43 | 1.42 | 1.41 | 1.40 | 1.39 | 1.36 |
| 59 | 1.62 | 1.61 | 1.56 | 1.51 | 1.48 | 1.44 | 1.42 | 1.40 | 1.39 | 1.38 | 1.37 | 1.36 | 1.33 |
| 69 | 1.60 | 1.59 | 1.54 | 1.49 | 1.46 | 1.42 | 1.40 | 1.38 | 1.36 | 1.35 | 1.34 | 1.34 | 1.30 |
| 79 | 1.59 | 1.58 | 1.52 | 1.48 | 1.45 | 1.41 | 1.38 | 1.36 | 1.35 | 1.34 | 1.33 | 1.32 | 1.29 |
| 89 | 1.58 | 1.57 | 1.51 | 1.47 | 1.44 | 1.40 | 1.37 | 1.35 | 1.33 | 1.32 | 1.31 | 1.31 | 1.27 |
| 99 | 1.57 | 1.56 | 1.51 | 1.46 | 1.43 | 1.39 | 1.36 | 1.34 | 1.32 | 1.31 | 1.30 | 1.30 | 1.26 |
| 199 | 1.54 | 1.52 | 1.47 | 1.42 | 1.39 | 1.34 | 1.31 | 1.29 | 1.27 | 1.26 | 1.25 | 1.24 | 1.20 |
| 499 | 1.52 | 1.50 | 1.45 | 1.40 | 1.36 | 1.32 | 1.28 | 1.26 | 1.24 | 1.23 | 1.22 | 1.21 | 1.16 |
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## APPENDIX G

Constants for Quality Control Charts

| Number of Observations per Group, n | $\mathrm{d}_{2}$ | $d_{3}$ | $\mathrm{D}_{3}$ | $\mathrm{D}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 1.128 | . 853 | . 000 | 3.267 |
| 3 | 1.693 | . 888 | . 000 | 2.574 |
| 4 | 2.059 | . 880 | . 000 | 2.282 |
| 5 | 2.326 | . 864 | . 000 | 2.114 |
| 6 | 2.534 | . 848 | . 000 | 2.004 |
| 7 | 2.704 | . 833 | . 076 | 1.924 |
| 8 | 2.847 | . 820 | . 136 | 1.864 |
| 9 | 2.970 | . 808 | . 184 | 1.816 |
| 10 | 3.078 | . 797 | . 223 | 1.777 |
| 11 | 3.173 | . 787 | . 256 | 1.744 |
| 12 | 3.258 | . 778 | . 283 | 1.717 |
| 13 | 3.336 | . 770 | . 307 | 1.693 |
| 14 | 3.407 | . 762 | . 328 | 1.672 |
| 15 | 3.472 | . 755 | . 347 | 1.653 |
| 16 | 3.532 | . 749 | . 363 | 1.637 |
| 17 | 3.588 | . 743 | . 378 | 1.622 |
| 18 | 3.640 | . 738 | . 391 | 1.608 |
| 19 | 3.689 | . 733 | . 403 | 1.597 |
| 20 | 3.735 | . 729 | . 415 | 1.585 |
| 21 | 3.778 | . 724 | . 425 | 1.575 |
| 22 | 3.819 | . 720 | . 434 | 1.566 |
| 23 | 3.858 | . 716 | . 443 | 1.557 |
| 24 | 3.895 | . 712 | . 451 | 1.548 |
| 25 | 3.931 | . 709 | . 459 | 1.541 |

Source: ASTM Manual on the Presentation of Data Collection and Control Analysis (Philadelphia, Pa: American Society for Testing Materials, 1976), pp. 134-136.

## APPENDIX H

## Critical Values of Spearman's Rank Correlation Coefficient

The $\alpha$ values in this table correspond to a one-tailed test; they must be doubled for two-tailed tests.

| n | $\alpha$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | . 001 | . 005 | . 010 | . 025 | . 050 | . 100 |
| 4 | - | - | - | - | . 8000 | . 8000 |
| 5 | - | - | . 9000 | 9000 | . 8000 | . 7000 |
| 6 | - | . 9429 | . 8857 | . 8286 | . 7714 | . 6000 |
| 7 | . 9643 | . 8929 | . 8571 | . 7450 | . 6786 | . 5357 |
| 8 | . 9286 | . 8571 | . 8095 | . 7143 | .6190 | . 5000 |
| 9 | . 9000 | . 8167 | . 7667 | . 6833 | . 5833 | . 4667 |
| 10 | . 8667 | 7818 | . 7333 | . 6364 | . 5515 | . 4424 |
| 11 | . 8364 | . 7545 | . 7000 | . 6091 | . 5273 | . 4182 |
| 12 | . 8182 | . 7273 | . 6713 | . 5804 | . 4965 | . 3986 |
| 13 | . 7912 | . 6978 | . 6429 | . 5549 | . 4780 | . 3791 |
| 14 | . 7670 | . 6747 | . 6220 | . 5341 | . 4593 | . 3626 |
| 15 | . 7464 | 6536 | . 6000 | . 5179 | . 4429 | . 3500 |
| 16 | . 7265 | . 6324 | . 5824 | . 5000 | . 4265 | . 3382 |
| 17 | . 7083 | . 6152 | . 5637 | . 4853 | 4118 | . 3260 |
| 18 | . 6904 | . 5975 | . 5480 | 4716 | . 3994 | . 3148 |
| 19 | . 6737 | . 5825 | . 5333 | . 4579 | . 3895 | . 3070 |
| 20 | . 6586 | . 5684 | . 5203 | 4451 | . 3789 | . 2977 |
| 21 | . 6455 | . 5545 | . 5078 | 4351 | . 3688 | . 2909 |
| 22 | . 6318 | . 5426 | . 4963 | . 4241 | . 3597 | . 2829 |
| 23 | . 6186 | . 5306 | . 4852 | . 4150 | . 3518 | . 2767 |
| 24 | . 6070 | . 5200 | . 4748 | . 4061 | . 3435 | . 2704 |
| 25 | . 5962 | . 5100 | . 4654 | . 3977 | . 3362 | . 2646 |
| 26 | . 5856 | . 5002 | . 4564 | . 3894 | . 3299 | . 2588 |
| 27 | . 5757 | . 4915 | . 4481 | . 3822 | . 3236 | . 2540 |
| 28 | . 5660 | . 4828 | . 4401 | . 3749 | . 3175 | . 2490 |
| 29 | . 5567 | . 4744 | . 4320 | . 3685 | . 3113 | 2443 |
| 30 | . 5479 | . 4665 | . 4251 | . 3620 | . 3059 | . 2400 |

Source: G. J. Glasser and R. F. Winter (1961), "Values of Rank Correlation for Testing the Hypothesis of Independence," Biometrika 48 (1961): 444-448, including corrections of W. J. Conover, Practical
Nonparametric Statistics (New York: Wiley, 1971).

## Glossary

absorbing state a state that is never left after it is entered (12)
activities the tasks of a project (5)
additivity assumption an assumption in linear programming that implies that the total value of some function can be found simply by adding the linear terms (2) adjustable cells cells that store the values of decision variables in an Excel spreadsheet (2)
algorithm a structured series of steps involving simple, repetitious mathematical operations (1)
all units schedule a quantity discount schedule in which the price the buyer pays for all the units purchased is based on the total purchase volume (8)
all-inter linear programming model (AILP) an integer linear programming model in which all the decision variables must be integer valued (3)
analysis of variance (ANOVA) a statistical procedure that uses the variances of the data samples to test for equality of population means (10)
arc a connector between two nodes in a network over which network "flow" can occur (4)
assignment model a network model designed to find the minimum cost assignment of objects to tasks (4)
autocorrelation the measure of how the value at one time period affects the value at some subsequent time period (7)
autoregressive-integrated-moving average (ARIMA) forecasting model a forecasting model based on historic time series values and n period differences between time series values (7)
backordering the phenomenon of waiting for merchandise to be delivered (8)
balking a phenomenon that occurs when customers perceive that a waiting line is too long and decide to leave the system before being served (9)
Bayesian statistics a mathematical approach that argues that it is unnecessary to practice decision making under uncertainty since there is always at least some probabilistic information that can be used to assess the likelihoods of the states of nature (6)
Bellman's principle of optimality the underlying principle of dynamic programming that states that from a given state at a given stage, the optimal solution for the remainder of the process is independent of any previous decisions made to that point (13)
Beta distribution a statistical distribution useful in approximating distributions with limited data and fixed end points (5)
bill of materials the details of how a finished good is to be assembled (SUPPCD6)
binary integer linear program (BILP) a model in which all decision variables must assume values of 0 or 1 (3, SUPPCD4)
binary variables variables in a mathematical model that can only assume values of 0 or $1(3$, SUPPCD4)
binary integer linear programming model (BILP) an integer linear programming model in which all variables must assume values of only 0 or 1 (3)
binding constraint a constraint that is satisfied with equality at the optimal point (2)
binomial distribution function a distribution that can be used to determine the probability that k out of n sample items is defective (11)
Box-Jenkins method a forecasting technique that assists in selecting the appropriate underlying forecasting model by basing its forecasts on a combined autoregressive and moving average model (7)
branch and bound algorithm a mathematical approach for solving integer, mixed integer, and binary linear programs (2, SUPPCD4)
breakpoint the quantity at which the price changes under a quantity discount schedule (8)
canonical form a system of equations in which for each equation there exists a variable that appears only in that equation and its coefficient in that equation is +1 (SUPPCD3)
capacitated transshipment model a transshipment model problem in which an upper limit is placed on the amount of flow along one or more arcs in the network; also called a general network model (4)
carrying costs the costs incurred by a firm to maintain its inventory position; also called bolding costs (8)
certainty assumption an assumption in linear programming that asserts that all parameters of the problem are fixed, known constants (2)
classical decomposition a forecasting technique in which the trend, cyclical, and seasonal components are isolated and forecast separately (7)
complementary slackness a linear programming property that states that, at the optimal solution, either the variable is 0 or the reduced cost for the variable is 0 and that either the slack and surplus on a constraint is 0 or its shadow price is 0 (2)
constant returns to scale (proportionality) assumption an assumption in linear programming that prohibits a "learning curve" or different unit values for lesser quantities (2)
constrained mathematical model a mathematical model with an objective and one or more constraints (1)
constraint a restrictive condition that may affect the optimal value for an objective function (1)
continuous review system an inventory system in which the inventory is constantly monitored and a new order placed when the inventory level reaches a certain critical point (8)
continuous simulation system a simulation in which the state of the system changes continuously over time (10) continuity assumption an assumption in linear programming that implies that decision variables can take on any value within the limits of the functional constraints (2) control chart a graphical display that provides a view of the production process over time by plotting data based on samples selected from the process (11)
controllable input a factor over which the decision maker has control; also called a decision variable (1)
convex programming problems a class of non-linear programming models whose objective is to maximize a concave function or minimize a convex function and whose constraints form a convex set (13)
cost overrun the amount that the actual expenditures of a project exceed the value of the work (5)
cost underrun the amount that the value of the work of a project exceeds the actual expenditures (5)
critical activity an activity that has no slack time and must be rigidly scheduled to start and finish at its earliest start and finish times, respectively, to ensure that the project completion time is not delayed (5)
critical path the longest path in the directed network made up of critical activities (5)
critical path method (CPM) a deterministic approach to cost analysis in project planning which assumes that an activity's completion time can be determined with certainty based on the amount spent on the activity (5)
Crystal Ball an Excel Add-In for doing simulation analysis developed by Decisioneering, Inc. (10)
customer satisfaction costs the measure of the degree to which a customer is satisfied with the firm's inventory policy and the impact this has on long-term profitability (8)
cutting plane approach a mixed integer linear programming approach in which integer restrictions are initially ignored and the problem solved as a linear program; if the optimal solution fails to provide integer values, a new constraint is added to make the solution infeasible without eliminating any feasible point that provides integer values for these variables (2)
cycle a circuitous path that starts at some node and returns to the same node without using any arc twice (6) cycle time the time that elapses between orders (8)
data envelopment analysis (DEA) a linear programming modeling approach to determine if operations are performing efficiently (3)
damping factor the amount ( $1-\alpha$ ) that multiplies the immediately prior time series value in an exponential smoothing approach to time series forecasting (7)
decision analysis a process that allows an individual or organization to select from a set of possible alternatives when uncertainties regarding the future exist, with the
goal of optimizing the resulting payoff in terms of some decision criterion (6)
decision making under certainty a decision-making situation in which the decision maker knows for sure which state of nature will occur (6)
decision making under risk a decision-making situation in which the decision maker has at least some knowledge of the probabilities of the states of nature occurring (6)
decision making under uncertainty a decision-making situation in which the decision maker has no knowledge of the probabilities of the states of nature occurring (6)
decision tree a chronological network representation of the decision process that utilizes decision nodes and state of nature nodes (6)
decision variable a factor over which the decision maker has control; also called a controllable input (1)
Delphi technique a method of coalescing different expert opinions into a consensus (7)
deterministic model a mathematical model in which the profit, cost, and resource data are assumed to be known with certainty (1)
diet problem a linear programming model with a minimization objective function and " $\geq$ " constraints (2)
Dijkstra algorithm an algorithm used to find the shortest path from a start node to a terminal node in a network (4, SUPPCD5)
directed arc a linkage that indicates that flow occurs in only one direction in a network model (4)
directed graph (digraph) a graphic representation of a network made up entirely of directed arcs (4)
discrete simulation system a simulation in which changes that occur at discrete points in time (10)
dual simplex method an approach that can be used for solving linear programs by generating a new optimal solution when a change in a right-hand side coefficient extends beyond its range of feasibility or when a new constraint is added to a problem after an optimal solution has been found (SUPPCD3)
duality a condition that exists when a linear programming problem called the primal has an associated linear programming problem called the dual (SUPPCD2)
dynamic programming (DP) model a multistage problem in which a set of decisions is made "in sequence" (13)
economic order quantity (EOQ) model a model for inventory optimization which involves analyzing stock keeping units, assuming that all parameters remain constant forever (over an infinite time horizon) (8)
efficiency a measure of the relative value of sample information (6)
$80 / 20$ rule a rule of thumb which states a client settles for $80 \%$ of the optimal solution at $20 \%$ of the cost to obtain it (1)
Erlangian distribution a probability distribution which can be viewed as arising from the sum of $n$ independent exponentially distributed random variables; often used to describe a service time distribution (9)
expected regret criterion a decision-making criterion that determines the optimal decision by selecting the one with the minimum expected regret (6)
expected return using the expected value criterion (EREV) the expected return obtained using the expected value criterion (6)
expected return with perfect information (ERPI) the expected return one would obtain if one had perfect information regarding which state of nature would occur in the future (6)
expected utility criterion a decision-making criterion that determines the optimal decision by selecting the one with the highest expected utility (6)
expected value criterion a decision-making criterion that determines the optimal decision by selecting the one that has the best expected payoff (6)
expected value of perfect information (EVPI) the expected gain in return from knowing for sure which state of nature will occur (6)
expected value of sample information (EVSI) the expected gain from making decisions based on sample or indicator information (6)
explicit inverse distribution method a technique used in simulation that utilizes the cumulative distribution function to determine a value for the random variable (10)
exponential probability distribution a probability distribution with the density function being of the form $\mathrm{f}(\mathrm{t})=\mu \mathrm{e}^{-\mu \mathrm{t}}(9)$
exponential smoothing method a forecasting technique that creates the next period's forecast using a weighted average of the current period's actual value and the current period's forecasted value (7)
exposure unit a measure of the per unit effectiveness of an advertising medium (3)
Extend a simulator developed by Imagine That, Inc. (10) extreme point a feasible point at the intersection of two lines in a two-dimensional feasible region or the intersection of three planes in a three-dimensional feasible region, etc. that would be the last point touched in a feasible region by some linear objective function (2)
facility location problem a linear programming model that determines which of several possible locations to operate in order to maximize or minimize some objective function (3)
feasible points possible solutions that satisfies all the constraints of a mathematical programming model (2)
feasible region the set of points that satisfy all the constraints of a linear programming model (2)
fishbone diagram a cause-and-effect diagram that graphically relates the factors that affect quality to their results (11)
fixed-charge problem a linear programming model that includes in the objective function the fixed costs of operating a facility if the facility is, in fact, operating (3) fixed time simulation a simulation in which each iteration represents a fixed time period (e.g., one day of operation) (10)
flexible manufacturing system (FMS) a production system in which machines do several different operations, and goods to be manufactured are placed on pallets with
their movements about the factory controlled by a computer (SUPPCD6)
flow the amount of a resource that is delivered on an $\operatorname{arc}(s)$ between two nodes in a network (4)
flow models network models in which a flow is possible along the arcs (6)
forecast error the difference between the actual time series value for a period and the forecasted value (7)
forecasting the process of predicting the future (7)
functional constraint " $\leq$," " $\geq$," or " $=$ " restrictions that involve expressions with one or more variables (1)
game theory an approach that uses competitive play to determine the optimal decision in the face of other decision-making players (6)
Gantt chart a bar cart used to display activities of a project and monitor their progress (5)
general network model a transshipment problem in which an upper limit can be placed on the amount of flow along one or more arcs in the network; also called a capacitated transshipment model (4)
general nonlinear programming (NLP) model a nonlinear model in which the objective function and constraints (if any) may be nonlinear relationships (18)
goal programming model a linear programming model that involves prioritized objectives $(3,13)$
goodwill cost the future reduction in the firm's profitability associated with not having an item readily available for purchase (8)
Greedy algorithm an algorithm which sequentially selects the best course of action; used to solve a minimal spanning tree model (4, SUPPCD5)
heuristic a "rule of thumb," or common-sense procedure (1, 5, SUPPCD6)
holding costs the costs incurred by a firm to maintain its inventory position; also called carrying costs (8)
Holt's linear exponential smoothing technique smoothing technique that forecasts the time series' level and its trend, both of which are adjusted at each time period (7)
Hungarian algorithm an algorithm used to solve the assignment problem for a least cost assignment (SUPPCD5)
included costs the resource costs that are included in the calculation of objective function coefficients of a linear programming model (2)
incremental discount schedule a quantity discount schedule in which the price discount applies only to the additional units ordered beyond each breakpoint (8)
infeasible linear program a linear programming model that has no feasible solutions (2)
infeasible models mathematical models that have no possible solutions (2)
infeasible point a point lying outside the feasible region of a mathematical programming model (2)
integer linear programming a model for which some or all of the decision variables are restricted to integer values (5)
interior point a feasible solution to a mathematical programming model that satisfies none of the constraints with equality (2)
interior point method a linear programming solution procedure that ultimately approaches the optimal extreme point by starting from an interior point of the feasible region (2)
inventory policy a policy that consists of an order quantity and an inventory reorder point (8)
inventory position the stock on hand plus the size of any outstanding orders not yet delivered (8)
inventory records file information about the inventory status of each component for each period of time, the component vendors, required lead time for delivery, and specified lot sizes (SUPPCD6)
jockeying a phenomenon that occurs when customers switch between lines when they perceive that another line is moving faster (9)
just-in-time (JIT) an inventory/production control technique that reduces raw material and work-in-process inventories to the lowest possible level by keeping production lot sizes small (SUPPCD6)
kanban system a ticket-based inventory system that keeps track of the flow of components through the factory (SUPPCD6)
Kendall's notation the notation used to identify queuing models (9)
knapsack problem a resource allocation problem that is equivalent to the problem faced by a hiker carrying a knapsack with limited space for items, each with a weight or volume and a value; the objective is to fill the knapsack so that it contains the highest possible value of goods (13)
Kun-Tucker (K-T) conditions a set of necessary conditions for optimality in nonlinear programming models (13)
largest absolute deviation (LAD) a performance measure for evaluating forecasting models calculated by finding the largest absolute difference between the forecasted and actual values (7)
last period technique a forecasting technique in which the forecast of the value for the next period of a stationary time series is the last observed value (7)
latest finish time the latest time an activity in a PERT/CPM network can finish that allows the entire project be completed in minimum time (5)
latest start time the latest time an activity in a PERT/CPM network can be started that allows the entire project be completed in minimum time (5)
lead time the time that elapses between when an order is placed and when it arrives (8)
limiting transition matrix a matrix that gives the eventual likelihood that a Markov process will move from a transient state to an absorbing state (12)
linear assumption of CPM the assumption that if any amount between the normal cost and crash cost is spent to complete an activity, the percentage decrease in the activity's completion time from its normal time to its crash
time equals the percentage increase in cost from its normal cost to its crash cost (5)
linear programming model a mathematical model that seeks to maximize or minimize a linear objective function subject to a set of linear constraints (2)
linearity assumption the assumption that an output value for a term is directly proportional to an input value for a variable (5)
Little's formulas relationships that exist between the average number of customers in a system and the average customer waiting time in the system as well as between the average number of customers waiting for service and the average time a customer spends waiting for service (9)
lower control limit (LCL) the value on a control chart that equals the centerline minus three standard deviations (11)
management information systems (MIS) a quantitative approach used to evaluate and transform raw data into useful, relevant, and organized information (1)
management science the scientific approach to executive decision making, which consists of the art of mathematical modeling of complex situations; the science of the development of solution techniques used to solve these models; and the ability to effectively communicate the results of the analysis to the decision maker (1)
Mann-Whitney text a statistical procedure used to determine whether two data sets are drawn from the same population (10)
Markov processes (chain) a process consisting of a countable sequence of stages that can be judged at each stage to fall into a future state, independent of how the process arrived at the previous state (12)
master production schedule a forecast of the finished goods demand over a particular planning horizon (SUPPCD6)
material requirements planning (MRP) a computerbased technique used for controlling inventory for a manufacturer that produces many different finished goods (SUPPCD6)
mathematical modeling a process that translates observed or desired phenomena into mathematical expressions (1)
mathematical programming a branch of management science that deals with solving optimization problems, in which the objective is to maximize or minimize a function, usually in a constrained environment (2)
matrix reduction the process of adding or subtracting a number from all numbers in a row or column of an assignment cost matrix (SUPPCD5)
max flow/min cut theorem a network theorem that asserts that the value of the maximum flow equals the sum of the capacities of the minimum cut, and all arcs on the minimum cut are saturated by the maximum flow (4)
maximal flow algorithm an algorithm used to find the maximum volume of flow from a source node to a terminal sink node in a capacitated network (SUPPCD5)
maximal flow model a network model used to find the maximum total flow possible from a source node to a sink node without violating arc capacities (4)
maximax criterion a decision-making criterion in which the optimal decision is determined by selecting the one that has the maximum payoff (6)
maximin criterion a decision-making criterion in which the optimal decision is determined by selecting the one that maximizes the minimum payoff (6)
M/D/1 queuing system a single-server queuing model in which customers arrive according to a Poisson process and are served at a constant (deterministic) rate (9)
mean absolute deviation (MAD) a performance measure for evaluating forecasting models calculated by averaging the absolute values of the differences of the forecasted values from the actual values (7)
mean absolute percent error (MAPE) a performance measure for evaluating forecasting models calculated by averaging the absolute values of the percentage differences of the forecasted values from the actual values (7)
mean recurrence time the average time required for a Markov process to return to a given state (12)
mean squared error (MSE) a performance measure for evaluating forecasting models calculated by averaging the squared differences of the forecasted values from the actual values (7)
M/G/l queuing system a single-server queuing model in which customers arrive according to a Poisson process and for which the mean and standard deviation of the service time distribution is known (9)
$\mathrm{M} / \mathrm{G} / \mathrm{k} / \mathrm{k}$ queuing system a k -server queuing model in which customers arrive according to a Poisson process, the mean and standard deviation of the service time distribution are known and no waiting line is permitted to form (9)
minimal spanning tree problem a network model used to find the minimum total distance that connects all nodes in a network (4)
minimax criterion a decision-making criterion in which the optimal decision is determined by selecting the one that minimizes the maximum costs (6)
minimax regret criterion a decision-making criterion in which the optimal decision is determined by selecting the one that minimizes the maximum "lost opportunity" as measured by the regret values for each payoff (6)
minimin criterion a decision-making criterion in which the optimal decision is determined by selecting the one that has the minimum cost (6)
mixed integer linear programming (MILP) a model in which some, but not all, of the decision variables are restricted to integers ( 3, SUPPCD4)
M/M/1 queuing system a single-server queuing model in which customers arrive according to a Poisson process and service time follows an exponential distribution (9)
M/M/1/F queuing system a single-server queuing model in which customers arrive according to a Poisson process, service time follows an exponential distribution, and there is a limit of F customers who can be waiting for service (9)
$\mathbf{M} / \mathbf{M} / 1 / / \mathrm{m}$ queuing system a single-server queuing model in which there is a finite population of $m$ customers and the interarrival time of customers as well as customer service times follows an exponential distribution (9)
$\mathbf{M} / \mathbf{M} / \mathrm{k}$ queuing system a k-server queuing model in which customers arrive according to a Poisson process and the service time the same for all k servers follows exponential distribution (9)
$\mathbf{M} / \mathbf{M} / \mathrm{k} / \mathbf{F}$ queuing system a multiple-server queuing model in which customers arrive according to a Poisson process, service time follows an exponential distribution, and there is a limit of F customers who can be waiting for service (9)
$\mathbf{M} / \mathbf{M} / \mathrm{k} / \mathrm{k}$ queuing system a k -server queuing model in which customers arrive according to a Poisson process, service time follows an exponential distribution, and no waiting line is permitted to form (9)
modified distribution approach (MODI) a method used to determine the reduced costs of nonbasic variables in a transportation model (SUPPCD5)
Monte Carlo simulation a simulator designed so that data values occur randomly and reflect the theoretical frequencies being modeled (10)
moving average method a forecasting technique in which the forecast for any time period is the average of the values for the immediately preceding k periods (7)
multicriteria decision problem a problem comprised of two or more conflicting objectives $(1,13)$
net marginal profit the difference between the objective function coefficient and the total marginal cost of the value of the resources using the current values of the shadow prices (SUPPCD3)
network model a model that consists of a set of nodes, a set of arcs, and functions defined on the nodes and arcs (4) newsboy problem an inventory model that deals with SKU's having a limited shelf life of one period; also called a single-period inventory model (8)
next-event simulation a simulation that updates simulated data when a particular event occurs (10)
nodes the beginning and end points for arcs on a network (4)
nonbinding constraint a functional constraint that is not satisfied with equality at the optimal point of a mathematical programming model (4)
nonlinear programming (NLP) model a mathematical model in which at least one term in the objective function or constraints does not satisfy the linearity assumption $(2,13)$
non-linear term any term other than one of the form $A$ or AX , where A is a constant and X is a variable raised to the first power $(2,13)$
nonpreemptive goal programming an approach that involves determining the relative weights that act as a per unit penalty for failure to meet a stated goal, with the objective of minimizing the total weighted deviations from the goal (13)
objective function an expression of the quantity the decision maker wishes to optimize (1)
opportunity costs return possible from investments that could have been made with available capital had the firm not used the funds to finance its inventory (8)
optimal service level the long-run percentage of periods in which inventory is sufficient to satisfy all customer demands (11)
optimization model a mathematical model that seeks to maximize or minimize a quantity that may be restricted by a set of constraints (1)
order costs costs incurred when a firm purchases goods from a supplier (8)
out-of-kilter algorithm a streamlined form of the simplex method applied to a general network problem with sources, destinations, intermediate nodes, unit shipping costs, and maximum capacities between nodes (SUPPCD5)
p chart a process control chart used in attribute sampling to determine whether or not a process is in control (11)
parameter a factor over which the decision maker has no direct influence; also called an uncontrollable input (1)
payoff table the simplest way of presenting a decision problem in which the decision maker faces a finite set of discrete decision alternatives and states of nature and whose payoffs depend on the decision made and the state of nature that occurs (6)
periodic review system an inventory system in which the inventory position is investigated on a regular basis and orders are placed only at these times (8)
periodicity a phenomenon that occurs when a Markov process exhibits a regular pattern moving between states from one stage to the next (12)
PERT/COST an accounting information system that aids management in determining whether a project is coming in on time and within budget (5)
PERT/CPM an analysis used to determine the minimal possible completion time for a project and a range of start and finish times for each activity so that the project is completed within that time frame (5)
PERT/CPM network a network representation that reflects activity precedence relations, in which nodes designate activities and arcs describe the precedence relations between activities (5)
planned shortage model an inventory model that assumes that there is a cost associated with an out-of-stock situation but that all customers will backorder (8)
Poisson distribution a probability distribution used for describing customer arrival processes in which the conditions of orderliness, stationarity, and independence are satisfied (9)
post-optimality analysis a quantitative analysis that provides information about the effects of changes to the solution of a problem as certain parameters change; also called sensitivity analysis $(1,2)$
precedence relations chart a chart used to identify the separate activities of a project that details which ones must precede others (5)
prediction model a mathematical model that describes or predicts events, given certain conditions (1)
preemptive goal programming an approach that involves arranging goals into different priority levels (13) principle of insufficient reason decision criterion in which each state of nature is assumed to be equally likely (6)
probabilistic model a mathematical model in which one or more of the input parameters' values are determined by probability distributions; also called a stochastic model (1)
process flow diagram a flow chart diagram that details the chronology of the process used to produce a good or provide a service (11)
process-interaction approach a simulation in which each iteration traces all relevant processes incurred by an item in the system under study (10)
procurement costs the cost of obtaining items for inventory (8)
product mix problem a linear programming model with a maximization objective function and " $\leq$ " functional constraints (2)
product tree a pictorial representation of the bill of materials that make up a product (SUPPCD6)
production lot size model a model that determines the optimal inventory policy for an item in which the demand for the item occurs at a constant rate, the production line for the enterprise is not continuously used to manufacture the same product, and the production facility operates at a rate greater than the demand rate for the item (8)
project a collection of tasks that must be completed in minimum time or at minimal cost (5)
project scheduling a means of planning and controlling a project efficiently (5)
pull system an inventory system in which a subcomponent is produced only on request from the work center that utilizes it in assembly (SUPPCD6)
push system an inventory system in which decisions are made regarding the production schedule for the subcomponents based on the forecast demand for the finished good, "pushing" completed subcomponents up to the next level of assembly (SUPPCD6)
quadratic loss function a quadratic function based on the assumption that there is an ideal measurement for product conformance and that any deviation from this ideal results in a potential loss to society (11)
quadratic programming model a nonlinear programming model in which the objective function is a concave quadratic function and whose constraints are linear (13)
quality the ability of a product or service to conform to its design specifications (11)
quantity discount schedule a list of the discounted cost per unit corresponding to different purchase volumes (8) queuing theory the study of waiting lines, or queues (9)
$\mathbf{R}$ chart a planning control chart that records the range of each sample item to monitor the variability of the production process (11)
random number generator a computer program that generates pseudo-random numbers by a mathematical formula (10)
random number mapping a process for matching random numbers to simulated events (10)
range of feasibility the set of right-hand side values of a resource over which the shadow prices do not change (2)
range of optimality the range of values of the objective function coefficients within which the current optimal solution remains unchanged (2)
ranked position weight technique a method of assigning tasks to work situations by ranking the jobs in descending order based on the sum of the job time and the time for all jobs for which that job is a predecessor (9) reduced cost the amount the profit coefficient of a variable will have to increase before the variable can be positive in the optimal solution (2)
redundant constraint a constraint that can be eliminated from a linear programming model without affecting the feasible region (2)
relaxed problem a linear model that ignores integer constraints (3, SUPPCD4)
reorder point the inventory level at which an order is placed (8)
resource leveling a method of controlling daily resource requirements and smoothing out their use over the course of a project (5)
$\mathrm{R}_{\mathrm{m}}$ control chart a planning control chart that plots a moving range to estimate the common cause or uncontrollable variation in the production process (11)
safety stock inventory that acts as a buffer to handle a firm's higher-than-average demand during lead time (8) scenario writing a decision-making technique that begins with a well-defined set of assumptions and builds several scenarios of the future based on these assumptions; the decision maker selects the scenario that corresponds to the set of assumptions believed most likely to occur (7) sensitivity analysis a quantitative analysis that provides information about the effects of changes to the solution of a problem as certain parameters change; also called postoptimality analysis $(1,2)$
setup costs the expense associated with beginning production of an item (8)
shadow price the change to the optimal value of the objective function resulting from a one-unit increase in the right-hand side of a constraint (2)
shortest path model a network model used to find the path of minimum total distance that connects a starting point to a destination (4)
shrinkage losses due to breakage of inventory and theft (8)

Silver-Meal heuristic a procedure for determining a close-to-optimal inventory policy for situations in which orders are placed once per period and demand may vary greatly from period to period (SUPPCD6)
simplex the figure created in $n$ dimensions by an extreme point and the n other extreme points adjacent to it (SUPPCD3)
simplex algorithm (method) the algebraic technique commonly used to solve linear programs which requires that all functional constraints be written as equalities so that elementary row operations can be performed without
changing the set of feasible solutions to the problem (SUPPCD3)
simplex tableau a matrix used to keep track of the equations and other relevant information utilized in the simplex method (SUPPCD3)
simulated events random events in a simulation that occur with the probability distribution of the true events being modeled (10)
simulation the development of a model to evaluate a system numerically over some time period of interest (10) simulator a computer program used to evaluate policy options in order to select the best action from a set of alternatives (10)
single-period inventory model an inventory model that assumes that demand occurs according to a specified probability distribution and deals with a stock-keeping unit with a limited shelf life of one period; also called the newsboy problem (8)
slack the amount of a resource that is left over when the value of the left-hand side of the constraint is subtracted from the constant on the right-hand side (2)
slack time the amount of time an activity can be delayed from its earliest start time without delaying the project's estimated completion time (5)
smoothing constant the weight given to the current period's actual value in the exponential smoothing method (7) spanning tree a tree that connects all the nodes in a network (4)
standard form a linear program in which all the functional constraints are written as equations and all the variables are nonnegative (SUPPCD3)
state of nature a possible future event that may affect a decision (6)
state probability the probability that a process is in a particular state at a given stage (12)
state vector the collection of state probabilities at a given stage (12)
stationary forecasting model a time series forecasting model in which the mean value of the item being examined is assumed to be constant (7)
steady state a condition in which the probabilities for the states of the process stabilize over time and assume their long-run values $(9,12)$
steady-state probabilities probabilities describing the long-run behavior of a Markov process (12)
stochastic model a mathematical model in which one or more of the input parameters' values are determined by probability distributions; also called a probabilistic model (1) stock-keeping units (SKU) a collection of individual items in a firm's inventory (8)
summation constraint a constraint that expresses one decision variable as the sum of two or more other decision variables (3)
summation variable a decision variable that is set equal to the sum of two or more other decision variables (3)
sunk costs the cost of the resources that is not included in the calculation of objective function coefficients of a mathematical programming model (2)
surplus the amount by which some minimum restriction is exceeded at a given point when the constant on the
right-hand side is subtracted from the value of the lefthand side (2)
tandem queuing system a queuing model in which a customer must visit several different servers before service is completed (9)
time series a past history of data values occurring at discrete time points used to prepare a forecast (7)
transient period initial queuing system behavior not representative of long-run performance (9)
transition probability the probability of a Markov process moving from state $i$ at one state to state $j$ at the next stage (12)
transshipment model a network model in which goods may first be transported through one or more transshipment nodes before reaching their final destination (4)
transportation algorithm a streamlined version of the simplex method used to find the minimum total shipping cost of a particular item from m sources, each with a different supply, to $n$ destinations, each with a particular demand (SUPPCD5)
transportation model a network model used to find the total minimum cost of shipping goods from supply points to destination points (4)
traveling salesman model a network model used to determine the minimum cost of visiting all nodes of a network and returning to a starting node without repeating any node (4)
tree a series of connected arcs containing no cycles (4)
unbounded feasible region a feasible region that extends "forever" in some particular direction (2)
unbounded solution a condition in which feasible solutions exist for a linear program but there is no bound for the value of the objective function (2)
uncontrollable input a factor over which the decision maker has no direct influence; also called a parameter (1) undirected arc a linkage that indicates that flow is permissible in either direction in a network model (4)
upper control limit (UCL) the value on a control chart that equals the centerline plus three standard deviations (11)
utility theory the study of decision analysis taking into account the decision maker's preference for risk (6)
utility value the relative value of a payoff when compared to achieving the best and worst payoffs possible (6)
variable constraint a constraint in a mathematical model that involves only one of the decision variables (1)

Wagner-Whitin algorithm a dynamic programming technique to determine an optimal inventory policy, for situations in which orders are placed once per period and demand may vary greatly from period to period (SUPPCD6)
weighted moving average technique a forecasting technique in which the sum of the weights used must equal one and the weights given to observation values are nonincreasing with their age (7)
work package a set of related activities within a project that share common costs or are under the control of one contractor, department, or individual (5)

X-bar control chart a planning control chart that records the mean value for each sample item in order to monitor the mean performance of the production process against a predetermined target value (11)
X control chart a planning control chart that plots individual data values to determine if the production process is in control (11)

## ANSWERS TO SELECTED PROBLEMS

## CHAPTER 1

1. Problem definition, model building, model solution, communication of results
2. In solving for the optimal policies at Ford, even small improvements (a fraction of $1 \%$ ) can affect the bottom line by millions of dollars-this more than justifies the cost of the management science employees. At Villa Park Ford, such a percentage savings would not justify the cost of a full-time management science employee.
3. a. $\mathrm{X}_{1}+\mathrm{X}_{2}=1$
$\mathrm{X}_{1} \quad \geq 0$
$\mathrm{X}_{1} \leq 1$
$\mathrm{X}_{2} \geq 0$
$\mathrm{X}_{2} \leq 1$
$\mathrm{X}_{1}, \mathrm{X}_{2}$ integers
b. MAX $-2500 \mathrm{X}_{1}+35000 \mathrm{X}_{2}$

Optimal: $\mathrm{X}_{1}=0, \mathrm{X}_{2}=1$-hold tournament indoors.
5. a. $\operatorname{MAX} 4 \mathrm{X}_{1}+6 \mathrm{X}_{2}+10 \mathrm{X}_{3}$
b. $40 \mathrm{X}_{1}+55 \mathrm{X}_{2}+70 \mathrm{X}_{3} \leq 25000$
6. a. MAX B $-(30 \mathrm{D}) \mathrm{X}_{1}-(56 \mathrm{E}) \mathrm{X}_{2}-\mathrm{F}$

$$
\begin{array}{cc}
\mathrm{X}_{1} & \geq 2+.001 \mathrm{~T} \\
\mathrm{X}_{2} \quad \geq \mathrm{N} \\
\mathrm{X}_{1} \text { and } \mathrm{X}_{2} \geq 0 \text { and integers }
\end{array}
$$

b. The negotiated price $(B)$ and the fixed costs $(F)$ are constants. Thus if the objective function is set to MIN (30D) $\mathrm{X}_{1}+(56 \mathrm{E}) \mathrm{X}_{2}$ this is equivalent to MAX - (30D) $\mathrm{X}_{1}-(56 \mathrm{E}) \mathrm{X}_{2}$.
c. MAX $10,000-450 \mathrm{X}_{1}-672 \mathrm{X}_{2}-1,000$

$$
\begin{array}{lll}
\text { s.t. } & \mathrm{X}_{1} & \\
& \mathrm{X}_{2} & \geq 2
\end{array}
$$

$$
X_{1} \text { and } X_{2} \geq 0 \text { and integers }
$$

d. Change the right side of the first constraint to $4.4 ; 4.4$ guards would make no sense but if you restricted the variables to be integers this would be the correct formulation.
7. a. $\operatorname{MAX~} \mathrm{X}_{1}+\mathrm{X}_{2}$
b. MAX $.02 \mathrm{X}_{1}+.01 \mathrm{X}_{2}$
c. $\operatorname{MAX} 4 \mathrm{X}_{1}+3 \mathrm{X}_{2}$
11. $=\mathrm{SUM}(\mathrm{B} 6: \mathrm{F} 6)$ Result: 96
13. $=\mathrm{B} 6+\mathrm{B} 7+\mathrm{B} 8+\mathrm{B} 9+\mathrm{B} 10$ Result: 91
14. Yes Results: $118,69,90,83$
17. $=$ SUMPRODUCT (B4:F4, B6:F6) Result: $\$ 269.45$
19. $=\operatorname{MAX}(\mathrm{B} 6: \mathrm{B} 10)$ Result $: 34$
23. $=0.12^{\star} \mathrm{B}^{\wedge} 2+0.02^{\star} \mathrm{C}^{\wedge}{ }^{\wedge} 3+3.5^{\star} \mathrm{SQRT}(\mathrm{D} 6)+0.05^{\star} \mathrm{E} 6^{\star} \mathrm{F} 6$ Result: $\$ 862.03$
24. $=\operatorname{IF}(\mathrm{C} 15>\mathrm{H} 6$, "NEW","OLD") Result: NEW
28. $=$ NORMDIST(50,47,5.5,TRUE)-NORMDIST(40,47,5.5,TRUE)

Result: . 605722
32. 1.2 to 11.2
37. Grade $=30.05319+6.797872$ (Study Hours)
39. In cell A3 the formula is: $=\mathrm{A} 2+\mathrm{B} 2$. Drag down to (A4:A6)

Results for cells A2:A6: $0, .45, .65, .80, .92$
41. A parameter is a quantity that cannot be controlled by the decision maker, whereas a decision variable is a controllable input whose values are determined by the decision maker.
47. a. MAX . $1905 \mathrm{X}_{1}+.2000 \mathrm{X}_{2}+.1719 \mathrm{X}_{3}+.0500 \mathrm{X}_{+}$

| s.t. $\quad \mathrm{X}_{1}+\mathrm{X}_{2}+$ |  |  |  |
| :--- | :--- | :--- | :--- |
|  |  | $\mathrm{X}_{3}+\quad \mathrm{X}_{4}$ | $=4000$ |
|  |  |  | $\geq 800$ |

$$
X_{+} \quad \geq 1000
$$

$$
X_{1} \leq 2000
$$

$$
\text { All X's } \geq 0
$$

b. MAX s.t.

$$
\begin{array}{rlr}
8 \mathrm{Y}_{1}+6 \mathrm{Y}_{2}+11 \mathrm{Y}_{3}+.05 \mathrm{X}_{4} & \\
42 \mathrm{Y}_{1}+30 \mathrm{Y}_{2}+64 \mathrm{Y}_{3}+\mathrm{X}_{4} & =4000 \\
30 \mathrm{Y}_{2} & & \geq 800 \\
& & \mathrm{X}_{4} \\
& \geq 1000 \\
42 \mathrm{Y}_{1} & & \leq 2000 \\
& & \\
\text { All } \mathrm{Y}^{\prime} \text { 's and } \mathrm{X}_{4} \geq 0
\end{array}
$$

c. Should get the same answer if shares were converted to dollars by $\mathrm{X}_{1}=42 \mathrm{Y}_{1}$, $\mathrm{X}_{2}=30 \mathrm{Y}_{2}$, and $\mathrm{X}_{3}=64 \mathrm{Y}_{3}$ unless the shares $\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}\right.$, and $\mathrm{Y}_{3}$ ) were also restricted to be integers.
50. a. $54 \mathrm{X}-2 \mathrm{X}^{2}$
b. MAX $-2 \mathrm{X}^{2}+76 \mathrm{X}-594$

$$
\begin{array}{ll}
\text { s.t. } & X \geq 11 \\
& X \leq 21
\end{array}
$$

c. Price $=\$ 19,000 ; \#$ sold $=16$; monthly profit $=\$ 128,000$

## CHAPTER 2

1. 560 diagonal kites, 920 box kites; weekly profit $=\$ 6280$
2. b. 80 GE45's, 53.3333 GE60's c. 106.6667 GE45's, 35.5556 GE60's
3. a. MAX $30000 \mathrm{X}_{1}+80000 \mathrm{X}_{2}$

$$
\begin{array}{crr}
\text { s.t. } X_{1} & \leq 26 \\
& X_{2} & \leq 5 \\
2000 X_{1}+8000 X_{2} & \leq 40000 \\
X_{1} & \geq & 8 \\
& X_{2} & \geq 2
\end{array}
$$

Solution: Place 12 daily ads and 2 Sunday ads-Exposure $=520,000$
Much of the same population is probably reading both the daily and Sunday newspapers-may not get this increase in exposure on Sunday.
b. Given the budget, there can be a maximum of 20 daily ads or 5 Sunday ads.
c. Place 20 daily ads and no Sunday ads-Exposure $=600,000$
8. a. MIN $100 \mathrm{X}_{1}+140 \mathrm{X}_{2}$
s.t. $\quad 20 \mathrm{X}_{1}+40 \mathrm{X}_{2} \geq 800$
$20 \mathrm{X}_{1}+25 \mathrm{X}_{2} \geq 600$
$20 \mathrm{X}_{1}+10 \mathrm{X}_{2} \geq 500$
$\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$
Purchase 2000 pounds of La Paz ore and 1000 pounds of Sucre ore
b. La Paz-(\$70, \$280), Sucre-(\$50, \$200); within these limits the optimal solution remains unchanged.
c. Outside the range of optimality; reduced cost $=\$ 50$
d. $\$ 3$ for copper in the range $(700,2000)$; $\$ 0$ for zinc in the range $(-\infty, 6500) ; \$ 2$ for iron in the range $(400,800)$. Within these ranges the cost per extra pound of requirements will remain unchanged.
e. Infeasible
10. a. $\$ 1.50$ per cow b. Would cost $\$ 1.60$ per cow
c. 50 oz . Cow Chow per cow, 25 oz . Moo Town per cow-total savings $\$ 25 /$ day
12. Participate in the program and plant 125 acres of wheat and 125 acres of corn; profit $=\$ 43,750$; if he did not participate the optimal profit would be $\$ 43,050$.
14. a. 1680 phone hours, 4570 door to door hours; 132,660 voters reached
b. 1260 phone hours, 4990 door to door hours; 217,440 voters reached
15. 4 magazine ads, 2 Internet ads
17. MIN $X_{1}+X_{2}$
s.t. $.06 \mathrm{X}_{1}+.10 \mathrm{X}_{2} \geq 4000$
$.06 \mathrm{X}_{1}+.03 \mathrm{X}_{2} \geq 2000$
$X_{1}+X_{2} \leq 60000$
$\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$
Invest $\$ 19,047.62$ in the $C / D$ and $\$ 28,571.43$ in the venture capital project. He can keep $\$ 12,380.95$ for personal use.
19. a. 187.5 acres of garlic; 0 acres of onions; 12.5 acres of unfarmed land
b. $\$ 412.50$ c. 150 acres of garlic; 50 acres of onions
d. $\$ 0$
21. a. MIN $3000 \mathrm{X}_{1}+1000 \mathrm{X}_{2}$
s.t. $\mathrm{X}_{2} \leq 5$

$$
2000 \mathrm{X}_{1}+800 \mathrm{X}_{2} \geq 10000
$$

$$
\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0
$$

Optimal: Lease 3 and Purchase 5; monthly payments $=\$ 14,000$
b. The solution is unbounded
c. The number of machines leased and purchased must be integers
22. a. 1208 -sq. ft. crates; 604 -sq. ft. crates; profit $=\$ 13,200$

No slack on hours or space; 20 slack in the max number of 8 -sq. ft. crates shipped and 60 slack in the maximum number of 4 -sq. ft. crates shipped-these will not be shipped
b. $\$ 8.33$ in the range (720-1320); crates must be integers-the optimal solution with one extra sq. ft . of loading space is not integer valued.
c. The shadow price reduces to $\$ 6.33$; extra hours are still worth $\$ 18.3$.
23. MAX $.10 \mathrm{X}_{1}+.12 \mathrm{X}_{2}$
s.t.

$$
\mathrm{X}_{1}+\quad \mathrm{X}_{2}=100000
$$

$$
.000002 \mathrm{X}_{1}+.000004 \mathrm{X}_{2} \geq .25
$$

$$
.000003 \mathrm{X}_{1}+.000008 \mathrm{X}_{2} \leq .50
$$

$$
\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0
$$

Invest $\$ 60,000$ in Tater, Inc. and $\$ 40,000$ in Lakeside
26. a. MAX $15 \mathrm{X}_{1}+25 \mathrm{X}_{2}$
s.t. $\quad 12 \mathrm{X}_{1}+10 \mathrm{X}_{2} \leq 150$
$50 \mathrm{X}_{1}+40 \mathrm{X}_{2} \leq 500$
$5 \mathrm{X}_{1}+10 \mathrm{X}_{2} \leq 90$
$15 \mathrm{X}_{2} \leq 120$

$$
X_{1}, X_{2} \geq 0
$$

Bake $42 / 3$ dozen ( $=56$ ) custard pies and $62 / 3$ dozen $(=80)$ fruit pies
b. No, $\$ 15$ extra is within the Allowable Increase
c. No d. No change e. Yes $\$ 2.67>\$ 2.25$
27. a. No b. Yes c. Same optimal solution; $\$ 28.50$
28. Produce 300 KCU 's and 600 KCP 's; Profit $=\$ 180,000$. Klone will use 1200 floppy drives ( 600 unused), 600 hard drives ( 100 unused) and 900 cases ( 100 unused). All 480 production hours are used.
32. Use 6 Nautilus machines and spend 21 minutes on the treadmill; 81 points
33. a. MAX $24000 \mathrm{X}_{1}+30000 \mathrm{X}_{2}$

$$
\begin{array}{rlr}
\text { s.t. } & \mathrm{X}_{1} & \leq 3 \\
& \mathrm{X}_{2} & \leq 2 \\
& 50 \mathrm{X}_{1}+60 \mathrm{X}_{2} & \leq 160 \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \geq 0 \text { and integer }
\end{array}
$$

Sell 2 compactors and 1 drill press; profit $=\$ 78,000$
b. Linear solution is (.8,2)-rounding up (or off) to ( 1,2 ) is infeasible; rounding down to $(0,2)$ produces a feasible solution that is not optimal.
c. Fractional values would be work in progress.
34. a. MIN $3500 \mathrm{X}_{1}+800 \mathrm{X}_{2}$

$$
\text { s.t. } \quad \begin{aligned}
150 \mathrm{X}_{1}+35 \mathrm{X}_{2} & \geq 750 \\
\mathrm{X}_{1} & \geq 1 \\
& \geq X_{2}
\end{aligned}
$$

$X_{1}, X_{2} \geq 0$ and integer
b. Rounded solution is 160 -inch and 1827 -in. sets; cost $=\$ 17,900$
c. 260 -inch and 1327 -in. sets; No; $\$ 17,400$
48. 22 using process 1 and 28 using process 2
50. a. MIN $60000 \mathrm{X}_{1}+40000 \mathrm{X}_{2}$

$$
\begin{array}{lrr}
\text { s.t. } & X_{1}+1 X_{2} & \geq 6 \\
& 3000 X_{1}+1000 X_{2} & \geq 9000 \\
2 X_{1}+X_{2} & \geq 18 \\
& X_{1}, X_{2} \geq 0 \text { and integer }
\end{array}
$$

(i) 1.5 Safeco trucks, 4.5 Kluge trucks (ii) 2 Safeco trucks, 4 Kluge trucks
b. (i) $\$ 270,000$ (ii) $\$ 280,000$
c. The integer problem has more constraints (the integer constraints)

## CHAPTER 3

1. 15020 -in. girls, 10020 -in. boys, 10026 -in. girls, 10026 -in. boys; profit $=\$ 16,150$
2. a. 266.67 stoves, 448.72 washers, 133.33 refrigerators; work in progress
b. 266.67 stoves, 227.15 washers, 63.58 electric dryers, 163.58 gas dryers, 133.33 refrigerators
3. a. 22.94 standard Z345's, 22.94 standard W250's, 45.87 industrial W250's; work in progress
b. $75 \%$; if the limit were loosened or eliminated, the profit would increase
c. (i) Yes
(ii) No
(iii) Yes
4. a. $\$ 7500$ in EAL, $\$ 2500$ in TAT, $\$ 30,000$ in long term bonds, $\$ 10,000$ in the TDA
b. $10.5 \% ; 11 \%$-the maximum increase for the shadow price for funds is $+\infty$
c. EAL, BRU, long term bonds
d. $\$ 0.11$ increase for each extra dollar invested, $\$ 0.15$ decrease per extra dollar required in tax deferred annuities, $\$ 0.16$ decrease for each extra dollar invested in TAT above $25 \%, \$ 0.10$ increase for each extra dollar allowed in low-yield funds
5. 12.69 oz . of steak; 16.67 oz . of milk; no apples or cheese
6. Conduct 500 telephone and 500 personal interviews with large William and Ryde investors, 600 telephone interviews with small William and Ryde investors, 200 personal telephone interviews with large investors from other firms and 200 interviews with small investors from other firms
7. a. 101.80 plates, 150 mugs, 87.54 steins; total profit $=\$ 1083.42$
b. 128 plates, 298.67 mugs, 0 steins; total profit $=\$ 1290.67$; increase of $\$ 207.25$
8. a. 142.86 ac . Wheat, 142.86 ac . Corn, 14.29 ac . Soybeans; profit $=\$ 197,200$
b. $\$ 486.21 ; \$ 3.92$ c. Yes; $\$ 4400$ d. Yes; $\$ 22,698.20$ in additional profit
9. Invest $\$ 2,075.14$ in Bonanza Gold, $\$ 47,924.53$ in Cascade Telephone, $\$ 20,000$ in the money market account, and $\$ 30,000$ in treasury bonds. Expected return $=\$ 8,424.53$ (8.42453\%)
10. a. This could violate the additivity assumption of linear programming.
b. Spend $\$ 300,000$ on TV, $\$ 100,000$ on radio, and $\$ 300,000$ on newspaper ads
c. No effect; it is not binding
11. 75502 -oz. Go bars, 2500 2-oz. Power bars, 50502 -oz. Energy bars, 437.58 -oz. Energy bars; total daily profit \$7,273.375.
12. a. $\$ 550,000$ in ketchup only, $\$ 450,000$ in spaghetti sauce only, $\$ 750,000$ in taco sauce only, $\$ 250,000$ in joint advertising; \$2,25 1,500; $12.575 \%$ return
13. Part-time: 7AM-11AM-7,11AM-3PM-13,3PM-7PM-12, 7PM-11PM-14

Full-time: 7AM-3PM-3, 11AM-7PM-6, 3PM-11PM-2; Total Cost $=\$ 1,661$
29. 3 patrols only. Two possible solutions: (1) Sectors 3, 7, 11; (2) Sectors 1, 4, 14
34. a. Develop applications $1,2,3,4$; projected net worth $\$ 12,600,000$
b. Develop applications $1,2,6$; projected net worth $\$ 11,800,000$
35. Hire 2 CPA's and 19 experienced accountants; total payroll $=\$ 19,500$
38. Purchase 12 shares of TCS and invest $\$ 1,044.44$ in MFI; total investment $=\$ 1,704.44$
39. 1581 Fords, 8 Chevrolets, 1411 Macks, 576 Nissans, 1424 Toyotas; outlay $=\$ 17,021,000$
41. a. 52 turkey, 100 beef, 76 ham, 40 club, 32 all meat; $\$ 67,200$
b. Shadow price $=\$ 0.33$; range of feasibility $(336,448)$; in this range, each extra ounce of cheese will add $\$ 0.33$ to the optimal profit
c. Beef
47. a. Make 60,000 Jeeptrykes only; profit $=\$ 160,000$
b. Make 60,000 Herotrykes only; profit $=\$ 117,500$

## CHAPTER 4

1. Garberville-Eureka 1600, Grant's Pass-Eureka 200, Grant's Pass-Crescent City 1400, Willard-Eureka 100, Willard-Coos Bay 1500; Total Cost $=\$ 180,000$
2. (in truckloads)
a. Cal-I1 8, Cal-I2 1, Mex-I2 3, Mex-I3 5; I1-P1 3, I1-P2 5, I2-P3 4, I3-P4 5; \$24,200
b. Cal-I1 3. Cal-I2 3, Cal-I3 3, Mex-I1 2, Mex-I2 3, Mex-I3 3; I1-P1 3, I1-P2 2, I2-P2 3, I2-P3 1, I2-P4 2, I3-P3 3, I3-P4 3; \$28,900
c. Inspection will eliminate some bad tomatoes
3. Kansas City-St. Louis-Davenport-Lincoln-Tulsa-Kansas City; $\$ 810$
4. 14 N -Lakeview 400, 14N-Casual 500, Lakeview-Lakeside 100, Lakeview-Golf 300, Golf-Lakeside 200, Golf-Town Center 100, Casual-Ocean Breeze 300, Town Center-Ocean Breeze 300, Lakeview-14S 300, Ocean Breeze-14S 600; total capacity $=900$
5. a. Tony (News), Jim (Sports), Connie (Development), Linda (Features), Ann (Marketing); total years $=47$
b. Jim (Sports), Connie (Features/Development), Linda (News), Ann (Marketing); total years $=46$
6. a. Ann (Phoenix), Bill (Fresno), Ko (Austin), Dave (Miami); total cost $=\$ 10,350$
b. Ann's-Phoenix 20, Ann's-Austin 5, Bill's-Fresno 7, Bill's-Miami 11, Ko's-Fresno 8, Ko's-Austin 17, Dave's-Miami 25; total cost $=\$ 250,110$
7. Attach 3 to 2,2 to 1,1 to 5,5 to 4,4 to 6 ; total distance $=39$ millimeters
8. 396 meters
9. Amy (Information Systems), Bob (Personal Tax), Sue (Financial Analysis), Maya (Corporate Tax), Koo (Auditing), Lyn (General Accounting); total $=543$
10. Budapest-Cieszyn-Lodz-Torun-Gdansk; 980 kilometers
11. Produce 1250 in quarter 1 (all in regular time)-all for quarter $1 ; 1875$ in quarter 2 ( 1500 in regular time, 375 in overtime)- 625 for quarter 2 and 1250 for quarter 3, 2500 in quarter 3 ( 1500 in regular time, 1000 in overtime)-all for quarter 3, and 2500 in quarter 4 ( 1500 in regular time, 1000 in overtime)-all for quarter 4; total cost \$520,500
12. Build superstreets-cost is $\$ 20,000,000$ vs. $\$ 21,000,000$ for freeway extension
13. a. There should be links from the Server to Room 320; from Room 320 to Room 318 and the Dean's Office, from the Dean's Office to Room 317 and Room 322, from Room 322 to Support Lab 1, and from Support Lab 1 to Support Lab 2
b. $\$ 1720$
14. a. 19,000 in each plant
b. From Tallahassee to Allentown 6, to Gary 8, to Houston 5

From Tucson to Houston 4, to Riverside 15; total cost \$84,200
38. a. Alice (Stove), Chuck (Washer), Darren (Refrigerator), Ellen (Toilet), Francisco (Air Conditioner), George (Dishwasher); total cost $\$ 470$
b. Washer $\$ 45.50$, Dishwasher $\$ 32.50$, Air Conditioner $\$ 234$, Toilet $\$ 65$, Refrigerator \$130, Stove \$104; total profit = \$141
39. a. Smith (Moscow), Jones (Standby), Heinz (Vacation), Chang (Paris), Wells (London), Blinn (Hawaii), Klein (Tokyo)
b. The two most senior pilots got their lowest selections
41. (In 1000's of gallons) From Steel Plant to Station-1 25 to Station-2 20;

From Station-1 to Station-3 5, to Station-4 20;
From Station-2 to Station-3 10, to Station-5 10
From Station-3 to Station-5 15; from Station-4 to Station-5 10 to Treatment 10 From Station-5 to Treatment 35; Max Flow $=45$
43. $\$ 2850$
49. a. MIN $200 \mathrm{X}_{11}+100 \mathrm{X}_{12}+175 \mathrm{X}_{13}+250 \mathrm{X}_{21}+200 \mathrm{X}_{22}+125 \mathrm{X}_{23}$

$$
\begin{aligned}
& \text { s.t. } \mathrm{X}_{11}+\mathrm{X}_{12}+\mathrm{X}_{13}+\quad \leq 20 \\
& \mathrm{X}_{21}+\mathrm{X}_{22}+\mathrm{X}_{23} \leq 50 \\
& \begin{array}{lllll}
\mathrm{X}_{11} & +\mathrm{X}_{21} & & & =15 \\
& \mathrm{X}_{12} & & \mathrm{X}_{22} & \\
& & & & \\
& &
\end{array}
\end{aligned}
$$

All X's $\geq 0$
b. Atlanta-Jackson 5, Atlanta-Birmingham 15, Miami-Jackson 10, Miami-Orlando 15; total cost $=\$ 6875$
c. Yes, there is a fixed cost per car; the prices are all effective at the same time.
50. a. 20 cars are purchased in Atlanta, painted in Columbus, fixed in Montgomery, and sent to Birmingham; 50 cars are purchased in Miami and painted and fixed in Jacksonville-then 15 are sent to Jackson, 5 to Birmingham and 30 to Orlando; total cost $=\$ 15,300$
b. $\$ 337$
c. From Atlanta to Orlando 195, to Birmingham 195, to Jackson 255

From Miami to Orlando 185, to Birmingham 255, to Jackson 305
d. From Atlanta to Birmingham 20

From Miami to Jackson 15, to Birmingham 5, to Orlando 30; total cost $=\$ 15,300$

## CHAPTER 5

3. 12 weeks; B-C-E-F; a delay in any one of these activities will delay the expected completion time of the project beyond 12 weeks.
4. . 409561
5. a. 28 weeks
b. Crash A 4 weeks, B 3 weeks, E 2 weeks, F 5 weeks, G 4 weeks; $\$ 29,950$
6. b. One worker works only jobs on the critical path-their times are fixed. The other worker works the other activities scheduled in such a way that the activities begin before their earliest start times. One possible schedule is: $\mathrm{B}(10: 00-11: 00)$, $\mathrm{E}(11: 20-12: 20), \mathrm{D}(12: 20-2: 00), \mathrm{G}(2: 00-2: 20), \mathrm{H}(2: 20-3: 00), \mathrm{I}(3: 00-4: 00)$, K(4:00-4:20)
7. a. 104 months b. (i) 5 months (ii) 3 months
c. (i) . 000173 (ii) .012674
(iii) . 185547 (iv) . 672640
8. b. $\$ 10,000,000$; one crashing solution-crash B by $1, \mathrm{D}$ by $.5, \mathrm{E}$ by 3 , G by 3.5
9. b. 21 weeks; crash $E$ by 2 weeks
10. a. McDonnell-Douglas b. Boeing
11. a. 89 days; C-D-F-G-I-K b. 924136 c. Yes; Expected $\operatorname{Cost}($ Yes $)=\$ 6150.55$, Expected Cost(No) $=\$ 9103.67$
12. It is $\$ 9,950$ under budget but is running 3.4 weeks late. The remaining critical path is F-H-I. Spend some of the $\$ 9,950$ on speeding up the completion of $\mathrm{F}, \mathrm{H}$, and/or I.
13. a. $\$ 476,500$ Schedule A (0-12), B (12-23), C (23-31), D (31-40), E (40-58), F (58-74), G (60-74), H (74-95), I (106-116), J (95-116), K(116-125), L (125-140)
b. It is impossible to complete the project in 18 weeks even with crashing
14. 135.5833 days
15. c. 8 weeks
16. a. 16.83333; A-C-E-F; b. Market Analysis, Marketing Blitz c. . 003171
17. a. A-C-E-G; $\mu=30, \sigma=4.33$ b. (i) 5 (ii) 0 (iii) 4 (iv) 4 (v) 4 (vi) 9
18. Slightly over 40 days -41 days $=$ July 6
19. Yes; expected cost if $\$ 3000$ is spent $=\$ 9613.20$; expected cost if $\$ 3000$ is not spent $=\$ 12,428.20$
20. b. B-I; 36 weeks c. Use own landscaping crew; total extra cost $\$ 14,500$
21. a. 117 days; A-B-C-D-E-J-L-N-R
b. . 295670
c. Yes; Expected Cost $($ Yes $)=\$ 6715.23$, Expected Cost(No) $=\$ 7043.30$
d. $\$ 1328.07$
22. It is currently $\$ 900$ under budget and due to be completed 3 days early

## CHAPTER 6

1. a. 400
b. 320
c. 360
2. a. 2 commercials b. $\$ 170,000$
3. a. 12 leases b. 9 leases
4. a.

## Number of Adoptions

Plan

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| Plan 1 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 |
| Plan 2 | 1000 | 1300 | 1600 | 1900 | 2200 | 2500 | 2800 |
| Plan 3 | 0 | 700 | 1400 | 2100 | 2800 | 3500 | 4200 |

b. Plan 2 c. Plan 1
12. a. (i) custom (ii) unfurnished (iii) unfurnished
b. $\$ 937.50$ per lot. c. $58 \%$ d. GNP is not a good indicator. Other indicators that would specifically focus on the Atlanta housing market or economy (such as average per capita income) would be better.
14. a. 1 car b. 2 cars c. 3 cars
15. a. $\mathrm{P}($ outstanding $)=.15$; King should order 3 cars b. $\$ 3950$
17. a.

## Demand

|  |  | Demand |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  |  | 10000 | 50000 | 100000 |
| Order | 0 | 0 | 0 | 0 |
| Quantity | 40000 | -130000 | 130000 | 80000 |
|  | 80000 | -250000 | 110000 | 360000 |
| 120000 | -370000 | -10000 | 440000 |  |

b. Order 80,000
c. Order 80,000
d. $\$ 58,899$
19. . 996
23. a. order 2 sets b. EVPI $=\$ 587.50$
24. a. If survey shows that at least one customer is likely to buy order 2 , otherwise order 1 .
b. $\$ 82.50$. c. $14 \%$ d. record number of survey customers who are likely to purchase.
28. a. introduce candy b. introduce candy c. $\mathrm{EVSI}=\$ 1800$; efficiency $=8 \%$
29. a.

|  |  | Demand |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 |
|  | 1 | -300000 | -75000 | -105000 | -135000 | -165000 |
| Number | 2 | -400000 | -175000 | 50000 | 20000 | -10000 |
| Built | 3 | -300000 | -75000 | 150000 | 375000 | 345000 |
|  | 4 | -400000 | -175000 | 50000 | 275000 | 500000 |

b. Building 3 computers and building 4 computers are undominated strategies.
c. $\mathrm{P}(0)=.2401 \mathrm{P}(1)=.416 \mathrm{P}(2)=.2646 \mathrm{P}(3)=.0756 \mathrm{P}(4)=.0081 ;$ - build 3 computers.
31. Select Plan II
34. a. $\$ 580$ b. . 9952 c. Approximately $\$ 1000$
36. a. Bid $\$ .02$ b. Bid $\$ .04$

38 a. Spot $+\$ .01$ b. $\$ 116$ c. Risk loving d. Spot $+\$ .01$
40. Import scooters and advertise only if tariff is not imposed.
43. Midge should wait two months before buying her ticket.
45. John should bid $\$ 1.2$ million without having the survey done
47. a. Concave utility function-risk averse b. Hire consultant. If consultant predicts approval purchase the option. If the consultant predicts denial do nothing.

## CHAPTER 7

1. a. Yes b. $t=-.412, p=.689$ c. January-19, for upcoming year-228 d. 20.4
e. Four month simple moving average
2. b. $\mathrm{t}=37.1238, \mathrm{p}=0$
c. 25-660.98 26-671.16 27-681.33 28-691.51 29-701.68 30-711.86 31-722.03 32-732.21 33-742.38 34-752.56 35-762.73 36-772.91
3. 

|  | Sunday | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Week 5 | 318.90 | 371.72 | 353.72 | 397.54 | 404.22 | 362.08 | 366.49 |
| Week 6 | 326.62 | 380.70 | 362.24 | 407.08 | 413.89 | 370.71 | 375.20 |

7. 367,274 bottles of shampoo
8. b. No, $t=-.428, p=.674$ c. 719 d. 736
9. 

| Period | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: |
| Forecast | 134,189 | 139,288 | 144,387 |

13. 

| Period | Year 5 Forecast |
| :--- | :---: |
| Fall | 850 |
| Spring | 784 |
| Summer | 193 |

15. b. Since $t=1.916$ and $p=.071$ a stationary model is appropriate.
c. $\$ 63,819 \mathrm{~d}$. Yes, futures are worthwhile.
16. a. 8.12
b. -2.96 . The model may be inappropriate since 2035 is too far into the future from the last obtained time period. If the model is deemed appropriate, Kerf will have to do something different in the future if it wishes to remain solvent.
17. 

| Period | Jan | Feb | March | April | May | June | July | Aug. Sept. Oct. Nov. | Dec. |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Forecast | 1538 | 1525 | 1512 | 1498 | 1485 | 1472 | 1459 | 1446 | 1432 | 1419 | 1406 | 1393 |

22. a. 16,059 b. 16,515 c. $\alpha=.10, \mathrm{MSE}=964,750 \quad$ d. $\alpha=.10, \mathrm{MAD}=851.55$
e. $\alpha=.10, \mathrm{MAPE}=5.15 \quad$ f. $\alpha=.10, \mathrm{LAD}=1890$
23. b. Yes, $t=.402, p=.698$ c. $4.9 \%$ d. .27
24. a. MA forecast $=38.5$ for all weeks, AV8 forecast $=38.4$ for all weeks.
b. AV8 has the lower MAD (MAD $=5.25)$.
25. a. 473 b. 461
c. $\alpha=.4$, MSE, MAD, MAPE, and LAD are all lower than when $\alpha=.2$ is used.
26. a.

| Season | Forecast <br> Next Year | Forecast <br> Two Years |
| :--- | :---: | :---: |
| Summer | 154 | 170 |
| Fall | 193 | 209 |
| Winter | 251 | 267 |
| Spring | 203 | 219 |

b. Forecast next year $=801$, year after next $=865$
c. $r_{4}=.5007$. A seasonal model is warranted.
35.

| 1st Quarter | 2nd Quarter | 3rd Quarter | 4th Quarter |
| :---: | :---: | :---: | :---: |
| 6,573 | 11,201 | 10,816 | 9,850 |

37. $\$ 110,449$
38. a.

| Period | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Forecast | 2877 | 2878 | 2818 | 2691 | 2700 | 2828 | 2865 | 2900 | 2891 | 2909 | 2956 | 2950 |

b. $M A D=16.152$ c. Classical decomposition has the lower MAD value.
41.

| Period | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 | 69 | 70 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Forecast | 50.38 | 50.41 | 50.44 | 50.46 | 50.49 | 50.51 | 50.54 | 50.57 | 50.59 | 50.62 |

45. a. 1.178 for all three weeks
b. week 12-1.788, week 13-1.870, week 14-1.953

## CHAPTER 8

1. $\mathrm{Q}^{*}=340, \mathrm{R}=25$
2. $\mathrm{Q}^{*}=2000$, there will be 3 production runs during the year
3. Order 145 dozen golf balls
4. a. $Q^{*}=3448$ b. $R=420$
5. Order $1,000,000$ board feet when the inventory level reaches 53,600 board feet.
6. a. $Q^{*}=277$ b. $\$ 1178$
7. a. $Q^{*}=894, R=50 \quad$ b. 128
c. total inventory cost $=\$ 2189.37$, annual net profit $=\$ 1671.58$. It is assumed that annual demand occurs at a constant rate and will continue at this rate forever.
8. a. $Q^{\star}=2400$ b. $\$ 1.26$
9. $\mathrm{Q}^{*}=135$
10. a. $Q^{*}=400, R=63 \quad$ b. 117 days c. $\$ 21,143.69$
11. a. $Q^{*}=485,917$, Production run lasts 68.3 hours b. $\$ 38,895.54$
c. 8.43 calendar days
d. $Q^{*}=532,295$, Production run lasts 74.8 hours
12. a. $Q^{*}=1000, R=77$ b. 100 days
c. Total annual inventory cost $=\$ 1,519,849.03$, annual profit $=\$ 508,119.79$
13. a. 1817 (note goodwill cost $=-\$ 40$ ) b. Profit $=\$ 96,364$
c. Assume company pays a royalty on plates even if they are destroyed.
14. a. $Q^{*}=677$ b. $R=107$
15. Produce 750 pounds of French Roast and 200 pounds of Amaretto Cream
16. a. $\mathrm{Q}^{*}=111, \mathrm{R}=39$ b. 1.48 c. $.4 \% \quad$ d. $\$ 304,937$
17. a. $Q^{*}=46, R=2$, Profit $=\$ 22,332$ b. $Q^{\star}=46, R=17$, Profit $=\$ 22,484$
c. Yes, allowing for backorders appears to be worthwhile as annual profits increase.
18. a. $Q^{*}=37,427$ b. $\$ 1,703,823$
19. Recommend Machine I, annual profit is $\$ 160,750$ versus $\$ 142,927$ for Machine II.
20. $\mathrm{Q}^{*}=40$

## CHAPTER 9

1. $L=4$ (3.2 students waiting in line and .8 students being served)
2. $\mathrm{L}_{\mathrm{q}}=4.1$
3. $W=.39$ days
4. $W=29.6$ minutes
5. a. . 224
b. 85 c. .49
d. 4.5 minutes e. 49 f. 1.5 g. $60 \%$
6. a. (i) $W=29.11$ minutes (ii) $\mathrm{L}_{\mathrm{q}}=.15$ (iii) $\mathrm{P}_{\mathrm{w}}=.40$
b. Yes, the average customer service time is less and the store saves the space of the additional checkstand.
7. a. $W=6$ minutes $b . L_{q}=2.25$ in each line for a total of 6.75
c. The existing system will cost $3 * \$ 12=\$ 36$ per hour; the proposed system will cost $\$ 35.29$ per hour-switch to new system as it is less expensive.
8. a. Front $-\mathrm{W}_{\mathrm{q}}=.528$ minutes, Rear $-\mathrm{W}_{\mathrm{q}}=.816$ minutes
b. Front $-\mathrm{L}=1.008$, Rear $-\mathrm{L}=3.651$
c. . 06 d. . 99 e. Front, average checkout time is less.
9. $\mathrm{W}_{\mathrm{q}}=.375$ minutes
10. a. $0.4558^{*} .9712=.4427$ b. $\mathrm{L}_{\mathrm{q}}=.52$ c. $\mathrm{W}=2.14$ minutes d. $\mathrm{P}(3)=.12$
11. The service rate would need to be 82 per hour.
12. a. Employ 3 clerks b. Employ 4 clerks
13. a. $L=2.8 \quad$ b. $W=14$ minutes
14. a. $\mathrm{P}_{\mathrm{w}}=.6429$ b. $\mathrm{P}(0)=.1429$ c. $\mathrm{W}_{\mathrm{q}}=6.43$ minutes d . $\mathrm{L}=3.429$
e. Probability three customers waiting in line $=$ probability 5 customers are in the system, $\mathrm{P}(5)=.0678$
15. . 77 minutes
16. a. Assumed an unlimited customer population, customers will not balk, and an unlimited queue size is possible
b. $W=1.458$ minutes
17. 6.28 minutes
18. a. With 4 instructors the profit $/ \mathrm{hr} .=\$ 10.77$, daily profit $=\$ 107.70$
b. With 5 instructors the profit $/ \mathrm{hr} .=\$ 8.46$, hence it is not worthwhile to hire the fifth instructor.
19. Build 10 restrooms for women.
20. a. 4.48
b. . 1669
c. $W=13.09$ hours

## CHAPTER 10

Note: The answers in this chapter correspond to the approach illustrated in the Instructor's Solutions Manual. Your answers will probably differ due to a different probability ordering or random number selection; your results should approximate these values, however.

1. b. . 0025 , price in 30 days would be 32.075 c. 31.125
d. We would expect the simulation to give an answer close to the expected value, but not necessarily the same as the expected value.
2. a. D-E, expected completion time $=15$ weeks
b. $\mathrm{P}(\mathrm{A})=.2, \mathrm{P}(\mathrm{B})=.2, \mathrm{P}(\mathrm{C})=.2, \mathrm{P}(\mathrm{D})=.6, \mathrm{P}(\mathrm{E})=.6, \mathrm{P}(\mathrm{F})=.2, \mathrm{P}(\mathrm{G})=.2$
c. $(16.244,19.756)$
3. It will take 8 days. There will be 4 backorders of ChannelMaster systems and 2 lost sales.
4. $(\$ 32.09, \$ 109.91)$
5. $\mathrm{W}_{\mathrm{q}}$ from simulation is .994 minutes, $\mathrm{W}_{\mathrm{q}}$ from steady state results is 2.4 minutes. One reason for the difference between the two values is the start up bias of the simulation.
6. The average waiting time, $W$, is .96 minutes.
7. The Garden Grove-Orange Freeway combination appears to give the lowest average time ( 12.9 minutes).
8. $\mathrm{L}_{\mathrm{q}}=.35$
9. The average waiting time appears to be much greater for full serve than for self serve ( 15.4 minutes versus 3.7 minutes).
10. c. Based on the two simulations, Family should take the supplier's offer; for the 10 weeks the total simulated cost under the current policy is $\$ 401.33$ versus only $\$ 155$ under the supplier's offer.
11. Officer will give out 6 tickets.
12. a. 1.938 b. $(4.622,10.978)$
13. b. $(31.99,34.99)$
14. a. $(2.585,2.593)$ b. .505
15. 102 loaves
16. $44 \%$
17. $(33.47,37.69)$
18. $(397.820,532,065)$
19. b. (\$212.94, \$214.78)
20. b. Yes, profit over the 10 days increases from $\$ 284$ to $\$ 287$ if the new machine is added.

## CHAPTER 11

1. Brightness, ease of installation/removal, amount of heat produced, energy consumed.
2. Speed of service, temperature of food, freshness of food, taste of food, cleanliness of table, cleanliness of restrooms.
3. On-time performance, width of seats, leg room, quality of food served, cleanliness of restrooms, length of time you must wait on hold to speak to reservation agent.
4. Test 1—Periods 6 and 37; Test 2—Periods 9 through 12; Test 3—Periods 6 and 28; Test 4 -Period 22; Test 5—Periods 6, 35 and 36; Test 6—Periods 5 through 10 and Periods 36 through 40; Test 8—Period 25.
5. Based on the R chart, the process was out of control in period 9 (test 2 ) and in periods 10 through 12 (test 1). Based on the X bar chart the process was out of control in period 9 (test 2 ) and period 12 (test 1 ).
6. a. 16.3132 b. $\mathrm{LCL}=0, \mathrm{UCL}=80.214$ c. $\mathrm{LCL}=37.675$, $\mathrm{UCL}=81.448$
d. The R chart shows out of control behavior in periods 19 through 21 (test 2). The $\overline{\mathrm{X}}$ chart shows out of control behavior in period 26 (test 8).
7. b. The process appears to be in control during this period. c. $4 \%$
8. a. $\$ 2.44$ b. .0036 will fail to meet design specifications
c. No, the expected loss is reduced by only $\$ 1.67$
9. a. No, the mean weight is above 32 ounces, but $9.2 \%$ of the items weighed below 32 ounces.
b. The $\overline{\mathrm{X}}$ bar chart exhibits out of control behavior in period 14 (test 6 ) and periods 16 through 20 (test 2).
10. a. No, the p chart exhibits out of control behavior in period 37 (test 2 ).
b. The process is in control over this period.
c. The standardized $p$ chart gives a better way of viewing the process since it only deals with the surveys returned.
11. The process is out of control in period 27 (test 2)
12. a. $\$ .496$ b. Yes, the cost savings is approximately $\$ .42$ per window.
13. The process appears to be in control over this period.
14. Approximately $.14 \%$ of items will fail to meet design specifications.

## CHAPTER 12

1. a .

|  | Coke | Pepsi | Other |
| :--- | :--- | :--- | :--- |
| Coke | .7 | .2 | .1 |
| Pepsi | .25 | .6 | .14 |
| Other | .3 | .45 | .25 |

b. Next stage- .7 , two stages- .57 , three stages- .513 , probability that all three purchases will be Coke is .343
c. Next stage- .6 , two stages- .478 , three stages- .429 , probability that all three purchases will be Pepsi is .216
d. Coke- $46.73 \%$, Pepsi- $39.20 \%$, Other-14.07\%
e. 2.55
3. a. . 314
b. . 70
c. 3.73 d. . 60
5. b. $\mathrm{E}($ cost $)=\$ 5.20 \quad$ c. $\mathrm{E}($ cost $)=\$ 4.71$
7. a.

|  | Channel |  |  |
| :--- | :--- | :--- | :--- |
| Day | 2 |  |  |
| 4 |  | 7 |  |
| 1 | 0.75 | 0.1 | 0.05 |
| 2 | 0.595 | 0.18 | 0.1025 |
| 3 | 0.499625 | 0.229625 | 0.148125 |
| 4 | 0.440313 | 0.25695 | 0.184838 |
| 5 | 0.402656 | 0.270798 | 0.213266 |
| 6 | 0.378143 | 0.277259 | 0.234817 |

b. $\mathrm{E}($ Profit $)=-\$ 368.14$ c. 3.587
9. a. . 0679
b. .031
c. 8653
d. (i) 17.73 ; (ii) 17.27 ; (iii) 16.62
e. $5.04 \%$
11. a. . 45
b. . 333
c. 386
d. 3.89 years e. 4.56 years
14. a. $\mathrm{BR}-20.14 \%, \mathrm{HD}-26.04 \%, \mathrm{BJ}-28.70 \%, \mathrm{DQ}-25.12 \%$
b. Store should introduce frozen yogurt
16. b. . 502 c. 16.42 plays
18. a. Exxon b. Shell- $37.17 \%$, Exxon- $29.20 \%$, Arco- 33.63 \% c. $\$ 2,344.31$
20. a. . 503 b. . 158 c. . 2815 d. 18.41 weeks
24. a. 6369
b. $\$ 18.04$
c. No, expected profit declines to $\$ 6.32$
29. . 44

## CHAPTER 13

1. 4 barrels of medium oil, 1 barrel of heavy oil; profit $=\$ 26$
2. 1 convoy to Chismayu, 1 convoy to Mogadishu, 3 convoys to Hargeisa- 1360 lives
3. Keep 20 for June, hire 1 for July, fire 1 in August, fire 1 in September; cost $=\$ 24,000$
4. a. Produce 4 in April, 3 in May, and 3 in June; total cost $=\$ 221,800$
b. Same answer as part a.
5. Keep all 20 sales representatives; spend $\$ 20,000$ on the World Wide Web
6. b. Invest $\$ 78,571.43$ in the income fund and $\$ 21,428.57$ in the aggressive growth fund
7. 60 sec.: Commercial Day 15, Commercial Evening 5, Cable Evening 23, Late Night 7 30 sec.: Commercial Day 9, Commercial Evening 5, Cable Evening 5, Late Night 31
8. a. $P=1200-.1 \mathrm{X}$
b. $f(X)=-.1 X^{2}+1000 X-1,000,000$
c. $\$ 700$
d. $\$ 10$
9. a. $7000 ; \$ 500$
b. $5000 ; \$ 700$
c. $6000 ; \$ 600$
d. $2500 ; \$ 950$
10. a. $R=60,000 \mathrm{P}-3,000 \mathrm{P}^{2}$
b. $\$ 10$
c. 30,000
d. \$300,000
11. a. $S=-3.125 \mathrm{X}^{2}+37.5 \mathrm{X}+65.625$ b. (i) 128.125 (ii) $\$ 2,000$ (iii) $\$ 3,125$
c. (i) No change (ii) Sales $=114.84375$ per week; profit $=\$ 3,093.75$
12. a. Sales for AT20 $=-25 \mathrm{X}_{2}{ }^{2}+300 \mathrm{X}_{2}+125$
b. Sales for AT50 $=-5 \mathrm{X}_{3}{ }^{2}+50 \mathrm{X}_{3}+2500$
c. AT40: Production $=128.125 \quad$ Advertising $=\$ 2000$

Profit $=\$ 3,093.75$
AT20: Production $=1000 \quad$ Advertising $=\$ 5000 \quad$ Profit $=\$ 15,000.00$
AT50: Production $=100 \quad$ Advertising $=\$ 3000 \quad$ Profit $=\$ 2,000.00$
Optimal weekly profit $=\$ 20,093.75$
d. AT40: Production $=86.03 \quad$ Advertising $=\$ 571$

Profit $=\$ 350.96$
AT20: Production $=978.95 \quad$ Advertising $=\$ 4643 \quad$ Profit $=\$ 23,339.29$
AT50: Production $=83.16 \quad$ Advertising $=\$ 2286 \quad$ Profit $=\$ 3,423.57$
Optimal weekly profit $=\$ 27,113.82$
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Golden section search technique, CD-175, CD-187-CD-190
Goldstein, Zvi, 254
Goodness of fit test, CD-391-CD-394
Goodwill cost, 472
GP models. See Goal programming (GP) models
GPSS, 553
Gray, David, 14
Greater-than tests, CD-220
Greedy algorithms, 228, 229, CD-307, CD-308

## H

Hard data, 18
Hessian matrix, CD-191, CD-192
Heuristic, 22
Historical data, 23
Holding costs, 443, 444
Holt's linear exponential smoothing technique, 409, 410
Homogeneity, 507
Hungarian algorithm, CD-296-CD-299
Hypothesis tests
Crystal Ball, 580-583
simulation, 559
types of tests, CD-220
Hypothetical data, 24

## I

ILP models. See Integer linear programming (ILP) models
Imperfect information. See Bayesian analyses
Included costs, 70, 71
Incremental discount schedules, 466, 490, CD-387
Independence, 503, 504
Independent events, CD-212, CD-214

Indifference approach for assigning utility values, 363
Infeasible linear programs, CD-251
Infeasible points, 57
Integer assumption, 49
Integer linear programming (ILP) models, 92-99
advertising models, CD-358-CD-364
applications, 149-161
binary variables, 148 , 149
Excel (designating integer variables), 92, 93
graphical analysis, 97
lack of sensitivity analysis, 97-99
management report, 161-1654
personnel scheduling models, 149-152
project selection models, 152-155
rounding, 93
supply chain management models,

## 156-161

types of models, 148
Interarrival time, 510
Interior point algorithm, CD-231
Interpolation method, 574, CD-427
Inventory classifications, 446, 447
Inventory costs
customer satisfaction costs, 444, 445
holding costs, 443, 444
order costs, 444
procurement costs, 445
summary, 445
Inventory models, 442-500
A,B,C classification, 446
all units discount schedule, 462-466
costs, 443-445
Crystal Ball, 583-588
cycle service level approach, 456-459, 491
demand, 446
dynamic programming, CD-
150-CD-155
EOQ model, 447-455. See also EOQ model
general inventory formula, CD-384
incremental discount schedule, 466
mathematical formulas, CD-384, CD-385
planned shortage model, 472-478. See also Planned shortage model
problem motivations, CD-450
process classification, 446
production based models. See Production based inventory models
production lot size model, 467-471, CD-385
quantity discount models, 461-466, 490, CD-387
review systems, 478-480
safety stock levels, 456-460
shelf life classification, 447
simulation model, 562-567, CD-452
single-period inventory model, 481-487.
See also Single-period inventory model
trends in inventory control, CD-335-CD-337
unit service level approach, 459, 491, 492, CD-386

Inventory policy, 443
Inventory position, 450
Inventory records file, CD-314
Inventory review systems
continuous review systems, 478, 479
periodic review systems, 479,480
problem motivation, CD-450
(R,M) policies, 478, 479
( $\mathrm{R}, \mathrm{Q}$ ) policies, 478
(T,M) policies, 479, 480
(T,R,M) policies, 480
Inventory shrinkage, 444
Inverse distribution function, 572
Inverse of matrix, CD-114-CD-116
Ishikawa, K., CD-5

## J

JIT systems, CD-335, CD-336
Jockeying, 506
Joint probability, CD-211, CD-213
Just-in-time (JIT) systems, CD-335, CD-336

## K

K-T conditions, CD-181-CD-184
Kanban system, CD-336, CD-337
Karmarkar, Narendra, 99
Kendall, D. G., $513 n$
Kendall's notation, 513 n
Kimball, George, 3
Knapsack problems, CD-142-CD-147
Kuhn-Tucker conditions, CD-181-CD-184

## L

LAD, 399-404
Largest Absolute Deviation (LAD), 399-404
Last-come, first-served (LCFS), 507
Last period technique, 392
Latest finish time (LF), 263, 264
Latest start time (LS), 263, 264
LCFS, 507
LCL
R control chart, CD-17
$\mathrm{R}_{\mathrm{m}}$ chart, CD-34
X chart, CD-34
X-bar chart, CD-16
Lead time, 447, 450
Least cost starting procedure, CD-285
Less-than tests, CD-220
Limiting transition matrix, CD-95, CD-97
Lindal Cedar Homes, 328
Line configuration, 506
Linear congruential method, 557, CD-417
Linear programming (LP) models, 47-186
"("/"")" constraints, 63
addition of constraint, 71
addition of variable, 72
algebraic approaches, solving, 99, 100
alternate optimal solutions, 61-63, 84-86
answer report, 78
applications, 50. See also Applications of

## LP models

assumptions, 48, 49
binary variables, 117
binding constraints, 59
canonical form, CD-232, CD-233
changes in left-hand side coefficients, 72
checklist, 118
complementary slackness, 66, 70
crashing, 292-294
cutting plane approach, 100
defined, 48
deletion of constraint, 71
deletion of variable, 71
Excel, 72-79
extreme points, 57-59
feasible region, 55
graphical analysis, 55
importance, 48
included costs, 70, 71
infeasibility, 82,83
infeasible/feasible points, 57
integer linear programming (ILP)
models, 92-98
management report, 79-81, 161-165
maximal flow networks, 218, 219
minimization problem (Navy sea rations), 87-91
nonbinding constraints, 69
optimal solution, graphical solution, 58-60
optimal solutions/extreme points, 60,61
PERT/CPM, 268, 269
problem concepts, CD-441
problem motivations, CD-442
prototype example, 50-54
range of feasibility, 68,69
range of optimality, 64,65
reduced costs, 65,66
redundant constraints, 55
sensitivity analysis of optimal solution,
63-72. See also Sensitivity analysis
sensitivity report, 79
shadow prices, 67
shortest path models, 215
simplex method, 99
slack, 60
spreadsheet models, 118-120
standard form, CD-231, CD-232
summation variables/constraints, 115-117
sunk costs, 70
traveling salesman model, 224, 225
unboundedness, 83,84
Linear regression, 409
Linearity assumption, 288, 289
Little, John D. C., 512n
Little's Formulas, 512
Long-term expected income, CD-101, CD-102
Long-term trend, 387

Lower control limit. See LCL
LP models. See Linear programming (LP) models

## M

M/D/1 queuing system, $523,538,543$
$\mathrm{M} / \mathrm{E}_{\mathrm{n}} / 1$ queuing system, $523,524,538,541$
M/G/1 queuing system, $522,523,538,542$
M/G/k/k/ queuing systems, $525,539,542$
M/M/1 queue (simulation), 575-578
M/M/1//m queuing system, 527-529, 539, 542, CD-400
M/M/1/F queuing system, 525, 539
$\mathrm{M} / \mathrm{M} / \mathrm{k}$ queuing system, 519-522, 537, 541, CD-398
M/M/k/F queuing system, 524-527,538, 543, CD-399
$\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{k}$ queuing system, 525
Machine repair problem, 527-529
MAD, 399-404
Management report
decision trees, 360-362
dynamic programming, CD-155-CD-158
forecasting, 420, 421
inventory policy, 459, 460
linear programming models, 79-81, 161-165
Markov processes, CD-106-CD-109
project scheduling, 275-278
quality management, CD-52-CD-54
queuing models, 516-519
simulation model, 589, 590
Management science
advantages/disadvantages, 40
applications, 3-5
defined, 2, 3
history, 5-7
steps in process, 9
time line, 6
Management science approach, 2, 3
Management science process, 9-27
business reports/memoranda, 27-32
mathematical modeling, 14-22. See also
Mathematical modeling
model solution, 22-27
post-solution phase, 27
problem definition, 10-14
team concept, 10
Mann-Whitney test, CD-418-CD-420
Manufacturing costs, 445
MAPE, 399-404
Marginal probability, CD-211, CD-213
Market share analysis, CD-103-CD-106
Markov, Andrey A., 510n, CD-73n
Markov processes
actuarial costs, CD-102, CD-103
allowance for doubtful accounts, CD-102
basic concepts, CD-73
business applications, CD-74, CD-75
defined, CD-73
economic analysis, CD-99-CD-109
gambling situations, CD-109-CD-112
inverse of matrix, CD-114-CD-116
limiting behavior (absorbing states), CD-95-CD-99
limiting behavior (no absorbing states), CD-92-CD-95
long-term expected income, CD-101, CD-102
management report, CD-106-CD-109
market share analysis, CD-103-CD-106
markov.xls template, CD-113
matrix algebra, CD-93-CD-95, CD-113, CD-114
memoryless property, CD-73
periodicity, CD-74
profitability of business venture, CD-99, CD-100
properties, CD-73
state vector, CD-86-CD-92
states, CD-74
transition matrix (absorbing states),

## CD-81-CD-86

transition matrix (no absorbing states), CD-75-CD-81
value of business, CD-100, CD-101
Markovian distributions, 510
Master production schedule, CD-314
Matched-pair test, CD-420, CD-421
Material requirements planning (MRP), CD-314-CD-330
analysis of orders, CD-330
goods sharing same components,

## CD-328, CD-329

inputs, CD-314, CD-315
net inventory requirements per order, CD-318-CD-320
planning worksheet, CD-320-CD-325
planning worksheet for subcomponents, CD-325-CD-328
product trees, CD-315-CD-318
Mathematical modeling, 7-9, 14-22
data gathering, 18,19
identifying decision variables, 14,15
model shell, 16-18
model solution, 22-27
quantifying objective
function/constraints. 15, 16
Mathematical models, 8, 9
Mathematical programming, 48
Matrix algebra, CD-93-CD-95, CD-113, CD-114
Matrix reduction, CD-296
MAX FLOW worksheet, 238
Max flow/min cut theorem, 220
Maximal flow algorithm, CD-308-CD-313
Maximal flow networks, 216-221
applications, 231
computer solution, 219
cuts, 219-221
linear programming approach, 218,219
MAX FLOW worksheet, 238
max flow/min cut theorem, 220
maximal flow algorithm, CD-308-CD-313
Maximax approach for profit payoffs, 338
Maximax criterion, 337
Maximin approach for profit payoffs, 335
Maximin criterion, 334

Maximization problems
branch and bound algorithm, CD-268
simplex algorithm, CD-243
tableaus, CD-234-CD-238
McDonald's Corporation, CD-2, CD-3
Meal, Harlan, CD-334n
Mean, 279-282
Mean absolute deviation (MAD), 399-404
Mean absolute percent error (MAPE), 399-404
Mean recurrence time, CD-95
Mean squared error (MSE), 399-404
Memorandum, 27-32. See also Management report
Memoryless property of exponential distribution, 509, 510
Memoryless property of Markov processes, CD-73
Method of deepest ascent, CD-175, CD-176, CD-192-CD-196
Microsoft Excel. See Excel
MILP, 148, CD-268-CD-275
Minimal spanning tree networks, 227-231, CD-307, CD-308
Minimax approach for cost payoffs, 335
Minimax criterion, 335
Minimax regret criterion, 335-337
Minimin approach for cost payoffs, 338
Minimin criterion, 338
Minimization models, 334-336
Minimization problems
branch and bound algorithm, CD-275, CD-282
simplex method, CD-250
Mixed integer linear program (MILP), 148, CD-268-CD-275
Model shell, 16-18
Model solution, 22-27
Modified distribution approach (MODI), CD-288
Modified simplex approach, CD-197-CD-200
Monopoly, 367
Monte Carlo simulation, 554-562, CD10-1
Morse, Philip McCord, 3
Motorola, CD-10
Moving average method, 392, 399
MRP. See Material requirements planning (MRP)
Mrs. Fields, 4
MS/OR approach, 2, 3
MSE, 399-404
Multi-item quant worksheet, CD-26, CD-55
Multiple regression for additive models, 422-425, CD-370-CD-375
Multiple time series, 425, 426
Multiplicative model, 416-419
Mutually exclusive events, CD-211, CD-213
N
N -person traveling salesman problems, 227
Narrow-limit gage chart, CD-38
Nature's Best, 187
Navy sea ration problem, 87-91

Net marginal profit, 72
Network connectivity models, 188
Network flow models, 188
Network models, 187-255
algorithms, CD-283-CD-313
assignment networks, 209-213. See also Assignment networks
capacitated transshipment networks, 206-209, CD-291-CD-296
connectivity models, 188
flow models, 188
maximal flow networks, 216-221. See also
Maximal flow networks
minimal spanning tree networks, 227-231, CD-307, CD-308
shortest path networks, 213-216. See also Shortest path networks
solution algorithms/spreadsheet solutions, 189
terminology, 189-191
transportation networks, 191-206. See also Transportation networks
traveling salesman model, 221-227. See also Traveling salesman model
Networks, 188
New York City Department of Sanitation, 4
Newsboy problem. See Single-period inventory model
Next-event simulation, 567-572, CD-452, CD-408-CD-416
NLP models, 48. See also General nonlinear programming (NLP) models
Nodes, 349
Nonbasic variables, CD-233
Nonbinding constraints, 69
Nonlinear models, CD-130-CD-208
business/government applications, CD-132, CD-133
dynamic programming. See Dynamic programming (DP) models
goal programming, CD-158-CD-169
NLP models. See General nonlinear programming (NLP) models
Nonlinear programming. See General nonlinear programming (NLP) models
Nonlinear programming (NLP) models, 48
Nonlinear term, CD-170
Nonpreemptive goal programming, CD-159, CD-160
Normal completion time, 288
Northwest corner starting procedure, CD-284
Not-equal-to tests, CD-220
$n \mathrm{np}$ chart, CD-46
NP-hard problems, 222

## O

Objective function, 15
Observe operations, 11, 12
1.5 Sigma shift, CD-10n

One-variable unconstrained nonlinear programming problems, CD-172-CD-174

Operations research (OR), 2
Optimal service level, 483
Optimization models, 8
Order costs, 444
Order point policies, 478, 479
Order quantity policies, 478
Order up to level policies, 479
Orderliness, 503, 504
Out-of-control situations, CD-18-CD-25
Out-of-killer algorithm, 206n, CD-291-CD-296
Outlier, 20

## P

p chart, CD-40-CD-43
p-values, CD-221
Paper, rock, scissors, 367
Parameters, 14
Partial autocorrelation function, 425
Partial expectations of standard normal distribution, 605, 606
Partial F-test, CD-370
Path, 190
Payoff table analysis, 329-333
application, CD-448
choosing states of nature, 331, 332
dominated decisions, 333
payoff tables, 329, 330
Payoff table worksheet, 339, 371, 372
Payoff tables, 329, 330
Periodic review inventory system, 479, 480
Periodicity, CD-74
Personnel scheduling models, 149-152
PERT/Cost, 297-302
completion time analysis, 298
corrective action, 298, 299, 301, 302
cost analysis, 300, 301
cost overrun/underrun analysis, 298
PERT-COST.xls template, 301, 308
project cost control report, 300, 301
time analysis, 300
work packages, 297
PERT-COST.xls template, 301, 308

## PERT/CPM

activity schedule chart, 266
critical activities, 265
critical path, 265, 266
Crystal Ball, CD-432-CD-435
earliest start/finish times, 261-263
Excel, 269-271
Gantt chart, 271, 272, 309-311
latest start/finish times, 263, 264
linear programming approach, 268, 269
management memo, 275-278
multiple critical paths, 285
multiple delays, 267, 268
objectives, 261
PERT-CPM.xls template, 285, 304
probabilistic approach, 278-285
single delays, 267
slack time, 265
templates, 304-308
three time estimate approach, 278-285

PERT-CPM.xls template, 285, 304
Pilot program, 24
Planned shortage model, 472-478
annual holding cost, 473
annual ordering cost, 474
annual time-dependent shortage cost, 474
annual time-independent shortage cost, 474
assumptions, 472, 473
backordering, 472
derivation of, CD-388, CD-389
economic implications, 476, 477
goodwill cost, 472
mathematical formula, CD-385
optimal inventory policy, 474, 475
planned shortage worksheet, 477, 478, 491
practical considerations, 476
problem motivation, CD-450
reorder points, 475
special cases, 477
total annual costs, 474
Poisson, Simeon Denis, 503n
Poisson arrival distribution, 504
Poisson arrival process, 504
Poisson distribution, 503-506, 510
Poker, 367
Political realities, 12
Pollaczek-Khintchine formula, 522
Portfolio models, 126-130
Post-optimality analysis, 63
Post-optimality changes
addition of constraint, 71
addition of variable, 72
changes in left-side coefficients, 72
deletion of constraint, 71
deletion of variable, 71, 72
Posterior analysis worksheet, 348, 373, 374
Posterior probabilities, 345
Precedence relations chart, 258, 260
Prediction models, 8, 9
Preemptive goal programming, CD-160-CD-166
Primal, CD-224, CD-262
Primal-dual algorithms, CD-229
Primal-dual pair of linear programs, CD-225-CD-228
Primal linear program, CD-225
Principle of insufficient reason, 338, 339
Prior probabilities, 345
Priority rules, 507
Probabilities models, 9
Probability, CD-211-CD-215
Problem definition, 10-14
Process classification, 446
Process flow diagrams, CD-8, CD-9
Process-interaction approach, 567
Process variation, CD-9, CD-10
Procurement costs, 445
Product mix problem, 87
Product reliability, CD-147-CD-150
Product trees, CD-315-CD-318
Production and inventory problems, CD-150-CD-155

Production based inventory models, CD-314-CD-338
flexible manufacturing system, CD-337
just-in-time (JIT) systems, CD-335, CD-336
kanban systems, CD-336, CD-337
models with time varying demand, CD-330-CD-335, CD-338
MRP, CD-314-CD-330. See also Material requirements planning (MRP)
Production costs, CD-47
Production lot size model, CD-385
Production scheduling, 120-126, 200-206
Profitability of business venture, CD-99, CD-100
Program evaluation and review technique. See PERT/CPM
Project cost control report, 300, 301
Project scheduling models, 256-327
CPM. See CPM
Crystal Ball, CD-432-CD-435
expected value approach, 285-288
identifying activities, 258-260
objectives, 257
PERT/Cost, 297-302
PERT/CPM. See PERT/CPM
precedence relations chart, 258, 260
problem motivations, CD-447
Project selection models, 152-155
ProModel, 553
Proportionality assumption, 49
Pseudo-random numbers, 557, 607
Public sector models, 131-136
Pull system, CD-335
Purchasing models, 136-141
Push systems, CD-335

## Q

Quadratic loss function, CD-47, CD-48
Quadratic programming problems, CD-185, CD-197-CD-200
Qualitative approaches to forecasting, 426
Quality, CD-3
Quality management models, CD1-CD-71
attribute sampling, CD-38-CD-46
changes in design specifications, CD-49-CD-51
changes in processes/materials, CD-50, CD-51
control charts. See Control charts costs, CD-47
Deming's 14 points, CD-3-CD-5
economic issues, CD-47-CD-51
fishbone diagrams, CD-5-CD-8
management report, CD-52-CD-54
managerial issues, CD-3-CD-11
normality (probability plots), CD-57-CD-59
process flow diagrams, CD-8, CD-9
process variation, CD-9, CD-10
quadratic loss function, CD-47, CD-48
Six Sigma, CD-10, CD-11
Quantity discount schedule, 462

Queuing analysis, 501
Queuing models, 501-550
arrival process, 502, 503
assembly line balancing, CD-401-CD-406
balance equations, CD-396-CD-398
business report, 516-519
components of queuing system, 502
Crystal Ball, CD-408, CD-409
economic analysis, 529-534
Erlangian distribution, 510, CD-395
exponential distribution, 508-510
flowchart (overview), 536
goodness of fit test, CD-391-CD-394
Little's Formulas, 512
M/D/1 queuing system, $523,538,543$
$M / E_{n} / 1$ queuing system, $523,524,538$, 541
M/G/1 queuing system, $522,523,538,542$
M/G/k/k queuing system, $525,539,542$
M/M/1 queue (simulation), 575-578
$M / M / 1$ queuing system, $516-519,537$,
541, CD-396, CD-397
$\mathrm{M} / \mathrm{M} / \mathrm{l} / \mathrm{m}$ queuing system, 527-529, 539-542, CD-400
M/M/1/F queuing system, 525,539
$\mathrm{M} / \mathrm{M} / \mathrm{k}$ queuing system, 519-522, 537, 541, CD-398
$\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{F}$ queuing system, 524-527, 538, 543, CD-399
$\mathrm{M} / \mathrm{M} / \mathrm{k} / \mathrm{k}$ queuing system, 525
machine repair problem, 527-529
notation, 513
performance measure formulas, 537-539
performance measures, 511,512
Poisson distribution, 503-506, 510
problem motivations, CD-451
queue.xls template, 541-543
service process, 507-510
simulation models, 567-572
steady-state performance measures, 512
tandem queuing models, 534, 535,
CD-401-CD-406
waiting line, 506, 507
Queuing system notation, 513
Queuing theory, 502

## R

R control charts, CD-17-CD-30
$\mathrm{R}_{\mathrm{m}}$ control chart, CD-33-CD-37
Ralphs Grocery Company, 442
Random number generation, 557, 558, CD-417
Random number mapping, 554
continuous random variables, 572-575, CD-452
cumulative distribution approach, 556 , 557
discrete probability distributions, 555 , 556
Random variables, CD-215-CD-218
Range of feasibility, 68, 69
Range of feasibility for right-hand side coefficients, CD-256-CD-258

Range of optimality, 64, 65
Range of optimality for objective function
coefficients, CD-253-CD-255
Ranked position weight technique,
CD-403-CD-406
Recurrent state, CD-74
Reduced costs, 65, 66
Reduction value, CD-297
Redundant constraint, 55
Regression, CD-222, CD-223
Reliability problems, CD-147-CD-150
Replenishment cycle policy, 479, 480
Resource leveling, 272-275
Resource scheduling chart, 275
Risk-averse decision maker, 365
Risk-neutral decision maker, 365
Risk-taking decision maker, 365
Robinson-Patman Act, 461
Ropak Corporation, CD-1
Rounding, 93
Row and column penalties, CD-286
Rule of five, CD-391

## S

Safety stock, 451, 456
Sample standard deviation chart, CD-38
San Miguel Corporation, 47
Scenario writing, 426
Seasonal variation, 388
Seed, 557
Sensitivity analysis, 24
defined, 63
EOQ models, 449
objective function coefficients, of, 64
optimal solution, of, 63-72
right-hand side coefficients, of, 67-71
simplex method, CD-253-CD-258
transportation networks, 197, 198
Service process, 507-510
Setup cost, 444
Shadow prices, 67, CD-258
Shelf life classification, 447
Shewhart, Walter, CD-11
Shortest path models, 213-216
applications, 231
bidirectional arcs, 216
Dijkstra algorithm, 214, CD-302-CD-307
linear programming approach, 215
network.xls template, 216, 233
shortest path worksheet, 237
Shortest path worksheet, 237
Shrinkage, 444
Silver, Edward, CD-334n
Silver-Meal heuristic, CD-334, CD-335
SIMAN, 553
Simplex algorithm, CD-239-CD-246
Simplex method, 99, CD-231-CD-267
alternate optimal solutions, CD-251
basic/nonbasic variables, CD-233
basic solution/basic feasible solution, CD-233, CD-234
canonical form, CD-232, CD-233
degenerate linear programs, CD-252
dual simplex method, CD-258-CD-262
duality and tableaus, CD-262, CD-263
geometric interpretation, CD-246
infeasible linear programs, CD-251
minimization problems, CD-250
range of feasibility for right-hand side coefficients, CD-256-CD-258
range of optimality for objective function coefficients, CD-253-CD-255
sensitivity analysis, CD-253-CD-258
shadow prices, CD-258
simplex algorithm, CD-239-CD-246
standard form, CD-231, CD-232
tableaus for maximization problems, CD-234-CD-238
unbounded linear problems, CD-250, CD-251
where functional constraints not " $\leq$ " constraints, CD-246-CD-249
Simplex tableau, CD-235, CD-236
SIMPROCESS, 553
SIMSCRIPT, 553
Simulation, 552
Simulation languages, 553
Simulation Modeling and Analysis (Law/Kelton), CD-417
Simulation models, 551-602
advantages/disadvantages, 591
ANOVA test, CD-422-CD-424
approaches to solving simulation problem, 553
Crystal Ball. See Crystal Ball
Excel, 560-562
fixed time approach, 562-567, 572, CD10-1
hypothesis tests, 559
inventory system, 562-567, CD-452
M/M/1 queue, 575-578
management report, 589, 590
Mann-Whitney test, CD-418-CD-420
matched-pair test, CD-420, CD-421
Monte Carlo simulation, 554-562, CD10-1
next-event simulation, 567-572, CD-452, CD-408-CD-416
problem motivation, CD10-1
Pseudo-random number generation, CD-417
queuing system, 567-572, CD-452
random number mappings. See Random number mappings
simulation process, 553, 554
statistical tests for comparing results, CD-418-CD-424
variance reduction techniques, CD-409, CD-410
Simulation process, 553, 554
Simulator, 552
Simulator program, 553
Single item quant worksheet, CD-37, CD-56
Single-period inventory model, 481-487, CD-390
assumptions, 481
continuous demand distribution, 484-487
discrete demand distribution, 483, 484
Excel worksheets, 484, 486, 491
expected profit, 482
practical considerations, 487
problem motivation, CD-450
Sink, 217
Six Sigma, CD-10, CD-11
SKUs, 443
Slack, 60
Slack time, 265
SLAM, 553
Smoothing constant, 396
Soft data, 18
Sony, 4
Source, 217
Southern California Edison, CD-72
Spanning tree, 191
Spreadsheet modeling, 9
Spreadsheet models, 118-120
Spreadsheets. See Excel
Staats, Richard, 23
Standard deviation, 279-282
Standard form, CD-231, CD-232
Standard normal distribution, 604-606
Standardized p chart, CD-43-CD-46
Start node, 213
State probability, CD-86-CD-91
State vector, CD-86-CD-92
States of nature, 329
Stationarity, 503, 504
Stationary forecasting models
autocorrelation, 391
checking for cyclical components, 392
checking for seasonality components, 391
checking for trend, 390
exponential smoothing, 395-399
forecast.xls template, 429
future time periods, 393-395
general form of model, 390
key issues in determining
technique/parameters, 408
last period technique, 392
moving average method, 392, 399
optimal number of periods for simple moving average, 405
regression analysis, 390, 391
selecting model parameters, 404
Solver (determining parameters), 406
Solver (exponential smoothing constant), 406-408
Solver (weighted moving average weights), 406
weighted moving average method, 392 , 393
Statistical concepts
central limit theorem, CD-218, CD-219
confidence intervals, CD-219, CD-220
descriptive statistics, CD-209-CD-211
hypothesis tests, CD-220, CD-221
p-values, CD-221
probability, CD-211-CD-215
random variables, CD-215-CD-218
regression, CD-222, CD-223
Statistical tables
chi-square distribution, 609
F distribution, 610-615
partial expectations of standard normal distribution, 605, 606
pseudo-random numbers, 607
quality control charts, 616
Spearman's rank correlation coefficient, 617
standard normal distribution, 604
$t$ distribution values, 608
Steady state, 511
Steady-state performance measures, 512
Steady-state probabilities, CD-92
Stochastic models, 9
Stock-keeping units (SKUs), 443
Strong duality theorem, CD-227, CD-228
Subtour constraints, 224, 225
Subtours, 224
Summation constraints, 115-117
Summation variables, 115-117
Sunk costs, 70, 71
Supply chain management models, 156-161
Symmetric unimodal beta distribution, 279

## T

t distribution values, 608
Taguchi, G., CD-3
Tandem queuing models, 534, 535, CD-401-CD-406
Target cell, 73
Team concept, 10
Terminal node, 213
Three time estimate approach, 278-285
Time line, 6
Time series, 387
Time series forecasting
additive model, 416, 417, 422-425
classical decomposition, 417-420,
CD-379-CD-383
cyclical variation, 388
Holt's procedure, 409, 410
linear regression, 409
linear trend, 408-416, 429, 430
long-term trend, 387
models with trend, seasonal, cyclical variation, 416-425, 430-432, CD-370-CD-375
multiple regression for additive models, 422-425, CD-370-CD-375
multiple time series, 425,426
multiplicative model, 416-419
random effects, 388
seasonal variation, 388
steps in process, 388-390
transforming nonlinear trend into linear trend, 416
Total profit maximization, 15
Totally unimodular matrix, 189n
Transient period, 511
Transient state, CD-74
Transition diagram
M/M/1 model, CD-396
M/M/1//m model, CD-400
M/M/k model, CD-398
M/M/k/F model, CD-399

Transition matrix
processes with absorbing states, CD-81-CD-86
processes with no absorbing states, CD-75-CD-81
Transition probability, CD-75
Transportation algorithm, CD-283-CD-291
Transportation models, 191-206
applications, 231
assumptions, 193
blocked routes, 198, 199
Excel, 195-197
mathematical programming formulation, 194
minimum/maximum shipments, 199
modifications, 198, 199
network, 192, 193
network.xls template, 200, 233
production scheduling, 200-206
sensitivity analysis, 197, 198
transportation algorithm, CD-283-CD-291
transportation simplex method, CD-288-CD-291
transportation worksheet, 234
Transportation problem, 20
Transportation simplex method, CD-288-CD-291
Transportation worksheet, 234
Transshipment problems, 206
Transshipment worksheet, 236
Traveling salesman model, 221-227
applications, 231
branch and bound algorithm,
CD-299-CD-302
Excel, 225, 226
features, 221
linear programming formulation, 224, 225
n-person problem, 227
NP-hard problems, 222
revisiting nodes, 226
solution approaches, 223
special cases, 226,227
subtour constraints, 224, 225
Tree, 191
Two-bin system, 478
Two-person, zero-sum games, 366-370

## U

u chart, CD-46
UCL
R control chart, CD-17
$\mathrm{R}_{\mathrm{m}}$ chart, CD-34
X chart, CD-34
X-bar chart, CD-16
Unbounded feasible region, 83
Unbounded linear problems, CD-250, CD-251
Unbounded solution, 83, 84
Unconstrained nonlinear programming, CD-172-CD-176
Uncontrollable inputs, 14

Undirected arc, 190
Unimodal beta distribution skewed left, 279
Unimodal beta distribution skewed right, 279
Unimodal beta distributions, 279
Unit service level approach, 459, 491, 492, CD-366
United Airlines, 1
Upper control limit. See UCL
Utility theory, 362-366
application, CD-476
risk-averse/risk-neutral/risk-taking, 365, 366
utility values, 363
utility worksheet, $364,365,374,375$
Utility values, 363
Utility worksheet, 364, 365, 374, 375

## V

Value of business, CD-100, CD-101
Value of information expected value of perfect information, 342, 343
expected value of sample information, 347-349
VAM, CD-286
Variable constraints, 8
Variance, 281, 282
Variance reduction techniques, CD-409, CD-410
Vogel's approximation method (VAM), CD-286

## W

Wagner, Harvey, CD-330n
Wagner-Whitin algorithm, CD-330
Waiting lines, 506, 507. See also Queuing models
Weak duality theorem, CD-226, CD-227
Weighted moving average technique, 392, 393
Wesson, Hunt, 551
What-if analyses, 24
Whitin, Thomas, CD-330n
Woolsey, Gene, 3, 23
Woolsey's laws, 23
Work packages, 297
Worthington, Cal, CD-130

## X

X chart, CD-33-CD-37
X-bar charts, CD-15-CD-30

## Z

z-score, CD-44
Zoning restriction, CD-401

## CAN YOU HEAR THE MUSIC OF MANAGEMENT SCIENCE?

When musicians come together, they communicate the results of their individual analyses to each other and begin to create an integrated whole together. The result of this process - music.

This same process is at the heart of this text. It focuses on modeling management science problems, analyzing the models, and communicating the results. Instead of plugging and chugging solutions, it teaches how to interpret and communicate results to management.

A variety of Excel templates are built into the text and included on the CD with each book. These templates are partially constructed so nobody gets bogged down in spreadsheet programming, and the focus remains on modeling, analysis, and decision making.

In addition, this new edition features:

- streamlined and reorganized material so that all basic and simpler concepts appear first in each chapter.
- a unique, full-color chapter (Chapter 3) that demonstrates the power and flexibility of spreadsheet modeling and solutions.
- an accompanying CD that includes additional topic material, including quality management and Markov Processes, plus Excel templates, Excel files for problems, extra problems, and more.
- an expanded and improved simulation chapter.
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## Quality Management Models



Ropak Corporation (http://www.ropakcorp. com), a member of the LINPAC group of companies, is one of America's leading producers of plastic packaging and materials-handling products. The company designs, develops, engineers, produces, and markets all sizses and configurations of plastic bins, pails, containers, covers, and fittings for the shipping and handling of materials.

Plastic containers and covers are produced at one of the company's eight plants in the United States and Canada by means of injection molding. In this process, high-density polyethylene resins are melted at temperatures of nearly 500 degrees Fahrenheit and injected under great pressure into hardened steel molds. The finished products are then solidified by
cooling. Subsequent operations include decorating or printing, placing pour spout fittings, and attaching of handles.

The company's manufacturing processes incorporate quality control, testing, and engineering procedures to ensure compliance with customer requirements and regulations applicable to shipping containers. These procedures commence with supplier certification of raw materials to Ropak's specifications and include inprocess measurement and control as well as performance testing of finished products. The company offers warranties to its customers, guaranteeing that its containers are free of defects and meet prescribed materials specifications. The quality of its products helps form the basis of Ropak's competitive advantage.

### 11.1 Overview of Quality

Maintaining the quality of goods and service is essential to a firm's long-term growth. Many businesses have built their success on the quality of the products or services they provide. At the same time, the annals of corporate history are full of business failures due primarily to poor quality.

As at Ropak, quality plays a key role in many organizations. The following illustrate the types of quality issues we will be dealing with in this chapter.

Managerial Issues in Quality Control A movie theater chain is planning to open a multiplex cinema at a local mall. The chain wishes to determine customer perceptions of quality for such an establishment. To better understand operations and how they might affect quality, the company developed a fishbone diagram. (See problems 7 and 8.)

Control Charts Based on Multi-Item Sampling of Quantitative Data A juice company wishes to maintain consistency in the pulp content of its orange juice. Each hour the company selects five containers at random and measures the pulp content in grams in order to determine consistency in operations. (See problems 17 and 18.)

Control Charts Based on Single-Item Sampling of Quantitative Data To assure the quality of its product, a manufacturer of laminated beams used in construction projects selects a beam at random each hour and tests the beam to determine the pressure it can withstand before it will crack. (See problem 32.)

Quality Control Based on Attributes To maintain quality, a maker of commemorative plates selects 80 plates at random each day and examines them for defects. It wishes to determine if the manufacturing process is in control. (See problem 26.)

Economic Issues in Achieving Quality A manufacturer of casement windows wishes to ensure that customers can close their windows properly and avoid having to pay for service calls to repair the product. The company is considering using a different latching mechanism. It wishes to determine if such a change is economically worthwhile. (See problems 28 and 29.)

Perhaps the greatest success story of recent history is the rise of Japanese manufacturing from the ashes of World War II. In numerous fields, such as electronics, automobiles, and heavy equipment, today "made in Japan" is synonymous with high quality. This was not always the case, however.

Immediately after World War II, Japanese industry lay in shambles; goods from Japan were almost universally seen as cheaply made and of inferior quality. Japan's business and governmental leaders realized that if their industries were to rebuild successfully, quality would have to be substantially improved. As a result, great efforts were made to achieve high quality. The most fortuitous of these efforts was the visit of the U.S. statistician, W. E. Deming, who first came to Japan in 1946 as part of a War Department mission to preach the gospel of quality management. His influence in convincing Japan's leaders of the importance of quality was so profound that the nation later named a prize in his honor. Today the Deming Prize is given annually to Japanese firms demonstrating significant quality improvements.

Quality is not restricted to manufacturing; it applies to service enterprises as well. One service company that focuses on quality is McDonald's Corporation. Whether you eat a Big Mac in Moscow, Idaho or Moscow, Russia, it tastes about
the same. This consistency of quality is a hallmark of McDonald's Corporation, but it does not come easily. McDonald's management devotes great efforts to developing procedures and programs to support its quality goals. Careful control of all aspects of the food preparation cycle, from employee training to procurement of ingredients to the final wrapping of a hamburger, are all part of its success.

During the past two decades, quality has become a major concern of management in virtually all industries. Numerous companies have made quality their highest priority; in many instances, entire advertising campaigns have been built around this concept. One of the best known examples is Ford's campaign slogan, "Quality is Job 1." Today, much effort is devoted to expanding the notion of quality management into not-for-profit service areas, such as government, health care, and education.

What is quality? How do businesses set quality standards? And once standards are developed, how are they maintained? These are important questions addressed in this chapter.

### 11.2 Managerial Issues in Quality Control

Before discussing quality management, one should first have a clear understanding of what the term means. Quality can be described in several dimensions, including performance, reliability, conformance to specifications, serviceability, special features, and design. How the product or service performs relative to these attributes helps determine a consumer's view of its quality. The consumer's view, in turn, ultimately shapes the reputation of the firm that provides a product or service.

One definition is that quality is "the ability of a product or service to conform to its design specifications." Others view quality as "the fitness of a product or service to meet its designed use." The Japanese engineer G. Taguchi, whose approach centers on building quality into the engineering process, defines quality as "the 'loss' that a product or service imparts to society." Because different definitions can be used to determine quality, it is important to realize that the way it is defined will, to some extent, shape the procedures used to control it.

Quality control had its roots in manufacturing. In particular, it was believed that although variations in product attributes had to be tolerated, control of such variations was important to meet design specifications. This control focused on the quality of the raw materials used in the process, the quality of the work in progress, and the ultimate quality of the finished goods. Hence, although imperfections in the manufacturing process were expected, it was believed that such process variations could be managed using statistical tools.

Over time, however, the notion of quality has evolved from one of monitoring the process to ensure that specifications are met to that of actively considering quality in the design of the product or process. This holistic approach recognizes, for example, that the design specifications for an item must follow from the product's intended use and that continuous improvement in quality should be a goal of the organization.

## DEMING'S 14 POINTS

One of the first individuals to promote this philosophy was W. Edwards Deming. He believed that, for an organization to achieve quality in its endeavors, it should adhere to the following 14 points.

1. Create constancy of purpose for the improvement of the product or service. Management must take a long-run view of operations and develop business strategies consistent with that view. Emphasis should be placed on the
customer, and significant investments should be made in research and education that result in innovation.
2. Adopt the new philosophy.

One popular view of quality control is that there is an optimal level of quality, and improvement in quality beyond that point is not economical. In contrast, Deming maintained that improving quality is a never-ending process that should be considered in all phases of production, from design to manufacturing. In order to accomplish this, management must "buy in" to the 14 points.
3. Cease dependence on inspection for quality control.

Although quality inspection is important, the emphasis should be on avoiding defects through improved procedures, rather than containing them through inspection.
4. End the practice of awarding business solely on the basis of price. Minimize total costs by building a strong relationship with a single supplier.
Multiple sourcing, which is the policy of obtaining parts from several different suppliers, has been a common practice in industry, for two reasons:
(1) to avoid disruptions in supply if one supplier cannot meet demand, and (2) to apply pressure on competing suppliers to obtain the best price possible.
The latter reason can lead to an adversarial relationship between supplier and customer. In particular, suppliers often sacrificed quality in order to be price competitive. It then became the job of the quality assurance department to monitor a supplier's quality to ensure that specifications were met. But, even if they were, a supplier would have no incentive to improve quality beyond the level specified by the customer. By using a single supplier, the customer and supplier can forge a partnership in which both parties seek continued improvements in quality.
5. Constantly improve every process for planning, production, and service. Make such improvements permanent.
Deming envisioned an iterative four-phase procedure for the continuous improvement of quality:
a. Recognize the potential opportunity
b. Develop theories to achieve this opportunity
c. Test these theories and observe the results
d. Act on the opportunity

This cycle of continuous improvement in quality must be an integral part of the organization. The firm's management style should be consistent with these goals.
6. Institute on-the-job training.

Workers must be educated in the importance of quality to the organization's success. They should be given the statistical tools required to carry out the necessary processes.

## 7. Institute leadership.

Workers must be motivated to participate in quality improvement programs. Leadership should focus on obtaining the maximum performance from an individual.
8. Eliminate fear.

Employees should not be afraid to fail. Management should emphasize what an employee is doing right rather than what he or she is doing wrong.
9. Break down barriers between functional areas.

All activities in the organization should act harmoniously to meet the objectives of quality improvement. The entire organization should focus on
the needs of the customer and work in concert toward that end. Departmental rivalries and procedures that foster such rivalries should be eliminated.

## 10. Eliminate slogans, exhortations, and targets for the workforce.

Management must recognize that employees want to do a good job. Rather than spending time developing slogans or targets, efforts should be made to give workers the necessary tools to operate at peak performance.
11. Eliminate quotas for workers and numerical goals for management.

Quotas may either force workers to sacrifice quality in order to meet a target or place an artificial cap on performance beyond which there is no incentive to operate.
12. Remove barriers that rob employees of pride of workmanship. Eliminate the annual rating or merit system.
The need for quality should be emphasized. Workers should be made to feel proud of their accomplishments.
13. Institute a vigorous program of education and self-improvement.

Workers should be considered an asset of the firm, worthy of investment in continual education.
14. Put everyone in the organization to work to accomplish the transformation. Moving the organization to a point at which it operates under Deming's principles is everyone's job. Each system or procedure in the organization should be examined to determine whether it promotes or inhibits these principles.

As you can see from Deming's 14 points, processes must be analyzed before areas for improvement can be recognized. A number of tools for studying such processes have been developed. Two of the most popular are the fishbone (or cause-andeffect diagram) and the process flow diagram.

## FISHBONE DIAGRAMS

Noted quality statistician, K. Ishikawa, has developed a cause-and-effect diagram that graphically relates the factors that affect quality to their results. It classifies the sources of quality into four major categories:

1. Methods/Procedures
2. Manpower/Personnel
3. Materials
4. Machinery/Equipment

In the diagram, we list each of the individual causes of quality are listed on the left side under its appropriate heading and the effect these causes have on quality on the right side. The diagram is then structured as a tree, with each major category corresponding to a branch of the tree. The subbranches that emanate from these branches identify the causes within that category. Additional subbranches may arise from these subbranches if they are needed to delineate further the corresponding cause. Because the diagram tends to resemble the skeleton of a fish, it has come to be known as a fishbone diagram.

## Fishbone Diagrams for Manufacturing Operations

To illustrate the development of a fishbone diagram for a manufacturing operation, consider the production of wagon bodies at Little Trykes Toys, Inc.

## LITTLE TRYKES TOYS, INC.

Wagon bodies at Little Trykes Toys, Inc. begin as flat, rolled galvanized steel that is cut into rectangular pieces. The edges of the pieces are ground down, and the piece is stamped into the desired shape.

Once the body has been shaped, it is immersed in a chemical bath to prepare it for painting. After a 10 -minute drying process, two coats of rustproof paint are applied to the body. Drying time between coats is eight minutes.

Recently, a higher than usual proportion of wagon bodies have been judged to be defective because of poor paint quality. In an attempt to determine the causes, management has requested the preparation of a fishbone diagram.

## SOLUTION

A fishbone diagram detailing the causes related to paint quality is shown in Figure 11.1. This figure indicates that the following factors have been judged to affect the paint quality of wagons.


FIGURE 11.1 Fishbone Diagram of Causes Related to Paint Quality

Methods Various methods can affect paint quality, including the drying times and temperatures of the cleaning solvent and paint, the number of coats of paint each wagon receives, and the length of drying time between
coats. Other methods include the distance of the wagon from the paint nozzle and the speed at which the paint nozzle moves.
Manpower Manpower issues in this case relate to employee training and supervision. They include the length of time an employee works as an apprentice prior to being given sole responsibility for the painting machine operation and the number of painters reporting to a single supervisor.
Materials The paint, the solvent, and even the steel may affect paint quality. For instance, quality can be related to the specifications for the paint, how far in advance the paint was mixed prior to application, the length of time it has been in inventory, and the temperature at which the paint has been stored. Similar issues relate to the solvent and the steel.
Machines Both labor and management feel there could be problems with the stamping press or the paint machine. In particular, the paint machine may suffer from poor maintenance (it may have a dirty nozzle or residue buildup within its housing), it may have been poorly calibrated, or it may have been poorly designed.

## Fishbone Diagrams for Service Operations

Fishbone diagrams can also be used to analyze the quality of service operations. In this case, the "materials" category is replaced with a "policies" category, as illustrated in the following example.

## TROY'S SERVICE STATION

Recently, a Quick Serve gasoline station opened down the road from Troy's Service Station. A number of customers have commented to Troy about how much faster the service is at the Quick Serve. As a first step in analyzing ways to reduce customer service times (and thereby remain competitive with the new Quick Serve), Troy has requested the development of a fishbone diagram.

## SOLUTION

Figure 11.2 is an example of a fishbone diagram that could be used to analyze the quality of service at Troy's Service Station. In this case, quality is assumed to be related to the amount of time it takes to fill a customer's tank with gasoline. The following factors have a bearing on this time.

Procedures Procedures center on whether a customer must pay for gasoline prior to pumping, whether attendants clean windows as well as check oil and tire pressure, and whether the gas station lanes are one way versus two way.
Personnel Personnel issues include the number of attendants available to pump gas, take payment, and reset the gasoline pumps.
Policy Policy issues concern whether the station accepts credit cards (and, if so, which ones), whether exact change is required after 10:00 P.M., and how many pumps are available for full service versus self serve.
Equipment Among equipment issues are the speed at which the pumps operate and whether or not customers can pay at the pump with a credit card.


FIGURE 11.2 Fishbone Diagram for Analyzing Quality of Service at Troy's Service Station

## PROCESS FLOW DIAGRAMS

A process flow diagram is another tool available for understanding a process and improving quality. Such diagrams, which are similar to the flow charts used in software design, detail the chronology of the process used to produce a good or provide a service. Process flow diagrams are comprised of these three symbols:

## Symbol

## Representation

$\square$
$\diamond$
$\bigcirc$

A process
A decision point
A connector to other parts of the process
To illustrate the use of a process flow diagram, let us return to the situation faced by Troy's Service Station. Figure 11.3 is a process flow diagram for the purchase of gasoline at Troy's. According to this diagram, a customer who enters the station must first choose full serve or self serve. Depending on this choice, the customer enters a particular service island.

Troy's has two sets of pumps for full serve and six sets for self serve. A fullserve customer must decide whether to request additional services, such as having the windows washed or the oil checked. Self-service customers must prepay for the gasoline with cash or a credit card. If a customer prepays an amount greater than the actual cost of the gasoline pumped, the customer returns to the cashier for a refund. Window cleaning materials, air, and water are available for self-serve cus-


FIGURE 11.3 Process Flow Diagram for the Purchase of Gasoline
tomers, but at a separate island at the rear of the service station. Hence they do not play a role in the amount of time it takes a self-service customer to pump gas.

Using both the process flow diagram and the fishbone diagram, Troy's was able to identify operational changes that could reduce customer service times. In particular, management observed that a sizable proportion of both full- and selfserve customers used the rest rooms at Troy's while leaving their car in the gasoline aisle, causing a backup of cars at the pumps. By installing signs requesting that self-serve customers move their cars prior to using the rest rooms, Troy's has been able to reduce the average service time of a self-serve customer by $6 \%$.

## PROCESS VARIATION

Process variation represents measurable changes in the output of the process. An important aspect of quality is the control of such variation. When analyzing a process, it is essential to differentiate between process variation that can be controlled by the operator, process variation that can be controlled by management, and process variation that cannot be controlled by either party. For example, a filling
machine at a soft drink bottling plant will not fill 12 -ounce cans with precisely 12 ounces of soda. Factors that affect the amount of liquid going into a can include the speed of the production line, the calibration of the filling machine, the cleanliness of the filling nozzle, and mechanical imperfections in the design of the filling machine.

The machine operator can control many of these factors such as the calibration of filling machine or cleanliness of the filling nozzle. But other factors, such as the speed of the bottling line, are managerial issues that are beyond the operator's scope of responsibility. Even if the speed of the bottling line were set optimally and the machine were properly calibrated and cleaned, however, some variation in the filling process would still exist due to the random nature of the machinery. Such variation cannot be controlled directly by either the operator or management.

Similarly, at Troy's Gas Station, the time it takes to pump a tank of gas varies because of the different amounts of gasoline each customer requires. Although, such variation cannot be controlled by the process, it might be reduced through management-directed changes, such as installing faster gas pumps or pumps that accept credit cards directly from customers.

Traditionally, quality control focused solely on the quality factors that could be controlled by the operator. The degree of variation controlled by management was assumed to be determined on economic grounds and was not directly part of the quality control process. Modern approaches to quality control focus on minimizing this source of variation as well. While variation in a process can never be totally eliminated, these approaches assume that there should be no preset limitation on the amount that can be removed.

## SIX SIGMA FOR PROCESS IMPROVEMENT

A recent trend in quality management is the concept of Six Sigma ( $6 \sigma$ ). First developed by Motorola in the late 1980s, the $6 \sigma$ approach has been credited with payoffs in billions of dollars to firms such as General Electric, Motorola, and Allied Signal, among others. It is applicable to both production and service operations.

The idea of $6 \sigma$ is to get the manufacturing or service process to operate at near perfection. To be at $6 \sigma$ in terms of operational performance translates into a defect rate of 3.4 defects per million. ${ }^{1}$ This is compared with a defect rate of 1.3 per thousand when using a more traditional $3 \sigma$ process for operational performance. Although it may not be possible for an organization to achieve a defect rate as low as 3.4 per million in its operations, the idea of the $6 \sigma$ approach is that this should be the goal for the organization.

Six Sigma encompasses six themes:

## - The focus should be on the customer.

Customer satisfaction must be the key driver to the organization's outlook; hence it is incumbent on the organization to determine the principal factors behind customer satisfaction.

- Management is data and fact driven.

The customer focus of $6 \sigma$ requires data collection to arrive at decisions based on facts, not simply on management's intuition.

- Emphasis should be on the process.

It is through improved processes that management obtains a competitive advantage.

[^63]- Management is proactive rather than reactive.

Management should be proactive in initiating change rather than simply being reactive to the competition.

- Organizational boundaries need to be crossed in order to achieve true teamwork.

Since the entire organization must work as one team in order to institute processes that improve customer satisfaction, boundaries will need to be crossed in instituting a $6 \sigma$ program.

- There should be a tolerance for failure.

Since not all attempts will necessarily be successful, a $6 \sigma$ program should be tolerant of failure.

The $\sigma \sigma$ approach to quality begins by identifying what customers desire as explicit requirements. These requirements are often called "critical to quality" (CTQ) characteristics. As mentioned above, they form the basis for the identification and development of processes that can improve customer satisfaction.

One way to view a $\sigma \sigma$ implementation is that it consists of:

- Process improvement: the development of detailed solution strategies to identify and eliminate the basic causes of performance difficulties.
- Process design/redesign: the replacement of processes that are necessary in order to accomplish the strategies identified during the process improvement stage.
- Process management: a change in management's focus from simply oversight and direction of functions to the understanding and facilitation of processes that add value to customers and the organization.

This system is also known as the define, measure, analyze, improve, and control (DMAIC) model.

As with the quality management concepts of Deming, $6 \sigma$ works best when it is embraced at all levels of the organization. Given the success that organizations have had with $6 \sigma$, this approach should play an increasingly important role in defining the quality goals for an organization.

### 11.3 Control Charts Based on Multi-Item Sampling of Quantitative Data

One of the easiest ways to monitor quality is through the use of graphical displays known as control charts. First developed by Walter Shewhart, a physicist working at Bell Laboratories in the 1920s, these charts provide a chronological view of the production process over time by plotting data based on samples selected from the process. Shewhart's assumption was that quality is associated with consistency of performance. A control chart enables us to easily view whether such consistency is being achieved.

There are numerous types of control charts. In this section, we examine control charts for situations in which one periodically takes a multi-item sample and records some quantitative values relative to these samples. In the next section, charts that sample only a single item are considered.

## PLANNING CONTROL CHARTS

Consider a situation in which a production process is monitored periodically by drawing a random sample of n items and measuring the same attribute (e.g.,
weight, volume, time to failure) of each of these items. An $\bar{X} \operatorname{chart}$ (X-bar chart) records the mean value for each sample in order to monitor the mean performance of the process against a predetermined target value. An $R$ chart records the range of each sample to monitor the variability of the process.

These charts can tell us at a glance whether a shift in the process mean or variability has taken place over time. If such a shift is detected, it generally indicates that the process is out of control, requiring corrective action.

For example, at the soft drink bottling plant, management may want to determine if the filling machine is properly filling 12 -ounce soda cans. To do this, the bottler periodically selects a sample of cans of soda filled by the machine and measures the volume of soda in each. The target performance for the filling process is an average soda volume of slightly more than 12 ounces. ${ }^{2}$ The average values of each sample are recorded and compared to this target mean. If these average values differ greatly from the target mean, the bottler can conclude that the process is out of control.

While meeting this performance target is important, it is also crucial that the process exhibit consistency in its operation. A soda bottling process that fills $95 \%$ of the soda cans with 12.6 ounces and $5 \%$ of the cans with 1 ounce has an average fill of $.95(12.6)+.05(1)=12.02$ ounces. This does not mean that such a process is working properly, however. Process values should be close to the target mean in order for the process to be in control.

Often, only a unique measurement is possible. This is the situation faced by the soft drink bottler whose only measurement is the liquid volume of the cans. In other cases, however, management may have a choice of several measurements to assess quality. For example, a producer of rolled steel may specify a sheet thickness of .45 centimeter. But should this thickness be measured at the middle of the sheet, the sides, or somewhere in between? In such cases, the best measurements to record must be determined before the control procedure is set up.

Another important concern in assessing quality involves the tools used for measurement. For example, when using calipers to measure the thickness of steel, one must first verify that the calipers are properly adjusted and give accurate results. If the tools are unreliable and introduce substantial error into the process, one cannot hope to be able to gain any insights into quality from the data we collected.

## DEVELOPING CONTROL CHARTS

Assuming that the instruments used for measurement are properly calibrated and the relevant data to be measured have been selected, a sampling plan must be chosen to provide input for the $\bar{X}$ and $R$ charts. Normally, sampling is done on a periodic basis (every half hour, hour, day, or shift). ${ }^{3}$ To avoid any intentional bias that may result from the operator's knowing exactly when measurements are to be taken, however, the actual timing of the sampling should be random. For example, if sampling is to be done once every hour, the actual time between samplings can be uniformly distributed between 45 and 75 minutes.

It is also important to realize that if there are multiple production lines or machines in a production process, samples should be taken from each. Inferences about overall quality drawn from only one of several sources of production make

[^64]no sense. Similarly, if several operators work on a single machine, samples should be collected from each shift. Normally, the time at which an employee begins working on a particular shift is noted on the $\overline{\mathrm{X}}$ and R charts to alert the quality control analyst of possible variations that may result from a change of operator or start-up or wind-down biases.

Construction of the $\bar{X}$ and $R$ control charts is based on statistical principles, including the central limit theorem. This theorem ensures that the mean values calculated for each sample approximately follow a normal distribution. The statistical properties of the normal distribution are then used to determine whether the process is in control.

The larger the sample size, the closer the distribution of the sample mean, $\overline{\mathrm{X}}$, approximates a normal distribution. In practice, as long as the sample size is four or more, the normal distribution provides a reasonable approximation for the distribution of $\overline{\mathrm{X}}$. It is common practice in quality control to use samples of size four or five.

## ESTIMATING PARAMETERS FOR THE $\overline{\mathbf{X}}$ AND R CHARTS

Although the central limit theorem ensures that the distribution of the sample mean, $\bar{X}$, is approximately normal, its mean of standard deviation is unknown. To obtain estimates for these values, samples of size n in each of k consecutive periods are taken. In our discussion of quality control charts, the following notation is used:

Let us define

$$
\begin{aligned}
& \mathrm{x}_{\mathrm{ij}}=\text { the } \mathrm{i}^{\text {th }} \text { sample measurement taken during the } \mathrm{j}^{\text {th }} \text { sample period, } \\
& \text { for some attribute, } \mathrm{X} \text {, of interest }
\end{aligned}
$$

The mean of the n items sampled at period $\mathrm{j}, \overline{\mathrm{x}}_{\mathrm{j}}$, is calculated by:

$$
\begin{equation*}
\bar{x}_{\mathrm{j}}=\frac{\sum_{i=1}^{n} x_{i j}}{n}=\frac{x_{1 j}+x_{2 j}+\ldots+x_{n j}}{n} \tag{11.1}
\end{equation*}
$$

Then the best estimate of the overall population mean, $\mu_{\mathrm{X}}$, is the average of these k period means, $\overline{\mathrm{x}}_{\mathrm{j}}$, is calculated by:

$$
\begin{equation*}
\overline{\bar{x}}=\frac{\sum_{j=1}^{k} \bar{x}_{j}}{k}=\frac{\bar{x}_{1}+\bar{x}_{2}+\ldots+\bar{x}_{k}}{k} \tag{11.2}
\end{equation*}
$$

Note that $\overline{\bar{x}}$ is also the best estimate of the population mean for the distribution of the sample means, $\mu_{\bar{x}}$.

To estimate the standard deviation of the process, we first determine for each period j ,

$$
\begin{aligned}
x(\text { smallest })_{j} & =\text { the smallest value for sample period } j \\
x(\text { largest })_{j} & =\text { the largest value for sample period } j
\end{aligned}
$$

The range of values for n items sampled in period $\mathrm{j}, \mathrm{R}_{\mathrm{j}}$, is found by:

$$
\begin{equation*}
\mathrm{R}_{\mathrm{j}}=\mathrm{x}(\text { largest })_{\mathrm{j}}-\mathrm{x}(\text { smallest })_{\mathrm{i}} \tag{11.3}
\end{equation*}
$$

Then the average range, $\overline{\mathrm{R}}$, is calculated by:

$$
\begin{equation*}
\overline{\mathrm{R}}=\frac{\sum_{\mathrm{j}=1}^{\mathrm{k}} \mathrm{R}_{\mathrm{j}}}{\mathrm{k}} \tag{11.4}
\end{equation*}
$$

It has been shown that the standard deviation of the attribute $X$ can be approximated by

$$
\begin{equation*}
\sigma_{\mathrm{X}} \approx \frac{\mathrm{E}(\mathrm{R})}{\mathrm{d}_{2}} \approx \frac{\overline{\mathrm{R}}}{\mathrm{~d}_{2}} \tag{11.5}
\end{equation*}
$$

Here $d_{2}$ is a factor that depends on the sample size, $n$, used to determine the individual sample ranges. Values for $\mathrm{d}_{2}$ are given in Appendix G. Recall that the standard deviation of the sample mean $\overline{\mathrm{X}}, \sigma_{\overline{\mathrm{X}}}$ is:

$$
\begin{equation*}
\sigma_{\overline{\mathrm{x}}}=\frac{\sigma_{\mathrm{x}}}{\sqrt{\mathrm{n}}} \tag{11.6}
\end{equation*}
$$

Substituting the expression for $\sigma_{\mathrm{X}}$ in Equation 11.5 into Equation 11.6 gives:

$$
\begin{equation*}
\sigma_{\overline{\mathrm{X}}} \approx \frac{\overline{\mathrm{R}}}{\mathrm{~d}_{2} \sqrt{\mathrm{n}}} \tag{11.7}
\end{equation*}
$$

To illustrate how to obtain these estimates, consider the following situation at the Duralife Battery production plant.

## DURALIFE BATTERIES

Every hour the quality control department at Duralife Batteries selects four C-cell batteries at random and tests their battery life. Data for the past 15 hours of samples are shown in Table 11.1 (battery lifetime is in minutes).

Duralife's quality control engineers want to estimate the mean and standard deviation for the battery life and the standard deviation for the sample mean battery life.

Table 11.1 Battery Life in Minutes

| Hour | Battery 1 | Battry 2 | Battery 3 | Battery 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 393 | 604 | 600 | 448 |
| 2 | 419 | 500 | 500 | 481 |
| 3 | 630 | 462 | 611 | 576 |
| 4 | 456 | 591 | 560 | 607 |
| 5 | 551 | 646 | 581 | 554 |
| 6 | 532 | 560 | 487 | 547 |
| 7 | 574 | 540 | 569 | 513 |
| 8 | 530 | 546 | 442 | 528 |
| 9 | 512 | 430 | 606 | 504 |
| 10 | 561 | 598 | 543 | 528 |
| 11 | 563 | 525 | 533 | 457 |
| 12 | 566 | 537 | 523 | 594 |
| 13 | 559 | 497 | 533 | 583 |
| 14 | 418 | 593 | 502 | 566 |
| 15 | 444 | 583 | 659 | 607 |

## SOLUTION

Figure 11.4 gives an Excel spreadsheet showing the data and the formulas used to calculate the mean and range values for each hour, as well as the overall mean, $\overline{\bar{x}}$, and overall range, R .


FIGURE 11.4 Excel Spreadsheet for Duralife Batteries

Since $\overline{\bar{x}}=537.70$, this is the estimate for $\mu_{\bar{x}}$. That is,

$$
\mu_{\overline{\mathrm{x}}} \approx 537.70
$$

Since $\overline{\mathrm{R}}=122.87$, the estimate for $\sigma_{\mathrm{x}}$ is $122.87 / \mathrm{d}_{2}$.
From Appendix G, it is seen that a sample size of $n=4$ gives a $d_{2}$ value of 2.059. Thus, the estimate for the standard deviation of the sample mean battery life is:

$$
\sigma_{\overline{\mathrm{X}}} \approx 122.87 / 2.059 \sqrt{4}=29.84 .
$$

## $\overline{\mathbf{x}}$ CONTROL CHARTS

The sample means, $\bar{x}_{\mathrm{i}}$, for periods $\mathrm{j}=1,2,3, \ldots, \mathrm{n}$ are recorded as points on an $\bar{X}$ Control Chart. A center line equal to the value of $\overline{\bar{x}}$ is added to show the relative position of the individual sample means. To determine whether the process is in control, the $\bar{x}_{\mathrm{i}}$ values are compared to certain control limits.

Recall that, for the normal distribution, $99.73 \%$ of all observations fall within three standard deviations of the mean. That is, if a process is in control, it is highly unlikely that an $\overline{\mathrm{x}}_{\mathrm{j}}$ value is more than three standard deviations away from $\overline{\overline{\mathrm{x}}}$. Therefore, one way to determine if the process is in control is to see if all the $\bar{x}_{j}$
values are within three standard deviations of the estimated process mean, $\overline{\overline{\mathrm{x}}}$. The mean plus three standard deviations ( $\overline{\overline{\mathrm{x}}}+3 \overline{\mathrm{R}} / \mathrm{d}_{2} \sqrt{\mathrm{n}}$ ) is known as the upper control limit, or UCL, and the mean minus three standard deviations ( $\overline{\bar{x}}-3 \bar{R} / d_{2} \sqrt{n}$ ) is the lower control limit, or LCL. Including these limits on the control chart makes it easy to spot instances in which the process appears to be out of control.

> Control Limits for $\bar{X}$ Charts
> Lower Control Limit: $L C L=\overline{\bar{x}}-3 \bar{R} / d_{2} \sqrt{n}$
> Upper Control Limit: UCL $=\overline{\bar{x}}-3 \bar{R} / d_{2} \sqrt{n}$

A process is deemed to be out of control at period j if $\overline{\mathrm{x}}_{\mathrm{j}}<\operatorname{LCL}$ or $\overline{\mathrm{x}}_{\mathrm{j}}>$ UCL.

In the Duralife problem, the control limits are:

$$
\begin{aligned}
\mathrm{LCL} & =537.70-(3 * 122.87) /(2.059 * \sqrt{4})=448 \text { minutes } \\
\mathrm{UCL} & =537.70-(3 * 122.87) /(2.059 * \sqrt{4})=627 \text { minutes }
\end{aligned}
$$

Figure 11.5, gives the $\overline{\mathrm{X}}$ control chart for the Duralife Battery Data. The chart is constructed using the Excel spreadsheet shown in Figure 11.4 as follows.

- Add upper and lower control limit values as well as the center line (CL) values to the Duralife spreadsheet by placing the lower control limit value in column F and inserting column G (for the center line value) as well as column H (for the upper control limit value). Data in columns G and H in Figure 11.4 will then be in columns I and $J$ respectively. Using these new cell locations:
- Enter the formula for the lower control limit value in cell F2: $=\$ \mathrm{~J} \$ 18$ $3 * \$ \mathrm{~J} \$ 20 /(2.059 * \mathrm{SQRT}(4))$.
- Enter the formula used for the center line value in cell G2: $=\$ \mathrm{~J} \$ 18$.
- Enter the formula for the upper control limit value in cell H 2 : $=\$ \mathrm{~J} \$ 18+3 * \$ \mathrm{~J} \$ 20 /(2.059) * \mathrm{SQRT}(4))$.
- These formulas are then copied to rows 3 through 16.
- Highlighting columns F, G, H, and I (the column that contains the mean values), and using the charting feature of Excel gives Figure 14.5. (To adjust the vertical axis so that only the range from 400 to 650 is shown, position the mouse over the vertical axis, right click the mouse, and select Format Axis. Then select the scale tab and select 400 for the minimum value and 650 for the maximum value.)

You might wonder why a three standard deviation limit rather than, say, a two standard deviation limit (which would still capture about $95 \%$ of the observations in a normal distribution) is used. A two standard deviation limit would imply that approximately $5 \%$ of the time the process exceeds one of the control limits, even when it is really operating in control. Since high costs are typically associated with such incorrect conclusions, the more restrictive three standard deviation limits are used.

The probability of exceeding the three standard deviation control limits when the process is in control is about $1-.9973=.0027$. However, a number of other tests are used on the $\overline{\mathrm{X}}$ chart to determine whether the process is in control. Hence, the probability of incorrectly concluding that the process is out of control is actually higher than .0027 . These tests are described later in this section.

FIGURE 11.5
X Control Chart for Duralife Batteries


Since the upper and lower control limits for the $\overline{\mathrm{X}}$ chart are calculated based on R, before one can begin using the X chart, it should be reasonably certain that the process is in control with respect to its variability. This can be determined by using an R control chart.

## R CONTROL CHARTS

An $R$ control chart is a plot of the values of the sample ranges, $R_{j}$, using the calculated value of $\overline{\mathrm{R}}$ as the center line. Like the $\overline{\mathrm{X}}$ chart, the R chart also has upper and lower control limits, given by $\overline{\mathrm{R}} \pm 3 \sigma_{\mathrm{R}}$, where $\sigma_{\mathrm{R}}$ is the standard deviation of the sample range. $\sigma_{\mathrm{R}}$ can be expressed in terms of $\sigma_{\mathrm{X}}$ by

$$
\begin{equation*}
\sigma_{\mathrm{R}}=\mathrm{d}_{3} \sigma_{\mathrm{X}} \tag{11.10}
\end{equation*}
$$

Here, $\mathrm{d}_{3}$ is another tabulated value that depends on n , found in Appendix G. Since

$$
\sigma_{\mathrm{X}} \approx \overline{\mathrm{R}} / \mathrm{d}_{2}
$$

we can express $\sigma_{\mathrm{R}}$ by

$$
\sigma_{\mathrm{R}} \approx\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right) \overline{\mathrm{R}}
$$

Thus the control limits for the R control chart are:

$$
\begin{align*}
& \mathrm{LCL}=\overline{\mathrm{R}}-3 \mathrm{~d}_{3} \sigma_{\mathrm{X}}=\overline{\mathrm{R}}-3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right) \overline{\mathrm{R}}=\left(1-3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right)\right) \overline{\mathrm{R}}=\mathrm{D}_{3} \overline{\mathrm{R}}  \tag{11.11}\\
& \mathrm{UCL}=\overline{\mathrm{R}}+3 \mathrm{~d}_{3} \sigma_{\mathrm{X}}=\overline{\mathrm{R}}+3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right) \mathrm{R}=\left(1+3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right)\right) \overline{\mathrm{R}}=\mathrm{D}_{4} \overline{\mathrm{R}} \tag{11.12}
\end{align*}
$$

In Equations 11.11 and 11.12, $\mathrm{D}_{3}=\left[1-3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right)\right]$ and $\mathrm{D}_{4}=\left[1+3\left(\mathrm{~d}_{3} / \mathrm{d}_{2}\right)\right]$. Note that, since the range can never be negative, if $\left(1-3 \mathrm{~d}_{3} / \mathrm{d}_{2}\right)$ is less than 0 , then $\mathrm{D}_{3}$ and the LCL are set to 0 . Values for $\mathrm{D}_{3}$ and $\mathrm{D}_{4}$ are a function of n , the sample size, and are also included in Appendix G.

R Chart Control Limits

$$
\begin{align*}
\mathrm{LCL} & =\mathrm{D}_{3} \overline{\mathrm{R}}  \tag{11.13}\\
\mathrm{UCL} & =\mathrm{D}_{4} \overline{\mathrm{R}} \tag{11.14}
\end{align*}
$$

A process is deemed to be out of control at period $j$ if $R_{j}<L C L$ or if $R_{j}>U C L$.

For the Duralife battery data in Table 11.2, $\overline{\mathrm{R}}=122.87$. In Appendix G, for n $=4, D_{3}=0$ and $D_{4}=2.282$. Hence the control limits for the $R$ chart are:

$$
\begin{aligned}
\mathrm{LCL} & =\mathrm{D}_{3} \overline{\mathrm{R}}=0(122.87)=0 \\
\mathrm{UCL} & =\mathrm{D}_{4} \overline{\mathrm{R}}=2.282(122.87)=280
\end{aligned}
$$

Figure 11.6, generated using Excel, is the R control chart for the Duralife battery life problem. As can be seen, all data values fall between the upper and lower control limits.

FIGURE 11.6
R Control Chart for Duralife Batteries

Because the distribution for the range is not symmetric about its mean, the upper and lower control limits for the R control chart do not have the same degree of statistical validity as the upper and lower limits for the X control chart. As with the $\bar{X}$ control chart, however, a number of other tests besides the control limits are used on the R control chart to determine whether the process is in control. These are described below.

## OTHER TESTS FOR CONTROL

As noted above, the data points falling within the LCL and UCL of a control chart are just one test for determining whether or not a process is in control. In practice, a set of eight tests can be used to signify that the process is out of control for $\bar{X}$ charts, and a set of four tests to signify that the process is out of control for R charts. If the conditions in any of these tests are met, the process is deemed to be out of control.

These tests are based on observing patterns within six sections or zones of the control chart. In an $\overline{\mathrm{X}}$ chart, the boundaries for these zones are placed at a distance of one, two, and three standard deviations $\left(\sigma_{\overline{\mathrm{X}}}\right)$ from the center line, $\overline{\overline{\mathrm{x}}}$. The two A zones correspond to a region between two and three standard deviations from $\overline{\bar{x}}$; the two B zones correspond to a region between one and two standard deviations from $\overline{\bar{x}}$; and the two $C$ zones correspond to a region within one standard deviation of $\overline{\bar{x}}$.

Similarly, in an R chart, the boundaries for the $\mathrm{C}, \mathrm{B}$, and A zones are placed one, two, and three standard deviations $\left(\sigma_{\mathrm{R}}\right)$, respectively, above and below the center line, $\overline{\mathrm{R}}$. Figure 11.7, calculated using Excel, gives the $\overline{\mathrm{X}}$ control chart for the Duralife battery problem, showing the $\mathrm{A}, \mathrm{B}$, and C regions and the control limits.

FIGURE 11.7
Excel Generated X Control Chart


The definition of these zones is important because too many consecutive observations in a particular zone or set of zones signifies an out-of-control situation for the process. In particular, the following tests are used to determine if the process is out of control at a particular period.

## 1. Points lie outside the control range.

Values on either the $\bar{X}$ or R charts higher than the upper control limit or lower than the lower control limit signify that the process is out of control. In Figure 11.8 for example, the process is out of control in period 5 , when the point exceeds the upper control limit designated by the boundary of zone A .


FIGURE 11.8 Points Outside the Control Range
2. Nine or more consecutive points lie on one side of the center line of the chart. If nine or more consecutive points lie on one side of the center line of the $\overline{\mathrm{X}}$ or R charts, the process is out of control. In the $\overline{\mathrm{X}}$ control chart, such occurrences provide strong evidence that the mean of the process has shifted. In the R control chart, it suggests that process variability has shifted. These conclusions are attributed to the fact that if the process is in control, the chance of nine consecutive runs either above or below the center line is approximately $.0039 .{ }^{4}$ In Figure 11.9, the process indicates an out-of-control situation at period 10 , when the ninth consecutive point falls below the center line.

[^65]

FIGURE 11.9
Nine (or More) Consecutive Points on One Side of the Center Line

## 3. Six consecutive increasing or decreasing points.

Six consecutive points showing a continued increase or decrease in the $\bar{X}$ or $R$ charts indicates a shift in the process mean or variability. Note that neither the zones nor the center line have a bearing on this test. In Figure 11.10, the process indicates an out-of-control situation at period 7 , when the sixth consecutive increasing point occurs.


FIGURE 11.10
Six Consecutive Increasing or Decreasing Points

## 4. Fourteen consecutive oscillating points occur.

Fourteen consecutive points oscillating up and down on either the $\bar{X}$ or $R$ charts indicates systematic variations in the process that should be investigated. In Figure 11.11 the chart shows an out-of-control situation at period 16 , when the $14^{\text {th }}$ consecutive oscillating point occurs.


FIGURE 11.11
Fourteen Consecutive Oscillating Points

The following four tests are relevant only for the $\overline{\mathrm{X}}$ control charts because they are based on the assumption that the sample means follow a normal distribution.
5. Two of three consecutive points fall in zone $A$ or beyond on the same side of the center line.
If two of three consecutive points on the $\overline{\mathrm{X}}$ chart are on the same side of the center line and in zone A (or beyond), the process is deemed out of control. The reasoning is that if the process is in control, there is only a .023 chance that any observation will fall in each of the two A zones or beyond. The likelihood that two of three consecutive observations fall in such a region is only .003 , signifying a shift in the process mean. In Figure 11.12, the process indicates an out-of-control situation at period 5 , since the values at periods 3 and 5 both fall in zone A.


FIGURE 11.12
Two of Three Consecutive Points in Zone A or Beyond

## 6. Four of five consecutive points are in zone B or beyond on the same side of the center line.

If four of five consecutive points on the $\overline{\mathrm{X}}$ chart in zones A or B on the same side of the center line, the process is deemed out of control. The likelihood that an observation falls in one of the A or B zones is approximately .16. The likelihood that four out of five consecutive observations fall in this region if the process is in control is only .005 , signifying a shift in the process mean. In Figure 11.13, the process indicates an out-of-control situation at period 6 , since the values at periods 2, 4, 5 and 6 fall in zones B or A above the center line.


FIGURE 11.13
Four of Five Consecutive Points in Zone B or Beyond

FIGURE 11.14
Eight Consecutive Points Outside the C Zones

FIGURE 11.15
Fifteen Consecutive Points Within the C Zones

## 7. Eight consecutive points fall outside the $C$ zones.

If eight consecutive points fall outside either of the zone C regions, the process is deemed out of control. If the process is in control, there is approximately a $68 \%$ chance that an observation will fall in one of the two C zones. The likelihood of eight consecutive points falling outside these zones is approximately .0001. Possible explanations for this phenomenon are: (1) process variability has increased (the process is overcontrolled); (2) more than one process is actually tracked on the chart; or (3) improper sampling is used to calculate the $\overline{\mathrm{X}}$ values. In Figure 11.14, the process indicates an out-of-control situation at periods 9 and 10. The value in period 9 is the eighth consecutive value not falling in a $C$ zone, while the value in period 10 is the ninth consecutive value not falling in a C zone.


## 8. Fifteen consecutive points fall within the $C$ zones.

If 15 consecutive points fall within either of the $C$ zone regions of the $\bar{X}$ control chart, the process is deemed out of control. If the process is in control, the probability of getting 15 consecutive points in the C zones is approximately .003 . The process may be out of control in this case because process variability has decreased or because improper sampling has been performed. In Figure 11.15, the process indicates an out-of-control situation at period 16 , which has the $15^{\text {th }}$ consecutive point in the C zones.


FIGURE 11.16 Satisfied Test Conditions

When one of the eight test conditions is satisfied, common practice is to circle the point on the control chart that gives rise to that condition. If a particular point satisfies multiple test conditions, a circle is placed around that point for each test condition it satisfies. Thus, as seen in the hypothetical example illustrated in Figure 11.16 , five circles are placed at point A because test conditions $1,2,3,5$, and 6 are satisfied at that point while two circles are drawn around point $B$ where conditions 4 and 8 are satisfied.


## Procedure for Determining If a Process is in Control or Continues to Be in Control

- When checking for whether the process is in control, one first looks at the $R$ chart. This is because the value of $\overline{\mathrm{R}}$ is used to determine the control limits for the $X$ chart. Hence, if the process is out of control with respect to the range, the control limits for the X chart would not be valid.
- If the process is deemed to be in control during a test run period, the center line and control limits for the $\bar{X}$ and R charts determined for that period are used for recording measurements during future periods of operations.

To illustrate the entire process control chart approach, consider the situation at the McMurray Lawn Mower Manufacturing Company.

## MCMURRAY LAWN MOWER MANUFACTURING COMPANY

The quality control department at McMurray Lawn Mower Manufacturing Company is responsible for ensuring that component parts meet design specifications. One item of concern is the blade used in the Model 2106 rotary lawn mower. Blades are forged out of tempered steel, and design specifications call for a mean weight of 654 grams with an allowable deviation of plus or minus 10 grams.

To monitor the production process, the quality control department takes a sample of five blades approximately every hour, weighs these blades, and plots the mean weight and range of these samples on $\bar{X}$ and $R$ control charts, respectively. In order to set up the initial $\bar{X}$ and $R$ control charts, a total of 30 sets of samples of five blades each were weighed. The weights in grams were recorded in Table 11.2. Using these data, management at McMurray wants to know if its process is in control.

Table 11.2 Lawn Mower Blades-Weights in Grams

| Sample | Blade 1 | Blade 2 | Blade 3 | Blade 4 | Blade 5 | Mean | Range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 657.18 | 658.01 | 657.70 | 655.52 | 650.13 | 655.708 | 7.88 |
| 2 | 651.03 | 653.66 | 651.20 | 656.65 | 658.41 | 654.190 | 7.38 |
| 3 | 657.02 | 657.06 | 651.18 | 656.14 | 657.60 | 655.800 | 6.42 |
| 4 | 649.93 | 658.93 | 650.32 | 654.51 | 653.50 | 653.438 | 9.00 |
| 5 | 656.82 | 651.15 | 649.15 | 656.60 | 654.22 | 653.588 | 7.67 |
| 6 | 655.13 | 651.09 | 653.99 | 652.92 | 652.99 | 653.224 | 4.04 |
| 7 | 649.92 | 651.16 | 650.11 | 656.20 | 650.64 | 651.606 | 6.28 |
| 8 | 650.66 | 652.83 | 657.72 | 658.55 | 654.60 | 654.872 | 7.89 |
| 9 | 654.47 | 656.25 | 657.82 | 658.27 | 651.42 | 655.646 | 6.85 |
| 10 | 654.27 | 655.63 | 652.60 | 653.17 | 652.89 | 653.712 | 3.03 |
| 11 | 658.44 | 655.25 | 655.73 | 654.76 | 649.34 | 654.704 | 9.10 |
| 12 | 657.23 | 654.05 | 652.12 | 649.59 | 658.33 | 654.264 | 8.74 |
| 13 | 653.57 | 650.15 | 657.70 | 652.78 | 653.74 | 653.588 | 7.55 |
| 14 | 657.66 | 658.32 | 651.55 | 654.66 | 650.57 | 654.552 | 7.75 |
| 15 | 658.03 | 651.54 | 653.52 | 651.59 | 650.24 | 652.984 | 7.79 |
| 16 | 658.19 | 651.79 | 649.08 | 653.57 | 650.16 | 652.558 | 9.11 |
| 17 | 653.82 | 653.78 | 654.33 | 652.59 | 653.70 | 653.644 | 1.74 |
| 18 | 650.22 | 658.46 | 656.77 | 653.39 | 655.34 | 655.036 | 8.24 |
| 19 | 658.41 | 657.24 | 656.69 | 655.81 | 658.85 | 657.400 | 3.04 |
| 20 | 653.81 | 651.22 | 657.03 | 657.42 | 651.79 | 654.254 | 6.20 |
| 21 | 655.99 | 649.07 | 655.39 | 654.47 | 654.38 | 653.860 | 6.92 |
| 22 | 651.31 | 650.17 | 653.61 | 650.40 | 654.24 | 651.946 | 4.07 |
| 23 | 658.84 | 650.83 | 655.95 | 649.60 | 654.34 | 653.912 | 9.24 |
| 24 | 656.16 | 649.16 | 656.99 | 653.60 | 652.96 | 653.774 | 7.83 |
| 25 | 649.95 | 654.09 | 657.54 | 658.53 | 656.29 | 655.280 | 8.58 |
| 26 | 658.33 | 658.79 | 650.58 | 658.80 | 652.60 | 655.820 | 8.22 |
| 27 | 652.29 | 652.18 | 654.68 | 652.76 | 656.44 | 653.670 | 4.26 |
| 28 | 654.83 | 654.12 | 651.64 | 650.25 | 652.06 | 652.580 | 4.58 |
| 29 | 651.57 | 649.67 | 654.31 | 650.23 | 655.78 | 652.312 | 6.11 |
| 30 | 655.37 | 656.87 | 651.56 | 649.51 | 658.01 | 654.264 | 8.50 |

## SOLUTION

A total of 150 different weights are presented in Table 11.2, ranging from a low of 649.07 to a high of 658.93 . Hence all blades weighed fell within the design specifications of 644 to 664 grams. However, although the design specifications may be met by the items sampled, the manufacturing process might still be out of control. This can be determined using control charts.

In Table 11.2, the mean and range of each of the 30 samples are given in the last two columns. From the range column, the average range is:

$$
\overline{\mathrm{R}}=(7.88+7.38+\ldots+8.50) / 30=6.80
$$

Referring to Appendix $G$, for $\mathrm{n}=5, \mathrm{D}_{3}=0$ and $\mathrm{D}_{4}=2.115$. Thus the control limits for the R chart are:

$$
\begin{equation*}
\mathrm{LCL}=\overline{\mathrm{R}} \mathrm{D}_{3}=6.80(0)=0 \tag{11.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{UCL}=\overline{\mathrm{R}} \mathrm{D}_{4}=6.80(2.115)=14.38 \tag{11.16}
\end{equation*}
$$

Figure 11.17 shows the R control chart based on these limits.


FIGURE 11.17 R Control Chart for McMurray Lawn Mowers

Since none of the tests for control of the range is violated, it can be concluded that the process shows a stable variability. If this were not the case, before conducting any further analysis we would have to investigate the process and correct the cause of its being out of control with respect to variability.

Given that the variability of the process is stable, the value of $\overline{\mathrm{R}}$ can be used to construct the $\overline{\mathrm{X}}$ chart. From the mean column the center line is determined by:

$$
\overline{\bar{x}}=(655.708+654.190+\ldots+654.264) / 30=654.07
$$

The values for the control limits for the $\bar{X}$ chart are therefore:

$$
\begin{align*}
\mathrm{LCL}=\overline{\overline{\mathrm{x}}}-\frac{3 \overline{\mathrm{R}}}{\mathrm{~d}_{2} \sqrt{\mathrm{n}}} & =654.07-(3 * 6.80) /(2.326 * \sqrt{5}) \\
& =654.07-3.92=650.15 \tag{11.17}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{UCL}=\overline{\overline{\mathrm{x}}}+\frac{3 \overline{\mathrm{R}}}{\mathrm{~d}_{2} \sqrt{\mathrm{n}}} & =654.07+(3 * 6.80) /(2.326 * \sqrt{5})  \tag{11.18}\\
& =654.07+3.92=657.99
\end{align*}
$$

Figure 11.18 shows the $\bar{X}$ control chart for these data. The A, B, and C zones are based on an estimated value of the standard deviation of $\bar{X}, \sigma_{\overline{\mathrm{X}}},=6.80 /(2.326 *$ $\sqrt{5})=1.307$. As can be seen in this figure, all the $\bar{x}_{j}$ values fall within the upper and lower control limits. It is easy to verify that none of the other seven test conditions is violated. Hence, we conclude that the manufacturing process is in control during the first 30 periods of data collection.

Normally, the center line and control limits for $\bar{X}$ and $R$ charts are determined by recording measurements over some test period during which operations have been viewed to be in control. Since the 30 samples do, in fact, show that the manufacturing process at McMurray is in control, the quality control department has decided to use the measurements determined during this period as the basis for plotting future values.


FIGURE $11.18 \quad \bar{X}$ Control Chart for McMurray Lawn Mowers

## Using Templates to Create $\bar{X}$ and $R$ Control Charts

The Multi-Item Quant worksheet of the Excel template QC.xls (contained on this CD-ROM) enables one to construct control charts as well as to determine out-ofcontrol values for these charts. Details for using the QC.xls template are given in Appendix 11.1.

Figure 11.19 shows a portion of the template for the data presented in Table 11.2 for McMurray Lawn Mower Manufacturing.


FIGURE 11.19
Multi-Item Quant Worksheet of the QC.xls Template

Figure 11.20 shows the corresponding $\overline{\mathrm{X}}$ control chart for the McMurray Lawn Mower Company determined by using the X-Bar Chart worksheet of the template. The control chart is quite similar to that given in Figure 11.18. The only difference between the two charts is that the template chart does not have the zones labeled as A, B, and C.


FIGURE $11.20 \quad \bar{X}$ Control Chart for McMurray Lawn Mowers

## McMURRAY LAWN MOWER MANUFACTURING COMPANY (CONTINUED)

After the 30 original periods, the quality control department collected an additional 25 periods of sample measurements, given in Table 11.3. McMurray management wishes to determine if the manufacturing process is still in control.

## SOLUTION

For this set of data, the largest weight is 663.49 , and the smallest is 650.07 . Hence the production process appears to continue to meet the design specifications.

Figures 11.21 and 11.22 are the R and $\overline{\mathrm{X}}$ charts, respectively, for the 55 periods generated using Excel. Note that the zone limits are those calculated for the first 30 periods, when the process was deemed to be in control.

By doing a visual check on the Excel charts, we now see that the process is out of control.

The Multi-Item Quant worksheet on the QC.xls template, can be used to determine which tests for out-of-control situations are satisfied. Because the default for the spreadsheet is to automatically set the center line and control limits based on all data values entered, we must first fix the control limits to reflect only the first 30 periods as given in Table 11.2. To do this, we use the spreadsheet shown in Figure 11.19. For the $\overline{\mathrm{X}}$ chart we copy the values in cells Q8 through W8 into cells Q6 through W6 using the Paste Special/Values command. For the R chart, the values from cells AK8 through AQ8 (not shown) are copied into cells AK6 through AQ6 using the Paste Special/Values command. Once this has been done, data for the additional 25 periods are entered into the template in rows 38 through 62.

Table 11.3 Additional 25 Periods of Sample Measurements

| Sample | Blade 1 | Blade 2 | Blade 3 | Blade 4 | Blade 5 | Mean | Range |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | ---: |
| 31 | 656.33 | 654.92 | 650.63 | 657.10 | 659.51 | 655.698 | 8.88 |
| 32 | 654.76 | 651.04 | 659.65 | 662.68 | 659.56 | 657.538 | 11.64 |
| 33 | 660.99 | 653.31 | 655.38 | 655.71 | 662.25 | 657.528 | 8.94 |
| 34 | 655.64 | 657.62 | 662.33 | 652.41 | 658.36 | 657.272 | 9.92 |
| 35 | 650.40 | 659.64 | 654.30 | 660.75 | 656.28 | 656.274 | 10.35 |
| 36 | 654.99 | 651.68 | 652.36 | 661.58 | 659.85 | 656.092 | 9.90 |
| 37 | 650.43 | 662.90 | 653.74 | 652.84 | 662.59 | 656.500 | 12.47 |
| 38 | 656.51 | 654.94 | 654.55 | 653.80 | 658.57 | 655.674 | 4.77 |
| 39 | 655.84 | 663.18 | 652.00 | 655.96 | 653.13 | 656.022 | 11.18 |
| 40 | 660.15 | 660.94 | 653.20 | 654.26 | 661.81 | 658.072 | 8.61 |
| 41 | 657.16 | 662.02 | 660.98 | 657.98 | 654.67 | 658.562 | 7.35 |
| 42 | 659.89 | 653.50 | 651.54 | 650.26 | 652.12 | 653.462 | 9.63 |
| 43 | 660.82 | 652.42 | 651.05 | 655.62 | 653.36 | 654.654 | 9.77 |
| 44 | 652.85 | 658.81 | 656.70 | 662.37 | 654.06 | 656.958 | 9.52 |
| 45 | 656.15 | 663.49 | 661.39 | 662.99 | 650.74 | 658.952 | 12.75 |
| 46 | 651.21 | 651.49 | 654.67 | 661.54 | 662.76 | 656.334 | 11.55 |
| 47 | 653.96 | 657.16 | 659.44 | 651.06 | 659.95 | 656.314 | 8.89 |
| 48 | 659.63 | 659.19 | 655.26 | 650.30 | 662.78 | 657.432 | 12.48 |
| 49 | 653.36 | 658.87 | 656.50 | 656.25 | 651.31 | 655.258 | 7.56 |
| 50 | 650.10 | 652.14 | 657.99 | 655.57 | 661.95 | 665.550 | 11.85 |
| 51 | 653.81 | 661.12 | 661.64 | 655.25 | 660.87 | 658.538 | 7.83 |
| 52 | 654.85 | 659.73 | 651.79 | 653.49 | 663.40 | 656.652 | 11.61 |
| 53 | 661.88 | 659.76 | 662.94 | 650.07 | 653.51 | 657.632 | 12.87 |
| 54 | 652.03 | 658.60 | 652.31 | 652.05 | 659.76 | 654.950 | 7.73 |
| 55 | 655.68 | 660.63 | 651.05 | 654.35 | 660.98 | 656.538 | 9.93 |
|  |  |  |  |  |  |  |  |



FIGURE 11.21 R Control Chart for McMurray Lawn Mowers


FIGURE 11.22 $\bar{X}$ Control Chart for McMurray Lawn Mowers

Figure 11.23 shows a portion of the Multi-Item Quant worksheet for the McMurray Lawn Mower data based on 55 periods of data (the data contained in Tables 11.2 and 11.3). Columns Z through AG indicate if the control tests for the $\overline{\mathrm{X}}$ chart are satisfied, while columns AT through AW indicate if the control tests for the R chart are satisfied. A value in a particular row indicates the test condition that is satisfied for that period. For example, from Figure 11.23 it can be seen that tests $1,2,5,6$, and 7 are satisfied in period 41.


FIGURE 11.23 Multi-Item Quant Worksheet for McMurray Lawn Mower Data Based on 55 Periods

A full investigation of the template would show that for the R chart test 2 (nine consecutive points on the same side of the center line) is satisfied in periods 47 through 55 . For the $\bar{X}$ chart the following tests are satisfied.

Test 1 (points lie outside the control range): Periods 40, 41, 45, 51
Test 2 (nine consecutive points occur on the same side of the center line): Periods 38-41, 51-55
Test 5 (two of three consecutive points are in zone A or beyond): Periods 33-35, 41-42, 45-46, 53
Test 6 (four of five consecutive points are in zone B or beyond): Periods 34-41, 47-48, 53
Test 7 (eight consecutive points fall outside the C zones): Periods 38-41
We conclude from these two control charts that there appears to have been a change in the manufacturing process which has both increased the process variability and shifted the mean of the process. One way to identify likely causes for these changes is to note the first point in the sequence that leads to an out-ofcontrol situation and investigate what may have happened to the process at about that time.

For example, in Figure 11.22, the first test that indicates an out-of-control condition on the $\bar{X}$ chart is test 5 in period 33. The first point in the sequence that causes this test condition to arise is at period 31 . Hence management should begin searching for causes that may have occurred around this point in time.

While we have illustrated data for the additional 25 periods on the $\bar{X}$ and R control charts, it is important to realize that the control chart approach is a realtime process. As soon as an out-of-control situation is indicated, a thorough investigation of the production process should ensue.

## MEETING DESIGN SPECIFICATIONS

Another problem arises when the control charts indicate that the process is in control, yet production frequently does not meet design specifications. This discrepancy could result from unrealistic specifications or fundamental problems with the production process.

For example, the control charts for the original McMurray data in Table 11.2 showed that the manufacturing process was in control. However, if the design specifications for lawn mower blades specified weights between 650 and 658 grams ( $654 \pm 4$ grams), 31 of the 150 blades produced (over $20 \%$ ) would have failed to meet these standards. In this case, management would have to seek ways to reduce the process variation if it hoped to satisfy such specifications. To illustrate how this may be done, let us return to the McMurray example.

## MCMURRAY LAWN MOWER MANUFACTURING COMPANY (CONTINUED)

As a result of modification in design specifications relative to the weight of the lawn mower blades, management mandated changes in procedures to reduce weight variation. A fishbone diagram analysis indicated three potential factors that could affect blade weight:

1. The alloy used
2. The temperature to which the alloy is heated
3. The speed at which the alloy is poured into the mold

After careful experimentation, McMurray management decided to continue using the original alloy but modified the temperature and speed of the casting process. After these modifications, 30 additional sets of measurements were taken as shown in Table 11.4.

On the basis of these data, management wishes to determine if the process is in control and if it meets the design specifications of blade weights between 650 and 658 grams.

Table 11.4 Additional Sets of Measurements, after Modifications

| Sample | Blade 1 | Blade 2 | Blade 3 | Blade 4 | Blade 5 | Average | Range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 652.40 | 652.22 | 654.82 | 654.09 | 655.76 | 653.858 | 3.54 |
| 2 | 655.96 | 654.90 | 654.89 | 653.68 | 654.87 | 654.860 | 2.28 |
| 3 | 653.39 | 653.14 | 653.84 | 653.05 | 655.60 | 653.804 | 2.55 |
| 4 | 655.20 | 655.52 | 652.99 | 653.99 | 652.82 | 654.104 | 2.70 |
| 5 | 652.14 | 652.22 | 653.72 | 655.89 | 652.57 | 653.308 | 3.75 |
| 6 | 654.07 | 653.60 | 652.54 | 653.34 | 653.29 | 653.368 | 1.53 |
| 7 | 652.11 | 655.37 | 655.17 | 652.11 | 652.95 | 653.542 | 3.26 |
| 8 | 654.45 | 653.76 | 652.67 | 655.95 | 652.28 | 653.822 | 3.67 |
| 9 | 653.99 | 652.66 | 652.28 | 655.17 | 654.95 | 653.810 | 2.89 |
| 10 | 652.27 | 652.54 | 652.88 | 653.09 | 655.19 | 653.194 | 2.92 |
| 11 | 655.77 | 655.12 | 654.22 | 652.66 | 654.74 | 654.502 | 3.11 |
| 12 | 652.20 | 654.39 | 652.29 | 653.73 | 655.61 | 653.644 | 3.41 |
| 13 | 654.27 | 654.45 | 654.33 | 654.02 | 655.89 | 654.592 | 1.87 |
| 14 | 653.84 | 653.04 | 654.63 | 655.07 | 654.00 | 654.116 | 2.03 |
| 15 | 653.75 | 655.15 | 653.14 | 654.54 | 654.03 | 654.122 | 2.01 |
| 16 | 655.76 | 653.93 | 655.17 | 655.71 | 655.70 | 655.254 | 1.83 |
| 17 | 652.47 | 654.04 | 654.08 | 655.41 | 652.47 | 653.694 | 2.94 |
| 18 | 653.36 | 654.11 | 655.59 | 653.82 | 653.88 | 654.152 | 2.23 |
| 19 | 652.64 | 653.03 | 652.12 | 653.82 | 652.48 | 652.818 | 1.70 |
| 20 | 652.59 | 655.65 | 653.80 | 652.23 | 654.62 | 653.778 | 3.42 |
| 21 | 655.31 | 655.15 | 653.73 | 654.45 | 653.67 | 654.462 | 1.64 |
| 22 | 652.04 | 652.50 | 655.60 | 655.52 | 655.06 | 654.144 | 3.56 |
| 23 | 653.78 | 654.91 | 652.22 | 655.18 | 655.34 | 654.286 | 3.12 |
| 24 | 652.75 | 653.56 | 655.13 | 653.18 | 652.51 | 653.426 | 2.62 |
| 25 | 653.67 | 655.51 | 652.77 | 652.34 | 655.82 | 654.022 | 3.48 |
| 26 | 654.94 | 654.19 | 652.54 | 653.32 | 653.17 | 653.632 | 2.40 |
| 27 | 654.00 | 652.17 | 653.99 | 655.80 | 653.23 | 653.838 | 3.63 |
| 28 | 654.27 | 653.63 | 654.98 | 653.59 | 655.33 | 654.360 | 1.74 |
| 29 | 653.61 | 654.28 | 653.19 | 652.46 | 655.89 | 653.886 | 3.43 |
| 30 | 655.61 | 653.81 | 652.69 | 652.10 | 652.65 | 653.372 | 3.51 |
|  |  |  |  |  |  |  |  |

## SOLUTION

The data indicate that all 150 items produced meet the new design specifications (weighing between 650 and 658 grams). Because there has been a fundamental change in the manufacturing process, it is necessary to determine new center lines and zones for the $\overline{\mathrm{X}}$ and R charts. Thus we must recalculate $\overline{\overline{\mathrm{x}}}$ and $\overline{\mathrm{R}}$. For these data

$$
\overline{\overline{\mathrm{x}}}=653.93 \quad \overline{\mathrm{R}}=2.76
$$

Figures 11.24 and 11.25 are the $R$ and $\bar{X}$ control charts, respectively, determined using Excel. As these charts indicate, the process is in control. Hence management can conclude that the modifications made to the temperature and speed of the casting process appear to have been successful in achieving the goal of tighter design specifications for the mower blade.


FIGURE 11.24 R Control Chart for McMurray Lawn Mowers


FIGURE 11.25 $\bar{X}$ Control Chart for McMurray Lawn Mowers

### 11.4 Control Charts Based on a Single-Item Sampling of Quantitative Data

## X AND $R_{m}$ CONTROL CHARTS

In some cases, it can be extremely difficult, if not impossible, to measure more than one item during a sampling period. For example, if sampling results in the destruction of the product, multiple-item sampling may be prohibitively expensive. Measuring the thrust of a solid fuel booster rocket or determining the pressure at which a laminated beam will break are examples of such destructive tests.

In other cases, the process may be extremely homogeneous, and little can be gained from conducting multi-item sampling. Determining the butterfat content per ounce in a batch of ice cream is one such example. In still other cases, such as downtime for a piece of machinery at a factory, occurrences may be of a unique or infrequent nature, thus prohibiting multi-item sampling in a practical sense.

In each of these instances, when only one item is sampled in each period, charts known as X and $\mathrm{R}_{\mathrm{m}}$ control charts, rather than $\overline{\mathrm{X}}$ and R control charts can be used to determine if the process is in control. The underlying principle behind these charts is that the process is presumed to continue to be in a state of control; hence, any variations in data values would be due solely to uncontrollable factors.

The $X$ control chart is similar to the $\overline{\mathrm{X}}$ chart, except that the X chart plots individual data values instead of the sample means. The $R_{m}$ control chart plots a moving range, rather than sample ranges. It can be used to estimate the common cause or uncontrollable variation. Values for the moving range are calculated by finding the range over n consecutive periods. Since these range values are based on an artificial subgroup of size n , in order to minimize the possibility of introducing noncommon cause variation into the process, n should be quite small. Typically, only two or three periods are used to calculate the moving range.

## CONSTRUCTING RANGES

To illustrate how to construct ranges for the $R_{m}$ chart, consider the situation faced by Motel 8 .

## MOTEL 8

Management at Motel 8 is interested in determining whether there are any unexpected trends in occupancy at its Akron, Ohio, property. It has therefore recorded the number of rooms occupied, over 11 consecutive days (periods). The data are as follows:

|  | Period (i) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| Occupancy: | 45 | 47 | 43 | 46 | 43 | 42 | 45 | 45 | 46 | 48 | 43 |

Management is interested in calculating moving ranges based on three periods as a first step in evaluating its process control.

## SOLUTION

In this problem, $x_{i}$ is the number of rooms occupied on day $i$. Using an $n=3$ period moving average, we find that the values of $R_{m}$ are:

$$
\begin{aligned}
\mathrm{R}_{\mathrm{m} 1}= & \text { Range of the first three values of } \mathrm{X} ;\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \\
= & \text { Range }(45,47,43)=47-43=4 \\
\mathrm{R}_{\mathrm{m} 2}= & \text { Range of the second three values of } X ;\left(\mathrm{x}_{2}, \mathrm{x}_{3}, \mathrm{x}_{4}\right) \\
= & \text { Range }(47,43,46)=47-43=4 \\
\mathrm{R}_{\mathrm{m} 3}= & \text { Range of the third three values of } X ;\left(\mathrm{x}_{3}, \mathrm{x}_{4}, \mathrm{x}_{5}\right) \\
= & \text { Range }(43,46,43)=46-43=3 \\
& \cdot \\
& \cdot \\
\mathrm{R}_{\mathrm{m} 9}= & \text { Range of the ninth three values of } X ;\left(\mathrm{x}_{9}, \mathrm{x}_{10}, \mathrm{x}_{11}\right) \\
= & \text { Range }(46,48,43)=48-43=5
\end{aligned}
$$

## CONSTRUCTING X AND $\mathbf{R}_{\mathbf{M}}$ CHARTS

To construct the $X$ and $R_{m}$ charts, a total of $k$ data points, $x_{1}, x_{2}, x_{3}, \ldots x_{k-1}, x_{k}$, are collected. In general, k should be at least 25 and preferably greater than 40 .

The $j^{\text {th }}$ moving range, $R_{m j}$, is then calculated by taking the range over the $n$ consecutive set of values $\left(X_{j}, X_{j+1}, X_{j+2}, \ldots X_{j+n-1}\right)$. In total, $k-n+1$ moving ranges are calculated in this fashion.

The center line for the $R_{m}$ chart, $\bar{R}_{m}$, is the average of the $k-n+1$ moving ranges. That is,

$$
\begin{equation*}
\overline{\mathrm{R}}_{\mathrm{m}}=\frac{\mathrm{R}_{\mathrm{m} 1}+\mathrm{R}_{\mathrm{m} 2}+\mathrm{R}_{\mathrm{m} 3}+\ldots+\mathrm{R}_{\mathrm{m}, \mathrm{k}-\mathrm{n}+1}}{\mathrm{k}-\mathrm{n}+1} \tag{11.19}
\end{equation*}
$$

The value, $\bar{R}_{m}$, is used as an estimate for the true process range, $E(R)$. The control limits for the $R_{m}$ chart are:

$$
\begin{align*}
& \mathrm{LCL}=\mathrm{D}_{3} \overline{\mathrm{R}}_{\mathrm{m}}  \tag{11.20}\\
& \mathrm{UCL}=\mathrm{D}_{4} \overline{\mathrm{R}}_{\mathrm{m}} \tag{11.21}
\end{align*}
$$

The center line for the $X$ chart, $\bar{x}$, is calculated by:

$$
\begin{equation*}
\overline{\mathrm{x}}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{k}} \mathrm{x}_{\mathrm{i}}}{\mathrm{k}} \tag{11.22}
\end{equation*}
$$

The control limits for the X chart are:

$$
\begin{align*}
\mathrm{LCL} & =\overline{\mathrm{x}}-3 \overline{\mathrm{R}}_{\mathrm{m}} / \mathrm{d}_{2}  \tag{11.23}\\
\mathrm{UCL} & =\overline{\mathrm{x}}+3 \overline{\mathrm{R}}_{\mathrm{m}} / \mathrm{d}_{2} \tag{11.24}
\end{align*}
$$

In the preceding formulas, the values for $D_{3}, D_{4}$, and $d_{2}$ are based on the number of periods used to determine the moving ranges, $n$, and are found in Appendix $G$.

## Determining If the Process Is Out of Control

For each period $i$, the observed $x_{i}$ value is plotted on the $X$ chart and the calculated $R_{m i}$ value on the $R_{m}$ chart. Because of the way the values of $R_{m i}$ are calculated, they
are not independent of the $x_{i}$ values. Hence sometimes only the $X$ chart is used to test for an out-of-control situation, while the $R_{m}$ chart is used to ascertain that the X chart is properly constructed.

Control tests 1 through 4 for the $\overline{\mathrm{X}}$ and R charts are also valid for the X and $R_{m}$ control charts. Furthermore, if the $x_{i}$ values follow approximately a normal distribution, control tests 5 through 8 for the $\overline{\mathrm{X}}$ chart can also be applied to the X chart. Appendix 11.2 details how to test whether the process data follows a normal distribution.

To illustrate the use of X and $\mathrm{R}_{\mathrm{m}}$ charts, consider the situation faced by Bartucci Food Products.

## BARTUCCI FOOD PRODUCTS

The principal product manufactured by Bartucci Food Products is olive oil. The oil is obtained by crushing olives, filtering the liquid to remove impurities, and

Bartucci.xls Bartucci QC.xls putting the resulting oil through a hydrogenation process. It is processed in batches of 10,000 pounds. The oil is hydrogenated for approximately six hours, until it reaches a desired color. One important characteristic of the oil is its specific gravity. The target specific gravity for the oil is .750 , or 750 out of 1000 .

Bartucci's quality control department wishes to construct $X$ and $R_{m}$ control charts based on three periods' worth of data to determine whether the current production process is in control relative to the target specific gravity. To prepare the control charts, the specific gravity was measured for 40 batches of oil. These values (with the decimal point removed) are given in the second and fifth columns of Table 11.5. The third and sixth columns of the table give the moving range based on a sample size of $\mathrm{n}=3$. (Note that the moving range cannot be determined until Observation 3 , since three periods are used in calculating this quantity.)

Table 11.5 Specific Gravity Values for Batches of Oil

| Observation | Value | Range | Observation | Value | Range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 749 |  | 21 | 739 | 27 |
| 2 | 771 |  | 22 | 763 | 24 |
| 3 | 760 | 22 | 23 | 727 | 36 |
| 4 | 744 | 27 | 24 | 739 | 36 |
| 5 | 750 | 16 | 25 | 738 | 12 |
| 6 | 762 | 18 | 26 | 763 | 25 |
| 7 | 753 | 12 | 27 | 736 | 27 |
| 8 | 747 | 15 | 28 | 746 | 27 |
| 9 | 753 | 6 | 29 | 768 | 32 |
| 10 | 757 | 10 | 30 | 740 | 28 |
| 11 | 750 | 7 | 31 | 740 | 28 |
| 12 | 739 | 18 | 32 | 730 | 10 |
| 13 | 762 | 23 | 33 | 753 | 23 |
| 14 | 763 | 24 | 34 | 767 | 37 |
| 15 | 751 | 12 | 35 | 755 | 14 |
| 16 | 771 | 20 | 36 | 757 | 12 |
| 17 | 739 | 32 | 37 | 770 | 25 |
| 18 | 740 | 32 | 38 | 741 | 29 |
| 19 | 766 | 27 | 39 | 743 | 29 |
| 20 | 741 | 26 | 40 | 754 | 13 |

## SOLUTION

Referring to Appendix $G$, for $\mathrm{n}=3, \mathrm{~d}_{2}=1.693, \mathrm{D}_{3}=0$, and $\mathrm{D}_{4}=2.575$. Figure 11.26 shows a spreadsheet that can be used to construct $X$ and $R_{m}$ charts for Bartucci Food Products. Note that the LCL, center line, and UCL for the X chart are calculated in cells E10, F10, and G10, respectively, and the LCL, center line, and UCL for the $\mathrm{R}_{\mathrm{m}}$ chart are calculated in cells I10, J10, and K10, respectively. These values are then dragged to row 49 so that the $X$ and $R_{m}$ charts can be easily constructed.


Figure 11.27 shows the $R_{m}$ control chart for this set of data as determined by Excel. As can be seen, all values of $\mathrm{R}_{\mathrm{mi}}$ fall within these control limits, and none of the four tests for an out-of-control situation is satisfied. Hence the value of $\overline{\mathrm{R}}_{\mathrm{m}}$ can be used to construct control limits for the X chart.


FIGURE 11.28
Excel Generated X Control Chart for Bartucci Food Products

FIGURE 11.29
Single-Item Quant Worksheet for Bartucci Food Products


Figure 11.28 shows the X control chart for these data, as calculated by Excel. According to the chart, all values of $\mathrm{x}_{\mathrm{i}}$ fall within these control limits.

In Appendix 11.2 we show that a normal distribution can be used to approximate the distribution of the oil's specific gravity. Hence all eight tests for process control can be used on the X control chart. An analysis of Figure 11.28 shows that the process is in control during the entire 40 periods.

## USING THE QC.XLS TEMPLATE FOR SINGLE ITEMS WITH QUANTITATIVE DATA

The QC template contains the Single-Item Quant worksheet that can be used to construct control charts for data based on single-item sampling of quantitative data. The worksheet will also perform tests $1-4$ for the values of $X$ and $R_{m}$. Figure 11.29 shows a portion of the template for the Bartucci Food Products data. Details for using the worksheet are given in Appendix 11.1.


Bartucci QC.xls


## OTHER CHARTING TECHNIQUES

Although $\bar{X}$ and $R$ and $X$ and $R_{m}$ control charts are perhaps the most common techniques for charting quantitative data, several other charting techniques are also frequently used. These include the cumulative sum (CUSUM) chart, the exponentially weighted moving average (EWMA) chart, the sample standard deviation chart, and the narrow-limit gage chart. The CUSUM chart and the EWMA chart are used for charting the process average, while the sample standard deviation chart is used for charting process variation. The narrow-limit gage chart can be used to chart both process average and variation.

Under certain conditions, these charting techniques may be better at detecting whether or not the process has shown a shift in performance than either the $\bar{X}$ and $R$ or $X$ and $R_{m}$ control charts. The interested reader may consult an advanced quality control text for a description of how to construct these control charts.

### 11.5 Quality Control

## Based on Attributes

In the previous two sections, quality control based on numerical measurements for an item of interest was presented. In many cases, however, quality is based solely on an attribute, such as the number of defects or faults in the item or the percentage of items that exhibit defects.

For example, earlier the situation faced by Little Trykes in which many of its wagon bodies failed to meet paint quality standards was discussed. In this case, quality is not defined by a numerical quantity, such as the weight of the paint applied to each wagon, but by a subjective measurement of the number of defects in the paint job for a given wagon. Such defects could have been a result of streaking, incomplete coverage, running, or splotching.

In attribute sampling, a defect is a fault that causes the product to fail to meet process specifications. Each such instance of a product's failure to meet specifications is a defect. An item is said to be defective if it has one or more defects.

## PITFALLS OF ATTRIBUTE SAMPLING

Basing quality control on attributes has certain pitfalls, including the following.

## 1. The conditions that give rise to a defect may not be well understood by all individuals involved in the process.

For example, one paint machine operator at Little Trykes may consider a small amount of streaking a defect, whereas another operator may accept the streaking as too small to warrant such a classification. It is important to achieve consistency in determining conditions that give rise to a defect.

## 2. Employees should be aware of the differences between product defects and process defects.

Paint applied to the underside of the wagon exhibiting streaking may not be considered a product defect since people rarely see the underside of a wagon. Just because the streaking occurred on the underside, however, does not negate the fact that there is a defect in the process that should be recorded. If excessive streaking is not corrected, it can eventually affect other parts of the wagon, which will make the product defective. For this reason, all process defects should be recorded, whether or not they cause the product to be defective.
3. In situations in which defects can arise from multiple sources, defects from each source should be tracked separately.
Defects arising from streaking, incomplete coverage, running, and splotching, for example, should each be tracked separately.

## 4. Recording can be partial or biased.

Frequently, when a single defect is discovered, the product is discarded and no additional defects are searched for. Such procedures can give an incomplete picture of the process defect rate, however. The problem is especially acute when inspectors have a certain bias in the way they search for defects. For example, suppose an operator at Little Trykes searches first for splotching and stops searching when a single defect is found. If $90 \%$ of all items that exhibit splotching also exhibit streaking, such a procedure will not give a true picture of the likelihood that streaking occurs.

While each of these potential pitfalls can be overcome, great care must be exercised when an operator is tracking attributes.

## STATISTICAL BASIS FOR ATTRIBUTE SAMPLING

Quality control is typically monitored by recording the number of defective units or the percentage of defective units in the set of sampled items. If the probability that a selected item is defective is p , the probability that it is not defective is q ( $=1-\mathrm{p}$ ). The probability that k out of the n sampled items are defective is given by the binomial distribution function, which is summarized as follows:

Binomial Probability Function for Number of Defective Items

Sample size $=\mathbf{n}$
Probability an item is defective $=p$
Probability an item is nondefective $=q$
Probability of $k$ defective items in the sample,

$$
\begin{equation*}
P(X=k)=\frac{n!}{k!(n-k)!} p^{k} q^{n-k} \tag{11.25}
\end{equation*}
$$

Mean number of defective items: $\mu=\mathrm{np}$
Standard deviation of number of defective items: $\sigma=\sqrt{\mathrm{npq}}$

The preceding characteristics apply to the number of defective items. In practice, we typically work with the proportion of defects in the sample. The binomial distribution applied to the proportion of defectives yields the following formulas for the mean, $\mu_{\mathrm{p}}$, and the standard deviation, $\sigma_{\mathrm{P}}$ :

> Mean and Standard Deviation of the Proportion of Defects in a Sample

Mean proportion of defective items in a sample,

$$
\begin{equation*}
\mu_{\mathrm{p}}=\mathrm{p} \tag{11.28}
\end{equation*}
$$

Standard deviation for the proportion of defective items in a sample,

$$
\begin{equation*}
\sigma_{\mathrm{p}}=\sqrt{\mathrm{pq} / \mathrm{n}} \tag{11.29}
\end{equation*}
$$

Since the value of p , the probability that an individual item is defective, is unknown, it must be estimated from sample data. If $x_{i}$ is the number of defective items in sample $i$, and $n_{i}$ is the size of the sample taken at period $i$, the estimate for $\mathrm{p}, \overline{\mathrm{p}}$, is:

$$
\begin{equation*}
\overline{\mathrm{p}}=\sum \mathrm{x}_{\mathrm{i}} / \sum \mathrm{n}_{\mathrm{i}} \tag{11.30}
\end{equation*}
$$

If the sample sizes, $\mathrm{n}_{\mathrm{i}}$, are the same for all periods, p can be estimated by taking $k$ samples, determining the proportion of defects in sample $i, p_{i}$, and averaging these proportions:

$$
\begin{equation*}
\overline{\mathrm{p}}=\frac{\sum_{i=1}^{\mathrm{k}} \mathrm{p}_{\mathrm{i}}}{\mathrm{k}} \tag{11.31}
\end{equation*}
$$

Once $\overline{\mathrm{p}}$ has been determined, the values of $\overline{\mathrm{p}}$ and $\overline{\mathrm{q}}(=1-\overline{\mathrm{p}})$ are used as estimates for p and q in Equations 11.25 through 11.29.

## TESTING FOR PROCESS CONTROL USING P CHARTS FOR FIXED SAMPLE SIZES

In attribute sampling, a p chart is used to determine whether or not a process is in control. Here, the estimated value $\overline{\mathrm{p}}$ is used for the center line, and the proportion of defective items is recorded for each period.

As with the control charts discussed in the previous two sections, the upper and lower control limits are based on the mean plus or minus three standard deviations ( $\sigma_{\mathrm{p}}$ ). Given that a sample of size n is taken in period, $\sigma_{\mathrm{p}}$ is estimated to be $\sqrt{\overline{\mathrm{p}}} \overline{\mathrm{q}} / \mathrm{n}$. Hence the upper and lower control limits for the p chart are:

$$
\begin{align*}
& \text { LCL: } \overline{\mathrm{p}}-3 \sqrt{\overline{\mathrm{p}} \overline{\mathrm{q}} / \mathrm{n}}  \tag{11.32}\\
& \text { UCL: } \overline{\mathrm{p}}+3 \sqrt{\overline{\mathrm{p}} \overline{\mathrm{q}} / \mathrm{n}} \tag{11.33}
\end{align*}
$$

Since a proportion cannot be negative, if the calculation in Equation 11.32 yields a negative number, the LCL is set to 0 . Tests 1 through 4 for the X and R charts can also be used on the p chart to determine whether the process is in control.

To illustrate these concepts, consider the following situation at Little Trykes Toys, Inc.

## LITTLE TRYKES TOYS, INC. (CONTINUED)

Every hour, a sample of four wagons is selected at random from the production line, and their paint jobs are inspected for defects. The number of each type of defect (streaking, incomplete coverage, running, or splotching) is recorded for each wagon inspected, and the number of defective paint jobs in each sample is also tallied.

Because the plant operates 10 hours a day, a total of 40 wagon paint jobs are inspected daily. Over a 50 -day period, the data in Table 11.6 were recorded. Management wishes to determine whether the painting process is in control.

| Little Trykes QC.xls | ble 11.6 Wagon Paint Jobs Inspected Daily |  |  |
| :---: | :---: | :---: | :---: |
|  | Day <br> (i) | Number of Defectives $\left(x_{i}\right)$ | Proportion Defective ( $\mathrm{p}_{\mathrm{i}}$ ) |
|  | 1 | 4 | . 100 |
|  | 2 | 1 | . 025 |
|  | 3 | 5 | . 125 |
|  | 4 | 3 | . 075 |
|  | 5 | 6 | . 150 |
|  | 6 | 4 | . 100 |
|  | 7 | 2 | . 050 |
|  | 8 | 6 | . 150 |
|  | 9 | 2 | . 050 |
|  | 10 | 4 | . 100 |
|  | 11 | 3 | . 075 |
|  | 12 | 4 | . 100 |
|  | 13 | 1 | . 025 |
|  | 14 | 4 | . 100 |
|  | 15 | 1 | . 025 |
|  | 16 | 6 | . 150 |
|  | 17 | 4 | . 100 |
|  | 18 | 1 | . 025 |
|  | 19 | 1 | . 025 |
|  | 20 | 1 | . 025 |
|  | 21 | 6 | . 150 |
|  | 22 | 3 | . 075 |
|  | 23 | 5 | . 125 |
|  | 24 | 1 | . 025 |
|  | 25 | 5 | . 125 |
|  | 26 | 3 | . 075 |
|  | 27 | 3 | . 075 |
|  | 28 | 3 | . 075 |
|  | 29 | 2 | . 050 |
|  | 30 | 1 | . 025 |
|  | 31 | 2 | . 050 |
|  | 32 | 0 | . 000 |
|  | 33 | 3 | . 075 |
|  | 34 | 3 | . 075 |
|  | 35 | 3 | . 075 |
|  | 36 | 8 | . 200 |
|  | 37 | 5 | . 125 |
|  | 38 | 2 | . 050 |
|  | 39 | 2 | . 050 |
|  | 40 | 0 | . 000 |
|  | 41 | 4 | . 100 |
|  | 42 | 4 | . 100 |
|  | 43 | 5 | . 125 |
|  | 44 | 5 | . 125 |
|  | 45 | 4 | . 100 |
|  | 46 | 0 | . 000 |
|  | 47 | 3 | . 075 |
|  | 48 | 4 | . 100 |
|  | 49 | 2 | . 050 |
|  | 50 | 1 | . 025 |

## SOLUTION

Based on the 50 days of samples, $\overline{\mathrm{p}}$ is calculated as:

$$
\overline{\mathrm{p}}=(.10+.025+.125+\ldots+.10+.05+.025) / 50=.0775
$$

Thus, since $\overline{\mathrm{q}}=1-\overline{\mathrm{p}}=1-.0775=.9225$, and $\mathrm{n}=40$, the lower control limit is:

$$
\mathrm{LCL}=\overline{\mathrm{p}}-3 \sqrt{\overline{\mathrm{p}} \overline{\mathrm{q}} / \mathrm{n}}=.0775-3 \sqrt{(.0775 * .9225) / 40}=.0775-.1268=-.0493
$$

As this is a negative number, the LCL is set to 0 .
The upper control limit is:

$$
\mathrm{UCL}=\overline{\mathrm{p}}+3 \sqrt{\overline{\mathrm{p}} \overline{\mathrm{q}} / \mathrm{n}}=.0775+3 \sqrt{(.0775 * .9225) / 40}=.0775+.1268=.2043
$$

Thus the control limits range from 0 to .2043 . Since the proportion of defective items ranges from 0 to .20 , the control limits are not exceeded.

## USING QC.XLS TO CONSTRUCT P CHARTS

The QC.xls template has a worksheet entitled Attributes that can be used to construct p charts as well as test for out-of-control situations. Details for using the worksheet: are given in Appendix 11.1.

Figure 11.30 shows this Attributes worksheet for the Little Trykes Toys data.


FIGURE 11.30 Attributes Worksheet for Little Trykes Toys

The data for constructing the p chart is contained in columns E through M. The p chart shown in Figure 11.31 was generated using Excel's Chart Wizard.

FIGURE 11.31
Excel Generated p Chart


You can verify if the process is out of control by looking at columns Z through AC of the Attributes worksheet．Figure 11.32 shows these columns for the Little Trykes data．We see that the value in row 5 for test 2 is 2 ，indicating that two out－ of－control conditions have occurred．As also seen from this figure，these occurred in periods 34 and 35.

| 区M | Microsoft Exc | cel－Little Tryk | kes QC |  |  |  |  |  |  |  |  |  | －可区 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 目 | Ele Edr y | lew Insert Fgr | mat Iods Diata | Wind | ndow Help |  |  |  |  |  |  |  | － d $_{\text {x }}$ |
| $\square$ | 家皿同 | 寛 | $\cdots+\mathrm{cx}$－ $\boldsymbol{\Sigma}$ | f＊ |  | Aris |  | － 10 － | B I $\underline{\mathrm{U}}$ | 플 플 | \％ 30 | － | ＊ |
|  |  | $\rightarrow$＝ |  |  |  |  |  |  |  |  |  |  |  |
|  | A | B | C | D | Y | Z | AA | $A B$ | AC | AD | AH | Al | － $\boldsymbol{-}^{\text {a }}$ |
| 1 | Quality Con | ntrol Based on | $n$ Attributes |  |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | Number of | Periods | 50 |  |  |  |  |  |  |  |  |  |  |
| 4 | Sample Siz | ze（if same） | 40 |  |  | Total Num | of Inci | nces |  |  |  |  |  |
| 5 |  |  |  |  |  | 0 | 2 | 0 | 0 |  |  |  |  |
| 6 | Period \＃ | \＃Defectives | Sample Size |  | Period \＃ | Test 1 | Test 2 | Test 3 | Test 4 |  |  |  |  |
| 7 | 1 | 4 | 40 |  | 1 |  |  |  |  |  |  |  |  |
| 8 | 2 | 1 | 40 |  | 2 |  |  |  |  |  |  |  |  |
| 9 | 3 | 5 | 40 | － | 3 |  |  |  |  |  |  |  |  |
| 10 | 4 | 3 | 40 | － | 4 |  |  |  |  |  |  |  |  |
| 11 | 5 | ， | 40 | － | 5 |  |  |  |  |  |  |  |  |
| 12 | 6 | 4 | 40 | － | 6 |  |  |  |  |  |  |  |  |
| 13 | 7 | 2 | 40 | － | 7 |  |  |  |  |  |  |  |  |
| 14 | 8 | 6 | 40 | － | 8 |  |  |  |  |  |  |  |  |
| 15 | 9 | 2 | 40 | － | 9 |  |  |  |  |  |  |  |  |
| 16 | 10 | ， | 40 | － | 10 |  |  |  |  |  |  |  |  |
| 17 | 11 | 3 | 40 | － | 11 |  |  |  |  |  |  |  |  |
| 18 | 12 | 4 | 40 | － | 12 |  |  |  |  |  |  |  |  |
| 19 | 13 | 1 | 40 |  | 13 |  |  |  |  |  |  |  | － |
| 38 | 32 | 0 | 40 |  | 32 |  |  |  |  |  |  |  | $\stackrel{\rightharpoonup}{*}$ |
| 39 | 33 | 3 | 40 |  | 33 |  |  |  |  |  |  |  |  |
| 40 | 34 | 3 | 40 |  | 34 |  | 2 |  |  |  |  |  |  |
| 41 | 35 | 3 | 40 |  | 35 |  | 2 |  |  |  |  |  |  |
| 42 | 36 | 8 | 40 |  | 36 |  |  |  |  |  |  |  |  |
| 43 | 37 | 5 | 40 |  | 37 |  |  |  |  |  |  |  |  |
| 44 | 38 | 2 | 40 |  | 38 |  |  |  |  |  |  |  |  |
| 45 | 39 | 2 | 40 |  | 39 |  |  |  |  |  |  |  |  |
| ｜r｜／ | － 1 ｜$\lambda$ attr | ributes／ | $1 /$ |  |  |  |  |  |  |  |  |  | $1 \cdot 1$ |

TESTING FOR PROCESS CONTROL USING A STANDARDIZED
p CHART P CHART
p charts work well when the sample size is the same in each period．However，if the sample size， $\mathrm{n}_{\mathrm{i}}$ ，varies from period to period，so too will the control limits．In
such cases, the control limits for each period i can be calculated by substituting $\mathrm{n}_{\mathrm{i}}$ for n in Equations 11.32 and 11.33.

One way to avoid the difficulty of control limits that change from period to period is to use a standardized p chart. In this technique, the proportion of defective items in each period is standardized by calculating the following $z$-score:

$$
\begin{equation*}
\mathrm{z}_{\mathrm{i}}=\frac{\left(\mathrm{p}_{\mathrm{i}}-\overline{\mathrm{p}}\right)}{\sqrt{\overline{\mathrm{p}} \overline{\mathrm{q}} / \mathrm{n}_{\mathrm{i}}}} \tag{11.34}
\end{equation*}
$$

The plot of these $z$ scores is known as a standardized p chart. Since this procedure is based on the standard normal random variable, z , the chart has a center line of $\mathrm{z}=$ 0 and upper and lower control limits of +3 and -3 , respectively.

To illustrate the standardized p chart, let us return to attribute sampling at Little Trykes Toys, Inc.

## LITTLE TRYKES TOYS, INC. (CONTINUED)

The analysis of the p chart showed that the painting process was out of control. Also the proportion of defective wagon paint jobs is approximately $8 \%$. This figure is exceedingly high and is affecting the profitability of the wagon line.

After studying the fishbone diagram, management decided to institute more frequent paint nozzle cleanings, place the wagons 10 centimeters further from the nozzle during the painting process, and operate the painting machine at a slower speed. During a 20-day test period, various-sized samples were collected and the data in Table 11.7 were recorded. Management wishes to know whether the process is now operating in control.

Table 11.7 Proportion of Defective Wagon Paint Jobs in a 20-Day Test Period

| Day <br> $(i)$ | Number of Samples <br> $\left(n_{i}\right)$ | Number of Defectives <br> $\left(\mathrm{x}_{\mathrm{i}}\right)$ | Proportion Defective <br> $\left(\mathrm{p}_{\mathrm{i}}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 40 | 3 | .0750 |
| 2 | 45 | 4 | .0889 |
| 3 | 46 | 1 | .0217 |
| 4 | 53 | 1 | .0189 |
| 5 | 59 | 0 | .0000 |
| 6 | 64 | 0 | .0000 |
| 7 | 47 | 3 | .0638 |
| 8 | 54 | 3 | .0556 |
| 9 | 64 | 1 | .0156 |
| 10 | 50 | 2 | .0400 |
| 11 | 40 | 0 | .0000 |
| 12 | 59 | 4 | .0678 |
| 13 | 66 | 0 | .0000 |
| 14 | 53 | 1 | .0189 |
| 15 | 64 | 1 | .0156 |
| 16 | 69 | 2 | .0290 |
| 17 | 50 | 0 | .0000 |
| 18 | 51 | 2 | .0392 |
| 19 | 55 | 1 | .0182 |
| 20 | 43 | 1 | .0233 |

## SOLUTION

Over this 20-day period, a total of 1072 wagons were sampled, and 30 wagons were found to be defective. Therefore $\overline{\mathrm{p}}=30 / 1072=.0280$. For day 1 , then, the standardized $z$-score value, $\mathrm{z}_{1}$, calculated using Equation 11.34, is:

$$
\mathrm{z}_{1}=\frac{(.075-.0280)}{\sqrt{(.0280 * .9720 / 40)}}=1.80
$$

The other z-scores can be calculated in a similar fashion.
Figure 11.33 shows an Excel spreadsheet that calculates the standardized z scores corresponding to the proportion of defects.


FIGURE 11.33 Excel Spreadsheet Showing Standardized z Scores

## Using the QC.xls Template to Construct Standardized p Charts

As an alternative to developing a spreadsheet to calculate standardized z scores, one can use the Attributes worksheet on the QC.xls template. This will determine whether the process is in control as well as plot the standardized p chart. Details for using the template are given in Appendix 11.1.

Figure 11.34 gives the p chart, while Figure 11.35 gives the standardized p chart for this data calculated from the Attributes worksheet. Both charts were generated using the standard charting features of Excel.

From these figures, it appears that the process is in control since none of tests 1 through 4 is satisfied. In addition, the sample defect rate has been reduced from .0775 to .0280 as a result of the modifications in the painting process.


FIGURE 11.34 Excel Generated p Chart for Little Trykes Toys


FIGURE 11.35 Excel Generated Standardized p Chart for Little Trykes Toys

## OTHER CHARTING TECHNIQUES

As in the case of control charts used for measuring quantitative data, a number of other forms of control charts can be used for charting attribute data. These include charting the number of nonconforming units per sample by using an np chart; charting the number of nonconformities per fixed inspection unit by using a c chart; and charting the number of nonconformities per variable inspection unit by using a u chart. A discussion of the conditions under which we would vary from the p or standardized p chart is beyond the scope of this text. The interested reader is again referred to an advanced quality control text.

### 11.6 Economic Issues in Achieving Quality

Companies often have a choice of different strategies for achieving quality. These include determining design specifications, setting parameters for the production process, and designing the sampling scheme for quality control inspection. In this section, it is shown how to conduct an economic analysis to determine an optimal plan for achieving quality.

## COSTS RELATED TO QUALITY

When conducting an economic analysis, the focus should be on the costs related to quality. These costs typically fall into three categories: production costs, control costs, and customer satisfaction costs.

## Production Costs

Different materials and processes affect the quality of the goods produced. A fishbone chart can help clarify the effect of different methods/procedures, manpower/personnel, materials, and machinery/equipment on quality. For example, an experienced machine operator who recalibrates machinery after each item is produced tends to produce fewer defectives than a novice operator who recalibrates machinery only once a month. Similarly, better grades of raw materials normally results in fewer defective items. Of course, the increased time spent calibrating the machine, the higher wages paid to the experienced worker, and the increased expense of using better grades of raw materials all result in higher production costs. Such additional costs cannot always be justified by increased customer satisfaction.

## Control Costs

At one extreme, the quality control program could avoid monitoring the quality of a firm's products or services altogether. While this might minimize direct costs, it could also result in higher costs associated with customer dissatisfaction.

At the other extreme, every item produced or every service provided could be subject to careful inspection. Products failing to meet design specifications would then be corrected or discarded prior to customer delivery. While this plan could result in high customer satisfaction, it may be economically infeasible due to the high costs associated with complete sampling. Of course, such a quality control plan is impossible if the sampling results in destruction of the item.

## Customer Satisfaction Costs

Customer satisfaction can be measured qualitatively through surveys. But the real test of customer satisfaction is whether an individual remains a customer. A firm that satisfies its customers is assured of future sales and profitability due to its good reputation. By the same token, producing items that do not satisfy customers is a prescription for failure.

## USING THE QUADRATIC LOSS FUNCTION IN PERFORMING AN ECONOMIC ANALYSIS

One popular approach to performing an economic analysis to achieve quality uses a quadratic loss function. This function assumes that there is an ideal measurement for product conformance and that any deviation from this ideal results in a
potential loss to society. In particular, if the product has an ideal measurement of c, but the actual measurement for the item is $x$, the expected loss to society can be approximated by the function,

$$
\mathrm{L}(\mathrm{x})=\mathrm{k}(\mathrm{x}-\mathrm{c})^{2}
$$

where k is a constant that is determined empirically.
For example, the ideal energy output of a 600 -watt microwave oven is 600 watts. If the oven produces higher or lower energy outputs, items can be improperly cooked or require adjustment in cooking time. Consequently, consumers might have to spend time carefully monitoring the items cooking in the oven or risk a decline in the quality of the prepared meal.

One result of using a quadratic loss function is that deviations of a specific magnitude either above or below the ideal measurement will result in the same loss value. Although this may be reasonable for a microwave oven, in many circumstances only a deviation in one direction is harmful. For example, suppose a tire manufacturer determines that the ideal design life of one of its radial models is 60,000 miles. While a tread life of 55,000 miles is detrimental, there is no loss to society if the firm puts additional tread on the tire, giving it a design life of 65,000 miles.

## DETERMINING THE VALUE OF CHANGES IN DESIGN SPECIFICATIONS AND FULL INSPECTION

Although a quadratic loss function can be applied to products as well as services, our discussion is focused on a manufacturing setting. In particular, we perform an economic analysis to determine product design specifications as well as the value of full inspection. To illustrate these concepts, consider the Panasony Appliance Company.

## PANASONY APPLIANCE COMPANY

Among the many electronic items produced by the Panasony Appliance Company is the Panasony model 6210 S clock radio. This radio uses a manual dial to tune in AM and FM radio stations.

From numerous customer focus studies, the company has determined that the ideal resistance (friction) for this tuning dial is 20 nc (Newton centimeters). If the dial has a resistance either higher or lower than the ideal, certain users of the product may have difficulty tuning the radio to the station they desire.

A customer who deems that the tuning dial is not working properly will return the clock radio to the store at which it was purchased. The store, in turn, will return the radio to Panasony for a credit. The average cost of inspecting and repairing a returned clock radio is $\$ 18$, and the cost of repackaging the radio is an estimated $\$ 2$. Panasony also estimates a $\$ 10$ loss in customer goodwill for each radio returned. This loss includes the cost of the customer's making an extra trip to the store to return the item as well as the loss of future profitability due to the decreased likelihood that the customer will purchase additional Panasony products.

Management scientists at Panasony have conducted focus group studies to determine the likelihood that a customer will return a radio. The studies have revealed that if the resistance is set at 18 or 22 nc , approximately $2 \%$ of consumers will find the tuning dial so difficult to use that they will consider the clock radios defective. This percentage increases to approximately $8 \%$ if the resistance is set at 16 or 24 nc . Based on these data, the management science team estimates that the probability that a customer will return the radio because of tuning difficulties can
be expressed by the quadratic function $.005(\mathrm{x}-20)^{2}$, where x is the dial resistance as measured in Newton centimeters.

The manufacturing process currently used to produce the dials has resulted in a resistance that approximately follows a normal distribution, with a mean of 20 nc and a standard deviation of 1 nc . According to design specifications, any dial tested that has a resistance greater than 23 or less than 17 nc is manually readjusted to the ideal resistance of 20 nc . This is estimated to cost $\$ 0.81$ per unit, but would drop to $\$ 0.19$ per unit if Panasony decided to inspect and recalibrate every unit using an automated testing system.

Panasony is considering a number of options to improve the quality of its dial. In particular, the company is interested in changing the dial design specifications and going to full inspection of each dial. It wishes to perform economic analyses to address these issues.

## SOLUTION

## Design Specifications

A breakeven analysis can be performed to determine the design specification limits for the dial resistance. Specifically Panasony wishes to determine the values for the dial resistance, x , for which it is not cost effective to do the recalibration. To do this, the loss function, $\mathrm{L}(\mathrm{x})$, is compared to the recalibration cost, $\mathrm{R}(\mathrm{x})$. Hence it must first determine the loss function, $\mathrm{L}(\mathrm{x})$.

Each returned radio results in an associated total loss of $\$ 30$ due to the repair cost (\$18), repackaging cost (\$2), and customer goodwill cost (\$10). Since the probability that a customer will return a clock radio with a resistance of x is $.005(x-20)^{2}$, the expected loss associated with a dial's having a resistance of x is:

$$
\mathrm{L}(\mathrm{x})=30 * .005(\mathrm{x}-20)^{2}=.15(\mathrm{x}-20)^{2}
$$

If the company manually readjusts each dial that does not meet design specifications, it will incur a constant cost, $\mathrm{R}(\mathrm{x})=\$ 0.81$. Equating these costs gives the breakeven values for x . Solving $\mathrm{L}(\mathrm{x})=\mathrm{R}(\mathrm{x})$ gives:

$$
.15(\mathrm{x}-20)^{2}=.81
$$

The above expression simplifies to

$$
.15 x^{2}-6 x+60=.81
$$

or

$$
.15 x^{2}-6 x+59.19=0
$$

Solving for x using the quadratic formula, gives:

$$
x=17.68 \text { or } x=22.32
$$

Hence, to be cost effective, Panasony should use design specifications of 17.68 to 22.32 nc , instead of its current specifications of 17 and 23 nc . In particular, any dial with a tension of either less than 17.68 nc or greater than 22.32 nc should be readjusted.

The manufacturing process produces dials that follow a normal distribution with a mean of 20 nc and a standard deviation of 1 nc . A design specification of 17.68 nc corresponds to a z value of -2.32 and 22.32 nc corrrsponds to a z value of
+2.32 . Hence, using the standard normal distribution table in Appendix A, the likelihood that a radio dial will have a resistance less than 17.68 or greater than 22.32 is $.0102+.0102=.0204$. That is, using these design specifications, we find that approximately $2 \%$ of the inspected dials will require recalibration.

## Determining Whether Full Inspection Is Worthwhile

Full inspection will lower the recalibration cost per dial from $\$ 0.81$ to $\$ 0.19$, producing a discount of over $75 \%$. It will also eliminate the potential goodwill loss, which is a matter of some concern to management.

One simple approach for determining whether or not inspection and recalibration of every dial is worthwhile is to compare the expected loss per unit if Panasony does no inspections of the dials with the cost of inspecting and recalibrating every dial. ${ }^{5}$ If the loss function is modeled by the quadratic equation, $\mathrm{L}(\mathrm{x})=$ $\mathrm{k}(\mathrm{x}-\mathrm{c})^{2}$, the expected loss per unit ${ }^{6}$ is given by

$$
\mathrm{E}(\mathrm{~L})=\mathrm{k}\left(\sigma^{2}+(\mu-\mathrm{c})^{2}\right)
$$

where:

$$
\begin{aligned}
& \mu=\text { the mean of the probability distribution for } \mathrm{x} \\
& \sigma=\text { the standard deviation of the probability distribution for } \mathrm{x}
\end{aligned}
$$

For Panasony, $\mu=20 \mathrm{nc}$ and $\sigma=1 \mathrm{nc}$. Since the quadratic loss function is $\mathrm{L}(\mathrm{x})=$ $.15(\mathrm{x}-20)^{2}, \mathrm{k}=.15$ and $\mathrm{c}=20$, then:

$$
\mathrm{E}(\mathrm{~L})=\mathrm{k}\left[\sigma^{2}+(\mu-\mathrm{c})^{2}\right]=.15\left[1+(20-20)^{2}\right]=\$ 0.15
$$

Because the expected cost per unit, $\mathrm{E}(\mathrm{L})=\$ 0.15$, is less than the $\$ 0.19$ cost of inspecting every unit, Panasony is better off not inspecting every dial.

## Determining Whether Changes in Processes or Materials Are Worthwhile

Panasony has developed a fishbone chart and has identified two important factors that can influence quality: (1) varying the frequency of calibration for the machine used to assemble the dials; and (2) substituting a rubber bushing for the plastic bushing currently used. To determine whether or not these changes are worthwhile, let us consider performing another economic analysis.

## PANASONY APPLIANCE COMPANY (CONTINUED)

Presently, the machine used at Panasony for dial assembly is recalibrated at the start of each shift. The firm is considering two possible changes to the recalibration schedule: (1) recalibrating twice during each of the firm's three shifts or (2) recalibrating only once a day.

After conducting several production runs using each of these two schemes, management has determined that recalibrating the machine twice each shift would

[^66]not result in any change in the mean dial resistance but would reduce the standard deviation of dial resistance from 1 to .95 nc and add $\$ 0.018$ to the cost of a dial.

Recalibrating the machine once a day would reduce the production cost per dial by $\$ 0.012$ and change the distribution of the dial resistance so that it would follow approximately a uniform distribution between 18.2 and 22.0 nc .

After conducting a test run of 2000 dials using a rubber bushing instead of plastic, Panasony found that dial resistance follows a normal distribution, with a mean of approximately 20 nc and a standard deviation of about .85 nc . Using rubber instead of plastic for the bushings, however, adds $\$ 0.032$ to the production cost of a dial.

Management wishes to determine which, if either, of the two possible modifications in the recalibration schedule to adopt and whether it is worthwhile to change to a rubber bushing.

## SOLUTION

## Recalibrating the Machine Twice Each Shift

In this case, the expected loss per unit is:

$$
\mathrm{E}(\mathrm{~L})=\mathrm{k}\left[\sigma^{2}+(\mu-\mathrm{c})^{2}\right]=.15\left[.95^{2}+(20-20)^{2}\right]=\$ 0.135
$$

This is a $\$ 0.015$ per unit decrease in the expected loss per dial from the current $\$ 0.15$ value. Since the additional cost per unit of two recalibrations per shift, $\$ 0.018$, is more than the savings of $\$ 0.015$, Panasony should not make the change.

## Recalibrating the Machine Once Each Day

In this case, the dial resistance now follows a uniform distribution. For a random variable, $X$, that is uniformly distributed between a and $b$, its mean equals ( $a+$ b) $/ 2$ and its standard deviation equals $(\mathrm{b}-\mathrm{a}) / \sqrt{12}$. For Panasony, $\mathrm{a}=18.2$ and $\mathrm{b}=22.0$, so that $\mu=(18.2+22.0) / 2=20.1$ and $\sigma=(22.0-18.2) / \sqrt{12}=$ $3.8 / \sqrt{12}=1.097$. Thus the expected loss per unit is:

$$
\mathrm{E}(\mathrm{~L})=.15\left[1.097^{2}+(20-20.1)^{2}\right]=\$ 0.182
$$

This is an increase of $\$ 0.182-\$ 0.15=\$ 0.032$ in the expected loss per dial. Since this increase in expected loss is greater than the $\$ 0.012$ savings per unit, this change is clearly not cost effective either.

## Changing from a Plastic to a Rubber Bushing

Using the rubber bushings decreases the standard deviation of the dial resistance from 1 to .85 nc . As a result, the expected loss per dial equals:

$$
\mathrm{E}(\mathrm{~L})=\mathrm{k}\left[\sigma^{2}+(\mu-\mathrm{c})^{2}\right]=.15\left[.85^{2}+(20-20)^{2}\right]=.108
$$

This is a $\$ 0.042$ decrease in the expected loss per dial from the current $\$ 0.15$ value. Since the additional cost of changing to the rubber bushing is only $\$ 0.032$, the firm should make this change.

A further analysis revealed that changing to a rubber bushing and increasing the number of machine recalibrations to twice each shift reduces the standard deviation by an additional $10 \%$. This option, as well as the benefits of the other options considered, resulted in the following report to Panasony management addressing the issues of the design specification and inspection scheme.

# MEMORANDUM 

To: Fujimori Akio<br>General Manager, Panasony Consumer Products Division

From: Student Consulting Group
Subj: Tuning Dial Resistance for the Model 6210S Clock Radio

We have conducted an analysis of the tuning dial used in the production of the Model 6210 S clock radio at the Panasony plant in San Diego, California. The principal focus of our analysis is to ensure that the tuning dial exhibits proper resistance to consumers.

After conducting several focus group studies, we determined that the ideal resistance for the tuning dials is 20 Newton centimeters. This level provides proper tension to allow the user to accurately tune in the radio station desired but does not make the tuning operation too difficult to perform. Our focus group studies also revealed that, if the resistance is set at 18 or 22 Newton centimeters, approximately $2 \%$ of consumers find the tuning dial so difficult to use that they view the clock radios as defective. This percentage increases to approximately $8 \%$ when the resistance is set at 16 or 24 Newton centimeters.

If a radio is returned to Panasony because the consumer judges it to be defective, it will cost the company an estimated $\$ 18$ to inspect and repair the radio and an additional $\$ 2$ for repackaging. Through our focus group studies, we determined that there is a customer goodwill loss of $\$ 10$ in such cases.

At present, the machine used to produce the tuning dial is recalibrated at the start of each shift. The current design specifications call for a manual recalibration of a tuning dial if the dial has a resistance of less than 17 or more than 23 Newton centimeters. Recalibration costs $\$ 0.81$ per unit, but this cost would be reduced to $\$ 0.19$ per unit if every unit is inspected and recalibrated. An analysis of the control charts maintained for the tuning dials shows that the tuning dial resistance manufacturing process is in control. Among the issues addressed in our analysis are:

1. Should the design specifications be reset?
2. Should the company do a complete inspection of each tuning dial?

By conducting an economic analysis of the current production process, we are able to make the following recommendations:

1. The design specifications should be modified so that if a tuning dial has a resistance greater than 22.32 or less than 17.68 , its resistance should be manually reset to 20 Newton centimeters by the machine operator.
2. The company should maintain its present sampling system instead of complete inspection of each tuning dial.

We considered possible modifications to the manufacturing processes that might improve quality. By carefully analyzing the processes and materials possibly affecting the resistance of a tuning dial, we determined that modifying the frequency of machine recalibrations and changing the bushing from plastic to rubber might be worthwhile.

Further analysis revealed, however, that, while modifications to the frequency of machine recalibrations alone is not worthwhile, substituting a rubber bushing for the plastic bushing presently used is cost effective. In particular, although using rubber bushings increases the manufacturing cost by $\$ 0.032$ per unit, the concurrent decrease in expected losses of $\$ 0.042$ per unit results in a savings to the company of $\$ 0.01$ per dial. Over the course of a year, since the company produces 200,000 clock radios, this simple change results in an annual savings of $\$ 2000$. Figure I shows the percentage of the total expected loss eliminated by changing over to the rubber bushing.


FIGURE I Percentage of Expected Loss Eliminated by Using a Rubber Bushing

Finally, we investigated the effect of changing to the rubber bushing and increasing the number of machine recalibrations to two per shift. This results in a further additional cost of $\$ 0.018$ per unit, but it reduces the process variability by an additional $10 \%$. An economic analysis revealed that this is worthwhile, saving approximately an additional $\$ 1125$ per year. The percentage of the total expected loss eliminated by changing over to the rubber bushing and increasing the number of machine recalibrations per shift to two is illustrated in Figure II. Thus our recommendation is as follows:

1. Replace the plastic bushing presently used in the tuning dial with a rubber bushing.
2. Recalibrate the machinery used for producing the tuning dials at the beginning of and midway through each shift.

Should Panasony be interested in investigating further modifications to its production process, we would be happy to assist in these endeavors.


### 11.7 Summary

Firms can use various methodologies to monitor and improve the quality of the products or services they provide. Managerial approaches include the use of fishbone and process flow diagrams to focus on process changes that affect quality.

Control charts are effective tools for monitoring quantitative data. For situations in which multi-item samples are taken periodically, $\overline{\mathrm{X}}$ charts are used to monitor the process mean and R charts are used to monitor the process variation. In situations in which only a single measurement is taken each period, X charts are used to monitor the process mean and $\mathrm{R}_{\mathrm{m}}$ charts are used to monitor the process variation.

Control charts can be used in a number of different ways to detect that a process is out of control. These include points above the upper control limit or below the lower control limit; nine or more consecutive points on one side of the center line; six consecutive points moving in the same trend; and 14 consecutive oscillating points.

In situations in which the data points follow a normal distribution (such as for the $\overline{\mathrm{X}}$ chart), four additional tests can be used: two of three points are in zone A or beyond; four of five points are in zone B or beyond; eight consecutive points fall outside the C zones; and 15 consecutive points fall within the C zones.

Careful attention must be paid to the difference between the process being in control and meeting design specifications. A process may meet design specifications and still be out of control, or a process may be in control and not meet design specifications. In the latter case, either the design specifications need to be revised or the process should be substantially modified.

Control charts can also be used to monitor attribute data. In doing so, it is important to distinguish between process defects and product defects. Both p charts and standardized $p$ charts are useful in detecting process defects.

Economic analysis can be performed to determine such issues as optimal design specifications, the worth of complete inspection of each unit, and the costeffectiveness of proposed modifications in the production process. Although a quadratic loss function was used to illustrate these concepts, the methodology extends to any situation in which the expected loss can be measured.

## Also on the CD-ROM

| Spreadsheet for determining means and ranges | Duralife.xls |
| :--- | :--- |
| Spreadsheets for multi-item sampling | McMurray QC.xls |
|  | McMurray(revised) |
| QC.xls |  |
| Spreadsheets for single-item sampling | Bartucci.xls |
| Spreadsheet for attribute sampling-p chart | Little Trykes QC.xls |
| Spreadsheet for attribute sampling-standardized p chart | Little Trykes.xls |
| - Excel template for solving quality control problem | QC.xls |

## APPENDIX 11.1

## Using the QC.xls Template

The QC.xls template can be used for analyzing multi-item and single-item sampling of quantitative data, analyzing attribute data, and for constructing $\bar{X}$ and $R$ charts. The template contains three worksheets: Multi-Item Quant, Single-Item Quant, and Attributes. The template also contains worksheet tabs for displaying the X bar chart (X-Bar Chart) and the R chart ( $\mathbf{R} \mathbf{C h a r t}$ ) for data entered on the Multi-Item Quant worksheet.

## MULTI-ITEM QUANT WORKSHEET

This worksheet can analyze up to 100 periods of data with up to 12 samples collected per period. Figures 11.9 and 11.23 in Section 11.3 are examples of this worksheet for the McMurray Lawn Mower Manufacturing data. The spreadsheet is used as follows:

- In cell C3 input the number of periods for which data is collected and in cell C 4 input the number of samples taken per period.
- Then input data values into the blue area starting with row 8 .

The spreadsheet will create both $\overline{\mathrm{X}}$ and R control charts based on the first 60 periods worth of data. The $\bar{X}$ chart can be viewed by opening the tab "X-Bar Chart," while the R chart can be viewed by opening the tab " R Chart." To view fewer or more than 60 periods of data:

- Position the mouse over the chart.
- Right click the mouse, select "Source Data," and enter the appropriate data range. For example, if the chart should include 100 periods of data, the appropriate data range would be to row 107 instead of row 67 .

The template automatically calculates the LCL, UCL, center line, and zones based on the data values inputted. If you wish to preset these values for the $\bar{X}$ chart, simply input the desired values in cells Q6 through W6. If you wish to preset these values for the R chart, input the desired values in cells AS6 through AY6.

The template also automatically determines whenever one of the eight test conditions for the $\overline{\mathrm{X}}$ chart or one of the four test conditions for the R chart occurs. This information is given in columns $Z$ through $A G$ for the $\bar{X}$ chart and columns AT through AW for the R chart. If a period corresponds to an out-of-control situation, the number of the test condition that is satisfied is listed in the corresponding row (period). Row 6 gives a count of the number of times each of the test conditions is activated.

## SINGLE-ITEM QUANT WORKSHEET

The Single-Item Quant worksheet can be used to construct X and $\mathrm{R}_{\mathrm{m}}$ control charts and determine resulting out-of-control situations. Figure 11.29 in Section 11.4 is an example of this worksheet for the Bartucci Foods data. To use the worksheet:

- Enter the number of periods for which data have been collected into cell E3. (Maximum $=100$ periods.)
- Enter the number of periods in the moving range into cell E4. (Maximum = 8 periods.)
- Enter the data values into the appropriate rows in column B.

The spreadsheet calculates the moving range values in column C. It also calculates the values for the X chart in columns $F$ through J and the values for the $\mathrm{R}_{\mathrm{m}}$ chart in columns R through V . To construct the desired control chart:

- Highlight the appropriate area.
- Using the chart wizard feature of Excel, select the XY scatter chart with solid lines connecting the points.

The control tests for the X chart are given in columns M through P , and the control tests for the $\mathrm{R}_{\mathrm{m}}$ chart are given in columns Y through $A B$.

## ATTRIBUTES WORKSHEET

The Attributes worksheet can be used to generate p charts and standardized $p$ charts, and check for out-of-control conditions. Figures 11.30 and 11.32 in Section 11.5 show this worksheet for the Little Trykes data. To use the Attributes worksheet:

- Enter the number of periods in cell C3.
- If the sample size is the same for all periods, enter the sample size per period in cell C4. The cells in column C beginning with cell C7 will automatically reflect this value. If the sample size is different for each period, enter the sample sizes individually in the appropriate rows of column C.
- Enter the number of defectives observed in each period in column B beginning with cell B7.
- Data for plotting the p chart is contained in columns $E$ through $M$ in this worksheet, while data for plotting the standardized p chart is contained in columns O through W.
- Using the Chart Wizard feature of Excel select the xy scatter chart with solid lines connecting the points.

The control tests for the charts are given in columns Z through AC .

## APPENDIX 11.2

## Testing for Normality of Data Using Probability Plots

One way to quickly determine whether $\mathrm{x}_{\mathrm{i}}$ values are approximately normally distributed is to do a normal probability plot of the data by listing the $x_{i}$ values in ascending order. Then, approximate the cumulative probability for the $j^{\text {th }}$ ranked value by $(\mathrm{j}-.5) / \mathrm{k}$, the average of $(\mathrm{j}-1) / \mathrm{k}$ and $\mathrm{j} / \mathrm{k}$. For example, consider the $\mathrm{k}=$ 10 ranked values $10,12,15,17,18,19,20,22,25$, and 30 . Since 17 is the $j=4^{\text {th }}$ ranked value, the cumulative probability, $\mathrm{P}(\mathrm{X} \leq 17)$, is approximated by

$$
P(X \leq 17) \approx(j-.5) / k=(4-.5) / 10=.35
$$

If the X values approximately follow a normal distribution, then a plot of the rankordered values versus their respective cumulative probabilities should result in an S-shaped curve, as shown in Figure A11.1.


FIGURE A11.1 s-Shaped Curve
To illustrate this technique, consider the Bartucci Foods olive oil specific gravity data given in Table 11.5. The following gives the $x_{i}$ values in ascending rank order.

| Rank | Observation Value | Cumulative Prob |
| :---: | :---: | :---: |
| 1 | 727 | 0.0125 |
| 2 | 730 | 0.0375 |
| 3 | 736 | 0.0625 |
| 4 | 738 | 0.0875 |
| 5 | 739 | 0.1125 |
| 6 | 739 | 0.1375 |
| 7 | 739 | 0.1625 |
| 8 | 739 | 0.1875 |
| 9 | 740 | 0.2125 |
| 10 | 740 | 0.2375 |
| 11 | 740 | 0.2625 |
| 12 | 741 | 0.2875 |
| 13 | 741 | 0.3125 |
| 14 | 743 | 0.3375 |
| 15 | 744 | 0.3625 |
| 16 | 746 | 0.3875 |
| 17 | 747 | 0.4125 |


| Rank | Observation Value | Cumulative Probability |
| :--- | :---: | :---: |
| 18 | 749 | 0.4375 |
| 19 | 750 | 0.4625 |
| 20 | 750 | 0.4875 |
| 21 | 751 | 0.5125 |
| 22 | 753 | 0.5375 |
| 23 | 753 | 0.5625 |
| 24 | 753 | 0.5875 |
| 25 | 754 | 0.6125 |
| 26 | 755 | 0.6375 |
| 27 | 757 | 0.6625 |
| 28 | 757 | 0.6875 |
| 29 | 760 | 0.7125 |
| 30 | 762 | 0.7375 |
| 31 | 762 | 0.7625 |
| 32 | 763 | 0.7875 |
| 33 | 763 | 0.8125 |
| 34 | 763 | 0.8375 |
| 35 | 766 | 0.8625 |
| 36 | 767 | 0.8875 |
| 37 | 768 | 0.9125 |
| 38 | 770 | 0.9375 |
| 39 | 771 | 0.9625 |
| 40 | 771 | 0.9875 |

The third column of this table gives the expected cumulative probabilities of the rank-ordered $x_{i}$ values. Given that there are 40 data values, the $j^{\text {th }}$ rank-ordered value should have a cumulative probability equal to $(\mathrm{j}-.5) / 40$. For example, the cumulative probability of the fifth rank-ordered value, 750 , is $(5-.5) / 40=.1125$.

Figure A11.2 shows the rank-ordered $\mathrm{x}_{\mathrm{i}}$ values versus these cumulative probabilities. This figure seems to indicate that the data do indeed follow a normal distribution.


FIGURE A11.2 Cumulative Probability Plot for Bartucci Food Data

One of the difficulties of using the probability plot is that it may be inconclusive as to whether data follow a normal distribution.

As an alternative to doing a probability plot, a statistical technique that can be used to determine whether data follow a normal distribution is to perform a goodness of fit test using the Chi-Square distribution. This approach was illustrated in Appendix 9.2.

## Problems*

* All data files are available on the CD-ROM with the file name corresponding to the problem number.

1. One 75 -watt bulb can be judged to be of higher quality than another if it has a longer average life. List four other attributes you can use to judge one 75 -watt light bulb of higher quality than another.
2. One management science software program can be judged to be of higher quality than another if it is easier to enter data into it. List four other attributes you can use to judge one such software program of higher quality than another.
3. List six features you can use to judge the quality of a fast-food restaurant.
4. List six features you can use to judge the quality of an automobile.
5. Lindal Cedar Homes manufactures insulated wood windows for use in its homes. List six features you can use to judge the quality of such a window.
6. List six features you can use to judge the quality of an airline.
7. Loew's Theaters is planning to build a mulitplex cinema at the Fieldstone Mall. List eight features you can use to judge the quality of such a movie theater.
8. Consider the situation faced by Loew's Theaters. Construct a fishbone diagram for the operation of such a cinema.
9. Construct a fishbone diagram for ordering food at a McDonald's restaurant.
10. Construct a process flow diagram for ordering food at a McDonald's restaurant.
11. Construct a fishbone diagram for the operations of your campus bookstore.
12. Construct a fishbone diagram for the operation of a student car wash.
13. Consider the $\overline{\mathrm{X}}$ chart given in the accompanying figure. For the first 20 periods, identify the periods at which the process appears to be out of control. Which tests for out-of-control behavior are satisfied at each of these points? Now identify times between periods 21 and 40 at which the process is out of control. List the tests for out-of-control behavior that are satisfied at each of these points.
$\underline{\overline{\mathrm{X}} \text { chart for problem } 13}$


14. Consider the R chart given in the accompanying figure. Identify time periods at which the process is out of control. List the tests for out-of-control behavior that are satisfied at each of these points. Compare the values for the range in period 9 with period 8 and those for period 32 with period 31 . What may have occurred to cause the values in periods 9 and 32?
15. Every 45 minutes, the quality control department at Little Trykes Toys selects three axles produced for the Little Trykes wagons and records the axle length in inches. Data for the past nine hours of production are as follows:

| Sample | Axle 1 | Axle 2 | Axle 3 |
| :---: | :---: | :---: | :---: |
| 1 | 24.81 | 24.79 | 24.77 |
| 2 | 24.76 | 24.75 | 24.79 |
| 3 | 24.80 | 24.77 | 24.80 |
| 4 | 24.76 | 24.81 | 24.75 |
| 5 | 24.77 | 24.80 | 24.77 |
| 6 | 24.81 | 24.80 | 24.75 |
| 7 | 24.81 | 24.76 | 24.77 |
| 8 | 24.81 | 24.79 | 24.79 |
| 9 | 24.77 | 24.78 | 24.76 |
| 10 | 24.57 | 24.94 | 25.02 |
| 11 | 24.93 | 24.88 | 24.56 |
| 12 | 25.15 | 25.09 | 24.81 |

a. Construct an R chart for these data.
b. Construct an $\bar{X}$ chart for these data.
c. Based on these charts can you conclude that the process has been in control over this nine-hour period? Explain your reasoning.
16. Every 45 minute, the quality control department at Little Trykes Toys selects four tires produced for the Little Trykes wagons and tricycles and records the tire diameter in inches. Data for the past nine hours of production are as follows:

| Sample | Tire 1 | Tire 2 | Tire 3 | Tire 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 8.00 | 7.95 | 8.00 | 8.11 |
| 2 | 8.04 | 7.98 | 7.96 | 7.94 |
| 3 | 8.07 | 7.99 | 7.92 | 7.95 |
| 4 | 8.00 | 7.99 | 8.05 | 8.03 |
| 5 | 8.11 | 7.97 | 7.96 | 8.08 |
| 6 | 8.05 | 8.04 | 7.96 | 8.05 |
| 7 | 8.00 | 7.99 | 7.91 | 8.09 |
| 8 | 7.85 | 7.87 | 7.89 | 7.88 |
| 9 | 7.85 | 7.87 | 7.96 | 7.85 |
| 10 | 7.91 | 7.96 | 8.05 | 7.93 |
| 11 | 8.00 | 7.95 | 7.92 | 7.95 |
| 12 | 7.89 | 7.99 | 7.90 | 7.93 |

a. Construct an R chart for these data.
b. Construct an $\overline{\mathrm{X}}$ chart for these data.
c. Based on these charts has the process been in control over this nine-hour period? Explain your reasoning.
17. One factor of importance to the Tropical Juice Company in the production of orange juice is the amount of pulp in each 32 -ounce carton. Each hour the quality control department selects five cartons and measures the pulp content in grams. For the past 30 hours of operation, the measurements (rounded to the nearest hundredth) were given in the accompanying table.
The mean over the 30 samples is 59.56 , and the average range over the 30 samples is 37.94 . The $\overline{\mathrm{X}}$ and R charts based on these data are given on page CD-61.
a. Determine an estimate for $\sigma_{\mathrm{X}}$.
b. Determine the upper and lower control limits for the R chart.
c. Determine the upper and lower control limits for the X chart.
d. Based on these control charts has the process been in control over this 30-hour period? Explain your reasoning.

Data for Problem 17

| Sample | Carton 1 | Carton 2 | Carton 3 | Carton 4 | Carton 5 | Average | Range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 39.49 | 34.03 | 51.25 | 75.45 | 41.21 | 48.28 | 41.42 |
| 2 | 86.93 | 65.89 | 36.24 | 55.17 | 99.78 | 68.80 | 63.54 |
| 3 | 39.69 | 91.08 | 57.12 | 80.76 | 99.62 | 73.66 | 59.93 |
| 4 | 47.83 | 48.77 | 51.64 | 45.03 | 81.09 | 54.87 | 36.06 |
| 5 | 71.92 | 28.75 | 45.30 | 50.34 | 28.97 | 45.06 | 43.17 |
| 6 | 64.39 | 90.22 | 83.77 | 39.20 | 61.49 | 67.81 | 51.02 |
| 7 | 21.39 | 38.75 | 29.68 | 95.61 | 21.27 | 41.34 | 74.34 |
| 8 | 83.97 | 90.78 | 23.61 | 42.78 | 62.86 | 60.80 | 67.16 |
| 9 | 57.99 | 37.28 | 31.01 | 99.39 | 47.60 | 54.65 | 68.38 |
| 10 | 92.68 | 78.96 | 95.39 | 37.93 | 51.86 | 71.36 | 57.46 |
| 11 | 83.23 | 88.00 | 50.67 | 78.66 | 79.95 | 76.10 | 37.32 |
| 12 | 60.54 | 75.20 | 69.95 | 44.62 | 78.13 | 65.69 | 33.52 |
| 13 | 70.77 | 71.45 | 44.86 | 66.53 | 41.43 | 59.01 | 30.02 |
| 14 | 62.40 | 57.67 | 69.99 | 49.61 | 51.79 | 58.29 | 20.38 |
| 15 | 74.69 | 76.44 | 58.84 | 42.91 | 51.76 | 61.29 | 33.58 |
| 16 | 44.06 | 53.07 | 43.66 | 68.75 | 72.29 | 56.46 | 29.13 |
| 17 | 67.31 | 70.40 | 59.42 | 51.52 | 67.89 | 63.31 | 18.88 |
| 18 | 45.03 | 69.45 | 63.41 | 41.35 | 68.79 | 57.60 | 28.10 |
| 19 | 79.81 | 46.03 | 63.62 | 49.96 | 43.74 | 56.63 | 36.07 |
| 20 | 51.33 | 45.80 | 50.48 | 62.42 | 72.52 | 56.51 | 26.72 |
| 21 | 77.52 | 78.16 | 57.42 | 41.86 | 54.39 | 61.87 | 36.30 |
| 22 | 79.71 | 62.57 | 74.66 | 57.78 | 41.48 | 63.24 | 38.23 |
| 23 | 61.74 | 50.63 | 70.51 | 56.17 | 53.08 | 58.43 | 19.88 |
| 24 | 41.71 | 59.78 | 67.02 | 68.16 | 56.90 | 58.71 | 26.46 |
| 25 | 51.18 | 45.52 | 72.16 | 75.07 | 42.66 | 57.32 | 32.41 |
| 26 | 72.03 | 56.82 | 51.62 | 69.17 | 45.39 | 59.00 | 26.63 |
| 27 | 53.13 | 40.90 | 45.19 | 67.19 | 46.92 | 50.67 | 26.29 |
| 28 | 43.98 | 70.01 | 59.15 | 67.49 | 61.19 | 60.37 | 26.03 |
| 29 | 62.76 | 70.46 | 56.50 | 63.51 | 71.85 | 65.01 | 15.35 |
| 30 | 48.23 | 76.51 | 47.27 | 59.42 | 41.97 | 54.68 | 34.54 |

$\overline{\mathrm{X}}$ chart for problem 17


R chart for problem 17

18. Consider the data for problem 17. Further investigation of operations revealed that the mixing paddle used to blend the juice prior to packaging was replaced at hour 11 , thus affecting samples 12 through 30 . Restricting attention only to these samples shows a mean of 59.16 and an average range of 28.34 . On the basis of the data contained in samples 12 through 30:
a. Determine an estimate for $\sigma_{\mathrm{X}}$.
b. Determine the upper and lower control limits for the R chart.
c. Determine the upper and lower control limits for the $\overline{\mathrm{X}}$ chart.
d. Has the process been in control over these 19 periods? Explain your reasoning.
19. Tappern Electronics produces microwave ovens and other cooking appliances. It selects four microwave ovens produced during each employee shift and measures the number of seconds it takes for the oven to raise the temperature of a cup of water from 70 to 120 degrees Fahrenheit while operating at full power. Design specifications call for this time to be between 24 and 36 seconds. Rounded to the nearest hundredth of a second, the times for the four ovens produced during each of 25 shifts are as follows:

| Sample | Oven 1 | Oven 2 | Oven 3 | Oven 4 | Average | Range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 35.23 | 34.05 | 25.84 | 29.22 | 31.09 | 9.40 |
| 2 | 27.76 | 34.39 | 26.66 | 26.48 | 28.82 | 7.91 |
| 3 | 33.01 | 33.18 | 30.96 | 28.99 | 31.53 | 4.20 |
| 4 | 32.34 | 27.26 | 28.32 | 23.14 | 27.77 | 9.20 |
| 5 | 31.84 | 29.56 | 33.11 | 29.38 | 30.97 | 3.73 |
| 6 | 35.51 | 29.67 | 31.61 | 32.31 | 32.27 | 5.83 |
| 7 | 24.81 | 29.77 | 30.96 | 31.90 | 29.36 | 7.10 |
| 8 | 30.58 | 29.59 | 30.39 | 29.79 | 30.09 | 0.98 |
| 9 | 28.62 | 33.94 | 28.19 | 35.27 | 31.51 | 7.08 |
| 10 | 28.62 | 31.78 | 27.85 | 36.14 | 31.10 | 8.29 |
| 11 | 36.06 | 26.82 | 27.94 | 28.64 | 29.86 | 9.24 |
| 12 | 27.16 | 24.92 | 29.29 | 25.41 | 26.70 | 4.37 |
| 13 | 25.35 | 27.89 | 27.67 | 30.60 | 27.88 | 5.25 |
| 14 | 29.09 | 27.55 | 25.58 | 30.25 | 28.12 | 4.67 |
| 15 | 32.33 | 28.91 | 26.44 | 35.54 | 30.80 | 9.10 |
| 16 | 29.98 | 32.73 | 29.83 | 28.57 | 30.28 | 4.16 |
| 17 | 30.69 | 29.30 | 35.15 | 28.66 | 30.95 | 6.49 |
| 18 | 27.09 | 27.76 | 32.55 | 26.68 | 28.52 | 5.88 |
| 19 | 27.71 | 26.72 | 30.06 | 22.34 | 26.71 | 7.72 |
| 20 | 32.71 | 31.60 | 31.86 | 25.60 | 30.44 | 7.11 |
| 21 | 31.86 | 35.52 | 32.36 | 30.99 | 32.68 | 4.52 |
| 22 | 33.13 | 31.78 | 31.79 | 30.30 | 31.75 | 2.83 |
| 23 | 30.80 | 31.32 | 33.85 | 30.97 | 31.73 | 3.06 |
| 24 | 32.69 | 31.03 | 30.57 | 29.68 | 30.99 | 3.01 |
| 25 | 29.15 | 30.43 | 27.93 | 33.50 | 30.25 | 5.57 |
|  |  |  |  |  |  |  |

The mean of the data over the 25 samples is 30.09 , and the average range is 5.87.
a. Prepare an $\overline{\mathrm{X}}$ and R chart for these data. Determine the upper and lower control limits and indicate the A , B , and C regions on the chart.
b. Has the manufacturing process been in control over this period?
c. Estimate the percentage of items produced during this period which fail to meet design specifications.
20. Consider the Tappern microwave oven problem (problem 19). The ideal time for heating a cup of water from 70 to 120 degrees Fahrenheit is 30 seconds. Tappern estimates that if the time to heat the water is substantially more or less than 30 seconds, the oven will not cook food properly.

Tappern has hired a panel of home economists to estimate a loss function based on factors such as the likelihood that a customer will need a service call and its related cost to the company, the decline in meal quality and food wasted due to incorrect cooking power, and the goodwill cost to the company resulting from a consumer's judgment that the oven is defective. This panel determined that the loss function can be approximated by the quadratic expression, $\mathrm{L}(\mathrm{x})=.3(\mathrm{x}-$ $30)^{2}$, where $x$ is the cooking time required to heat a cup of water from 70 to 120 degrees Fahrenheit.

Technicians at the Tappern factory can calibrate the microwave ovens so that the time it takes to increase the temperature of a cup of water from 70 to 120 degrees Fahrenheit is exactly 30 seconds. The cost of this calibration is $\$ 6.50$ per unit.
a. Determine the design specifications for the microwave oven in terms of the time required to heat a cup of water from 70 to 120 degrees Fahrenheit.
b. Assume that the time it takes an oven to heat a cup of water from 70 to 120 degrees Fahrenheit follows a normal distribution. Use the values found in problem 19 for the mean and average range over the 25 samples as estimates of the distribution's mean and standard deviation. Determine the proportion of ovens that will fail to meet the design specifications.
21. Consider the data provided in problems 19 and 20 for the Tappern microwave oven.
a. What is the most the company should be willing to pay to ensure that every unit heats a cup of water from 70 to 120 degrees Fahrenheit in exactly 30 seconds?
b. Suppose that for an additional $\$ 3$ per oven, Tappern can modify the production of microwave ovens so that these cooking times follow a normal distribution with a mean of 30 seconds and a standard deviation of 1.6 seconds. If the company proceeds with this modification, what proportion of ovens produced will fail to meet the design specifications found in part (a) of problem 20.
c. Should the company proceed with the modification proposed in part (b)? Explain your reasoning.
22. Government specifications call for truth in packaging. In particular, if an item is labeled as having a weight of 32 ounces, the average weight of a container must be at least 32 ounces, and no more than $5 \%$ of the containers packaged can have a weight less than 32 ounces.

The production line at General Milling which packages 32 -ounce boxes of Fitness cereal is monitored each hour by weighing six randomly selected boxes. Weights in ounces over the past 40 hours of operation are as follows:

| Hour | Box 1 | Box 2 | Box 3 | Box 4 | Box 5 | Box 6 | Hour | Box 1 | Box 2 | Box 3 | Box 4 | Box 5 | Box 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 32.023 | 32.024 | 32.071 | 32.010 | 32.024 | 32.047 | 21 | 32.062 | 32.046 | 32.041 | 32.044 | 32.035 | 32.030 |
| 2 | 32.029 | 32.040 | 32.010 | 32.025 | 32.038 | 32.048 | 22 | 32.041 | 32.039 | 32.038 | 32.010 | 31.992 | 32.022 |
| 3 | 32.061 | 32.021 | 32.080 | 32.047 | 32.027 | 32.049 | 23 | 32.023 | 32.023 | 32.043 | 32.041 | 32.004 | 32.058 |
| 4 | 32.035 | 32.064 | 32.062 | 32.060 | 32.013 | 32.016 | 24 | 32.054 | 32.023 | 32.033 | 32.051 | 32.024 | 32.050 |
| 5 | 32.045 | 32.020 | 31.992 | 31.997 | 32.031 | 32.041 | 25 | 32.011 | 32.010 | 32.013 | 31.992 | 32.042 | 32.019 |
| 6 | 32.049 | 32.020 | 32.033 | 32.011 | 32.054 | 32.031 | 26 | 32.044 | 32.031 | 32.049 | 32.029 | 32.069 | 32.032 |
| 7 | 31.982 | 32.042 | 32.018 | 32.013 | 32.023 | 32.024 | 27 | 32.060 | 32.069 | 32.017 | 32.059 | 32.066 | 31.998 |
| 8 | 32.043 | 31.997 | 32.028 | 32.027 | 32.031 | 32.042 | 28 | 32.025 | 32.028 | 32.037 | 31.976 | 32.006 | 32.049 |
| 9 | 32.047 | 32.046 | 32.023 | 32.026 | 32.038 | 32.040 | 29 | 32.026 | 32.036 | 32.045 | 32.051 | 32.010 | 31.976 |
| 10 | 32.049 | 32.022 | 32.033 | 32.057 | 32.000 | 32.077 | 30 | 32.005 | 32.035 | 32.035 | 32.036 | 32.009 | 32.013 |
| 11 | 32.035 | 32.045 | 32.015 | 32.051 | 32.015 | 32.063 | 31 | 32.034 | 31.999 | 32.063 | 32.052 | 32.022 | 32.038 |
| 12 | 32.052 | 32.025 | 32.037 | 32.006 | 32.026 | 32.015 | 32 | 32.016 | 31.996 | 32.021 | 32.007 | 32.051 | 32.017 |
| 13 | 32.010 | 32.029 | 32.034 | 32.025 | 32.015 | 32.065 | 33 | 31.985 | 32.021 | 32.057 | 32.023 | 32.012 | 32.046 |
| 14 | 32.058 | 32.043 | 32.001 | 32.042 | 32.030 | 32.020 | 34 | 32.012 | 32.047 | 32.045 | 32.029 | 32.014 | 31.994 |
| 15 | 32.029 | 32.035 | 32.022 | 32.064 | 32.013 | 32.041 | 35 | 32.028 | 32.063 | 32.029 | 32.053 | 32.036 | 32.032 |
| 16 | 32.007 | 32.002 | 32.008 | 32.035 | 32.016 | 32.053 | 36 | 32.052 | 32.043 | 32.046 | 32.024 | 32.057 | 32.024 |
| 17 | 32.043 | 31.994 | 32.026 | 32.006 | 32.035 | 32.008 | 37 | 32.008 | 32.035 | 32.046 | 32.033 | 32.016 | 32.039 |
| 18 | 32.002 | 32.013 | 31.995 | 32.029 | 32.016 | 32.018 | 38 | 32.006 | 32.042 | 32.012 | 32.023 | 32.058 | 32.016 |
| 19 | 32.046 | 32.004 | 32.038 | 32.015 | 32.054 | 32.046 | 39 | 32.028 | 32.039 | 32.036 | 32.051 | 32.067 | 32.027 |
| 20 | 32.030 | 32.036 | 32.026 | 32.050 | 32.040 | 32.052 | 40 | 32.025 | 32.033 | 32.060 | 32.053 | 32.039 | 31.990 |

For the 40 hours of data, the average range is .050 ounce, and the mean of the data is 32.031 ounces.
a. Is the production line meeting government regulations regarding packaging weight?
b. Estimate the standard deviation of the process, $\sigma_{\mathrm{X}}$.
c. Construct the $\overline{\mathrm{X}}$ and R charts for this set of data, indicating the $\mathrm{A}, \mathrm{B}$, and C regions. Is the production process in control?
23. Consider the data for problem 22 . At hour 41 , the packaging machine had a breakdown and had to be repaired and recalibrated. Data for the next 20 hours of operation are given in the table below.
a. Is the production process still meeting government packaging regulations?
b. Using the center line values and data found in problem 22, construct the $\bar{X}$ and $R$ charts for hours 41 through 60. Is the packaging process still in control? Comment.

| Hour | Box 1 | Box 2 | Box 3 | Box 4 | Box 5 | Box 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 41 | 32.017 | 32.027 | 32.037 | 32.027 | 32.014 | 32.003 |
| 42 | 32.070 | 32.016 | 32.018 | 32.007 | 32.042 | 31.997 |
| 43 | 32.043 | 32.014 | 32.028 | 32.041 | 32.035 | 32.043 |
| 44 | 32.008 | 32.025 | 32.024 | 32.020 | 32.027 | 32.015 |
| 45 | 32.007 | 32.053 | 32.000 | 31.990 | 32.015 | 32.023 |
| 46 | 32.045 | 32.020 | 32.035 | 32.049 | 32.001 | 32.024 |
| 47 | 32.044 | 32.039 | 32.037 | 32.011 | 32.042 | 32.023 |
| 48 | 31.994 | 32.040 | 32.022 | 32.037 | 32.012 | 32.026 |
| 49 | 32.015 | 32.031 | 31.998 | 32.027 | 32.032 | 32.004 |
| 50 | 31.999 | 32.028 | 32.043 | 32.013 | 32.016 | 32.051 |
| 51 | 32.024 | 32.029 | 32.045 | 31.989 | 31.989 | 32.004 |
| 52 | 32.013 | 32.023 | 32.028 | 32.037 | 32.011 | 31.999 |
| 53 | 32.000 | 32.007 | 32.035 | 32.009 | 32.010 | 32.057 |
| 54 | 32.019 | 32.007 | 32.011 | 32.006 | 32.031 | 32.029 |
| 55 | 32.061 | 32.038 | 32.008 | 32.027 | 31.984 | 32.032 |
| 56 | 32.018 | 32.063 | 32.038 | 32.029 | 32.023 | 32.007 |
| 57 | 32.041 | 32.030 | 32.017 | 32.014 | 31.997 | 32.044 |
| 58 | 32.006 | 32.038 | 32.027 | 32.000 | 32.024 | 32.014 |
| 59 | 32.014 | 32.019 | 32.055 | 32.023 | 31.973 | 32.041 |
| 60 | 32.043 | 32.020 | 32.013 | 32.041 | 32.023 | 32.009 |

24. Every batch of ice cream produced at the Beyar's ice cream factory is checked for butterfat content. Federal regulations specify that the ice cream must have at least $10 \%$ butterfat content, but the company wants its ice cream to have a butterfat content of $12 \%$. Beyar's uses a three-period moving range to prepare an $R_{m}$ chart. Data on the past 50 batches of ice cream produced at the factory are as follows:

| Data for Problem 24 |  |  |  |
| :---: | :---: | :---: | :---: |
| Batch | Butterfat \% | Batch | Butterfat \% |
| 1 | 12.167 | 26 | 12.106 |
| 2 | 12.173 | 27 | 12.132 |
| 3 | 12.124 | 28 | 12.132 |
| 4 | 12.148 | 29 | 12.140 |
| 5 | 12.151 | 30 | 12.095 |
| 6 | 12.179 | 31 | 12.145 |
| 7 | 12.153 | 32 | 12.159 |
| 8 | 12.140 | 33 | 12.162 |
| 9 | 12.151 | 34 | 12.133 |
| 10 | 12.226 | 35 | 12.155 |
| 11 | 12.166 | 36 | 12.062 |
| 12 | 12.138 | 37 | 12.121 |
| 13 | 12.178 | 38 | 12.116 |
| 14 | 12.178 | 39 | 12.120 |
| 15 | 12.092 | 40 | 12.170 |
| 16 | 12.142 | 41 | 12.100 |
| 17 | 12.137 | 42 | 12.151 |
| 18 | 12.140 | 43 | 12.115 |
| 19 | 12.110 | 44 | 12.137 |
| 20 | 12.088 | 45 | 12.158 |
| 21 | 12.144 | 46 | 12.149 |
| 22 | 12.069 | 47 | 12.147 |
| 23 | 12.147 | 48 | 12.142 |
| 24 | 12.119 | 49 | 12.201 |
| 25 | 12.151 | 50 | 12.136 |

For these 50 batches, the mean of the moving ranges is $.048 \%$, and the average butterfat content is $12.140 \%$.
a. Estimate the standard deviation of the butterfat content produced by this process.
b. Construct an $X$ and an $R_{m}$ chart. Is the ice cream-making process in control with regard to the butterfat content?
25. Each week Wilson Motors sends out questionnaires to 50 randomly selected customers whose cars have been serviced by Wilson during the past week. One question on this survey asks whether the customer was satisfied with the service received. The possible responses are:
a. Highly Satisfied
b. Moderately Satisfied
c. Somewhat Dissatisfied
d. Highly Dissatisfied

Of specific concern to the service manager is the number of customers who indicate that they were highly dissatisfied with the service they received. Over the past year, the data from this survey are as follows:

Data for Problem 25

|  | Number <br> of Survey <br> Forms | Number of Forms Indicating Highly |
| :---: | :---: | :---: |
| Week | Returned | Dissatisfied |
| 1 | 14 | 3 |
| 2 | 12 | 1 |
| 3 | 6 | 1 |
| 4 | 14 | 0 |
| 5 | 7 | 0 |
| 6 | 12 | 1 |
| 7 | 10 | 0 |
| 8 | 14 | 4 |
| 9 | 11 | 1 |
| 10 | 11 | 1 |
| 11 | 11 | 0 |
| 12 | 12 | 2 |
| 13 | 12 | 0 |
| 14 | 10 | 1 |
| 15 | 10 | 1 |
| 16 | 17 | 1 |
| 17 | 15 | 0 |
| 18 | 16 | 1 |
| 19 | 8 | 0 |
| 20 | 19 | 1 |
| 21 | 12 | 2 |
| 22 | 11 | 0 |
| 23 | 13 | 0 |
| 24 | 10 | 1 |
| 25 | 12 | 3 |
| 26 | 13 | 2 |
| 27 | 9 | 3 |
| 28 | 15 | 2 |
| 29 | 12 | 0 |
| 30 | 16 | 0 |
| 31 | 9 | 0 |
| 32 | 11 | 0 |
| 33 | 8 | 1 |
| 34 | 5 | 1 |
| 35 | 13 | 0 |
| 36 | 12 | 1 |
| 37 | 12 | 1 |
| 38 | 11 | 2 |
| 39 | 16 | 0 |
| 40 | 12 | 3 |
| 41 | 12 | 0 |
| 42 | 14 | 2 |
| 43 | 10 | 3 |
| 44 | 15 | 2 |
| 45 | 18 | 2 |
| 46 | 13 | 0 |
| 47 | 9 | 1 |
| 48 | 10 | 1 |
| 49 | 13 | 1 |
| 50 | 9 | 0 |
| 51 | 14 | 3 |
| 52 | 14 | 1 |

During the 52 -week period, 624 survey forms were returned; 58 of the forms indicated that the customer was highly dissatisfied.
a. Using the fact that 50 forms were mailed out each week, construct a p chart, where p measures the proportion of "highly dissatisfied" from this set of mailings. Based on this chart, is the process in control?
b. Construct a standardized p chart, where p measures the proportion of survey responses that indicated "highly dissatisfied" from the surveys actually returned. On the basis of this chart, is the process in control?
c. In your opinion, which of these two control charts provides a better way of viewing the process? Give your reason.
26. The Jackson Mint produces commemorative plates and other collectable items. It performs quality control on the commemorative plates it produces by selecting 10 plates at random each hour. At the end of each eighthour production day, the 80 plates selected for inspection are examined for defects. Data over the past 30 production days are as follows:

Data for Problem 26

|  | Number of <br> Defective Plates | Day | Number of <br> Defective Plates |
| :---: | :---: | :---: | :---: |
| Day | 6 | 16 | 1 |
| 2 | 3 | 17 | 4 |
| 3 | 3 | 18 | 1 |
| 4 | 6 | 19 | 6 |
| 5 | 1 | 20 | 2 |
| 6 | 3 | 21 | 3 |
| 7 | 1 | 22 | 3 |
| 8 | 5 | 23 | 3 |
| 9 | 0 | 24 | 3 |
| 10 | 1 | 25 | 4 |
| 11 | 3 | 26 | 4 |
| 12 | 5 | 27 | 5 |
| 13 | 4 | 28 | 7 |
| 14 | 3 | 29 | 1 |
| 15 | 0 | 30 | 2 |

In total, 93 plates were judged to be defective during this 30-day period.
a. Construct a p chart for the 30 days of operation indicating the $\mathrm{A}, \mathrm{B}$, and C regions on this chart. Does the process appear to be in control?
b. Determine the standardized z -score values for days 17 and 18.
c. Jackson Mint's goal is to keep the proportion of defective plates produced below 6\%. On the basis of the data collected, is this goal being realized? Test at the $\alpha=.05$ significance level.
27. A university student evaluation form includes a question asking students to comment on the course textbook as a useful learning aid. The possible responses are:
a. Textbook is an excellent learning aid.
b. Textbook is a good learning aid.
c. Textbook is a satisfactory learning aid.
d. Textbook is a poor learning aid.
e. Textbook is a very poor learning aid.

Three years ago, the Accounting Department changed the textbook used for its Introductory Accounting course. The department chair is interested in finding out whether the students' evaluation of the book, as measured by the proportion of students who consider the book to be a poor or very poor learning aid, has changed.

Data were evaluated for the six years in which the original text was used and the three years in which the new text was used. The campus operates on the trimester system, so a total of 27 periods were considered; periods 1 through 18 correspond to the original text, and periods 19 through 27 correspond to the new text. The data collected are as follows:

| Data for Problem 27 |  |  |
| :---: | :---: | :---: |
|  |  | Number of |
|  |  | Students |
|  |  | Ranking |
|  | Number | Text as |
|  | of Forms | Poor or |
| Period | Collected | Very Poor |
| 1 | 686 | 87 |
| 2 | 707 | 88 |
| 3 | 626 | 87 |
| 4 | 635 | 85 |
| 5 | 789 | 88 |
| 6 | 646 | 80 |
| 7 | 734 | 93 |
| 8 | 674 | 73 |
| 9 | 616 | 76 |
| 10 | 693 | 83 |
| 11 | 642 | 75 |
| 12 | 609 | 90 |
| 13 | 754 | 100 |
| 14 | 781 | 97 |
| 15 | 657 | 88 |
| 16 | 710 | 97 |
| 17 | 655 | 95 |
| 18 | 764 | 93 |
| 19 | 784 | 88 |
| 20 | 750 | 74 |
| 21 | 660 | 71 |
| 22 | 734 | 71 |
| 23 | 628 | 73 |
| 24 | 628 | 63 |
| 25 | 609 | 64 |
| 26 | 659 | 72 |
| 27 | 640 | 60 |

In total, over the 27 periods, 18,470 student evaluations were collected, and 2211 students ranked the text as a poor or very poor learning aid.

Prepare a standardized p chart based on these data. On the basis of this chart, is the process in control during the entire 27 -period time frame?
28. The latches used in Marvel three-foot-tall casement windows should be positioned so that they are centered exactly 12.25 inches from the top of the window. If the latch is centered either higher or lower than this position, the window may fail to close properly and require a service call. The cost of a service call for adjusting a window latch averages $\$ 35$. Marvel estimates the customer goodwill cost associated with a window that does not close properly to be $\$ 20$.

The probability that a customer places a service call for window adjustment is estimated to follow the quadratic function, $\mathrm{P}(\mathrm{x})=1.6(\mathrm{x}-12.25)^{2}$, where x is the distance in inches from the top of the window to the center of the latch. The cost of repositioning a latch is \$1.20.
a. Determine the design specifications for the location of a latch.
b. Assume that, under current procedures the distance to the center of the latch from the top of the window is uniformly distributed between 12.14 and 12.38 inches. What proportion of latches will fail to meet the design specifications found in part (a)?
29. Consider the data given in problem 28 for the Marvel three-foot-tall casement windows.
a. What is the expected loss per window under current operating procedures?
b. Suppose Marvel used a different system for attaching the latches. This would add $\$ 0.25$ to the cost of each window, but the distance from the center of the latch to the top of the window would follow a normal distribution, with a mean of 12.25 inches and a standard deviation of .03 inches. Should the company adopt this new system? Explain your reasoning.
30. Bumperguard, Inc., of East Lansing, Michigan, produces bumpers for cars. Each hour, a sample of size 4 is taken and given a simulated crash test to see how the bumpers respond. The test measures the number of miles per hour at which the bumper will protect the rest of the car from a head-on crash. The partial results and sums of 30 hours of simulation are as follows:

a. Construct and label the center line and zone limits for both the R and $\overline{\mathrm{X}}$ charts.
b. Results of the four pattern tests performed on the R chart and the eight pattern tests performed on the $\bar{X}$ charts in part (a) indicated that the process is in control. Later, the following samples of size 4 were monitored for 12 additional hours:

| Hour | Sample 1 | Sample 2 | Sample 3 | Sample 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 14.8 | 18.2 | 15.0 | 14.8 |
| 2 | 15.7 | 17.8 | 15.0 | 16.3 |
| 3 | 15.2 | 16.4 | 16.7 | 18.1 |
| 4 | 14.5 | 12.0 | 14.0 | 15.0 |
| 5 | 12.0 | 13.3 | 17.0 | 16.9 |
| 6 | 13.2 | 12.7 | 14.6 | 13.5 |
| 7 | 12.8 | 18.2 | 17.6 | 15.4 |
| 8 | 13.8 | 13.4 | 15.0 | 12.2 |
| 9 | 13.0 | 16.3 | 13.2 | 13.1 |
| 10 | 12.1 | 16.8 | 12.1 | 12.2 |
| 11 | 17.0 | 17.0 | 15.0 | 12.6 |
| 12 | 15.1 | 14.0 | 13.6 | 15.7 |

Is the process still in control with respect to the control limits determined in part a? If not, why not?
31. Students enrolled in Accounting 357, Tax Accounting, at Cincinnati State University (CSU) are required to assist low-income and elderly persons with their tax returns (Forms 1040A or 1040EZ) as part of the course requirement. Over 1000 tax returns are prepared each week by students taking the class. Of these, 200 are selected each week and examined by officials from the Internal Revenue Service and CSU accounting professors. During the past 20 weeks the number of tax returns containing errors has been as follows:

| Forms <br> Week <br> With Errors |  |  | Week |
| :---: | :---: | :---: | :---: | | Forms |
| :---: |
| With Errors |

Construct a p-chart for the process of completing tax forms and determine whether or not the process is in control.
32. Houston Pacific produces laminated beams for use in construction. Every hour a beam is selected at random and put through a stress test to determine the pressure under which the beam will crack. The company uses a two-period moving range to construct control charts.

During the past 50 hours of plant operation, the recorded pressure at which the beams crack (measured in hundreds of pounds per square foot) was as follows.

| Sample | Pressure | Moving <br> Range | Sample | Pressure | Moving <br> Range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 41.99 |  | 6 | 40.87 | 0.19 |
| 2 | 41.14 | 0.85 | 7 | 39.67 | 1.20 |
| 3 | 39.77 | 1.37 | 8 | 43.64 | 3.97 |
| 4 | 45.79 | 6.02 | 9 | 42.47 | 1.17 |
| 5 | 40.68 | 5.11 | 10 | 33.82 | 8.65 |


| Sample | Pressure | Moving <br> Range | Sample | Pressure | Moving <br> Range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 43.33 | 9.51 | 31 | 43.02 | 0.68 |
| 12 | 38.84 | 4.49 | 32 | 35.44 | 7.58 |
| 13 | 37.40 | 1.44 | 33 | 38.77 | 3.33 |
| 14 | 41.62 | 4.22 | 34 | 39.21 | 0.44 |
| 15 | 39.64 | 1.98 | 35 | 37.99 | 1.22 |
| 16 | 42.01 | 2.37 | 36 | 40.98 | 2.99 |
| 17 | 43.48 | 1.47 | 37 | 37.60 | 3.38 |
| 18 | 40.74 | 2.74 | 38 | 38.63 | 1.03 |
| 19 | 38.06 | 2.68 | 39 | 45.43 | 6.80 |
| 20 | 35.33 | 2.73 | 40 | 36.92 | 8.51 |
| 21 | 39.92 | 4.61 | 41 | 42.61 | 5.69 |
| 22 | 39.68 | 0.24 | 42 | 40.50 | 2.11 |
| 23 | 37.65 | 2.03 | 43 | 41.14 | 0.64 |
| 24 | 31.99 | 5.66 | 44 | 40.68 | 0.46 |
| 25 | 37.01 | 5.02 | 45 | 42.43 | 1.75 |
| 26 | 40.72 | 3.71 | 46 | 41.47 | 0.96 |
| 27 | 39.43 | 1.29 | 47 | 43.24 | 1.77 |
| 28 | 37.37 | 2.06 | 48 | 44.60 | 1.36 |
| 29 | 39.02 | 1.65 | 49 | 39.51 | 5.09 |
| 30 | 43.70 | 4.68 | 50 | 44.82 | 5.31 |

The mean sample value over this data set is 40.24 , and the average of the two-period moving ranges is 3.15 .
a. Construct a $R_{m}$ control chart for these data. Is the process in control in terms of the moving range?
b. Plot the rank-ordered stress measurements. On the basis of this plot, do the stress measurements appear to follow a normal distribution?
c. Construct an X chart. Is the process in control during all periods?
33. Consider the data in problem 32. Calculate the moving range based on three periods and construct an $\mathrm{R}_{\mathrm{m}}$ control chart.
34. Consider the data in problem 32. Suppose Houston Pacific's requirements for a beam include an ability to withstand a pressure of at least 3150 pounds per square inch. Estimate what proportion of beams produced will fail to meet this design specification.
35. The Countess Mariza Cosmetics Company manufactures perfumes and lipsticks. Each hour a sample of four lipsticks is selected from the production line and weighed. The weight in ounces for the lipsticks sampled over the past 10 hours of production are as follows:

| Sample | Lipstick | Lipstick | Lipstick | Lipstick |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 1.74 | 1.74 | 1.77 | 1.76 |
| 2 | 1.74 | 1.75 | 1.74 | 1.74 |
| 3 | 1.78 | 1.73 | 1.77 | 1.74 |
| 4 | 1.74 | 1.77 | 1.75 | 1.77 |
| 5 | 1.77 | 1.77 | 1.75 | 1.74 |
| 6 | 1.77 | 1.73 | 1.76 | 1.73 |
| 7 | 1.75 | 1.77 | 1.75 | 1.76 |
| 8 | 1.76 | 1.77 | 1.78 | 1.78 |
| 9 | 1.78 | 1.75 | 1.77 | 1.79 |
| 10 | 1.74 | 1.75 | 1.78 | 1.78 |

a. Construct an R chart for these data.
b. Construct an $\overline{\mathrm{X}}$ chart for these data.
c. Is the process in control over this 10 -hour period? Explain your reasoning.

## CASE STUDIES

## CASE 1: Sidney Works

Sidney Works produces hand tools and other items for the "do-it-yourself" market. One of Sidney's products is a metric socket tool set, consisting of a reversible ratchet and 15 sockets of various sizes. Because the tool set is guaranteed for life, Sidney is concerned that there should be as few defects as possible.

Over $99 \%$ of the failures in the tool set involve ratchets. Presently, an average of $3 \%$ of ratchets sold have been returned annually for repair. An analysis of failed ratchet assemblies indicates that, in the majority of cases, the failure is due to stripped gears in the ratcheting mechanism.

Present design specifications call for casting the gear out of tempered steel, with a thickness of 4.5 millimeters. If the gear thickness is substantially less than 4.5 millimeters, the gear lacks sufficient strength; if it is substantially greater than 4.5 millimeters, the gear has a tendency to jam. Either situation can result in stripped gears.

Quality control is carried out at the plant by selecting six gears on the average of once each hour and measuring their thickness. Over the past 40 hours of operation, the thickness figures for the gears (measured in millimeters) are shown in the accompanying Table 1.

Table 1 Gear Thickness for Sidney Works Case

| Hour | Gear 1 | Gear 2 | Gear 3 | Gear 4 | Gear 5 | Gear 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.500 | 4.493 | 4.488 | 4.492 | 4.491 | 4.506 |
| 2 | 4.515 | 4.503 | 4.507 | 4.506 | 4.519 | 4.505 |
| 3 | 4.482 | 4.506 | 4.495 | 4.539 | 4.511 | 4.477 |
| 4 | 4.477 | 4.494 | 4.494 | 4.511 | 4.517 | 4.479 |
| 5 | 4.532 | 4.516 | 4.512 | 4.517 | 4.515 | 4.505 |
| 6 | 4.528 | 4.521 | 4.521 | 4.508 | 4.515 | 4.487 |
| 7 | 4.477 | 4.465 | 4.510 | 4.516 | 4.498 | 4.520 |
| 8 | 4.514 | 4.477 | 4.493 | 4.507 | 4.501 | 4.496 |
| 9 | 4.538 | 4.496 | 4.473 | 4.512 | 4.477 | 4.507 |
| 10 | 4.508 | 4.457 | 4.507 | 4.483 | 4.515 | 4.467 |
| 11 | 4.508 | 4.502 | 4.509 | 4.477 | 4.503 | 4.499 |
| 12 | 4.467 | 4.496 | 4.506 | 4.472 | 4.491 | 4.500 |
| 13 | 4.523 | 4.519 | 4.516 | 4.512 | 4.538 | 4.539 |
| 14 | 4.511 | 4.506 | 4.499 | 4.479 | 4.534 | 4.485 |
| 15 | 4.488 | 4.504 | 4.488 | 4.501 | 4.503 | 4.536 |
| 16 | 4.471 | 4.503 | 4.470 | 4.487 | 4.504 | 4.496 |
| 17 | 4.484 | 4.500 | 4.505 | 4.465 | 4.459 | 4.511 |
| 18 | 4.494 | 4.500 | 4.497 | 4.527 | 4.488 | 4.496 |
| 19 | 4.524 | 4.497 | 4.493 | 4.501 | 4.515 | 4.485 |
| 20 | 4.471 | 4.483 | 4.472 | 4.519 | 4.536 | 4.513 |
| 21 | 4.499 | 4.510 | 4.490 | 4.489 | 4.480 | 4.525 |
| 22 | 4.499 | 4.528 | 4.527 | 4.488 | 4.476 | 4.495 |
| 23 | 4.508 | 4.470 | 4.483 | 4.510 | 4.529 | 4.509 |
| 24 | 4.496 | 4.517 | 4.491 | 4.503 | 4.524 | 4.481 |
| 25 | 4.483 | 4.499 | 4.485 | 4.470 | 4.474 | 4.504 |
| 26 | 4.506 | 4.523 | 4.504 | 4.453 | 4.507 | 4.501 |
| 27 | 4.506 | 4.504 | 4.517 | 4.509 | 4.475 | 4.477 |
| 28 | 4.499 | 4.503 | 4.515 | 4.476 | 4.507 | 4.495 |
| 29 | 4.488 | 4.544 | 4.474 | 4.501 | 4.499 | 4.534 |
| 30 | 4.517 | 4.511 | 4.502 | 4.501 | 4.491 | 4.506 |
| 31 | 4.511 | 4.502 | 4.497 | 4.513 | 4.486 | 4.523 |
| 32 | 4.505 | 4.523 | 4.509 | 4.490 | 4.501 | 4.500 |
| 33 | 4.478 | 4.512 | 4.530 | 4.500 | 4.502 | 4.509 |
| 34 | 4.499 | 4.490 | 4.523 | 4.527 | 4.491 | 4.504 |
| 35 | 4.471 | 4.548 | 4.473 | 4.499 | 4.504 | 4.505 |
| 36 | 4.498 | 4.466 | 4.547 | 4.491 | 4.492 | 4.523 |
| 37 | 4.505 | 4.498 | 4.489 | 4.504 | 4.530 | 4.507 |
| 38 | 4.486 | 4.529 | 4.501 | 4.503 | 4.517 | 4.501 |
| 39 | 4.483 | 4.487 | 4.511 | 4.474 | 4.463 | 4.521 |
| 40 | 4.468 | 4.481 | 4.494 | 4.503 | 4.490 | 4.492 |
|  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |

Sidney estimates that if the ratchet thickness is 4.520 or 4.480 millimeters, the probability that the ratchet will fail is approximately .10 ; if the ratchet thickness is 4.470 or 4.530 millimeters, the probability that the ratchet will fail becomes approximately .225 . It is believed that the probability a ratchet will fail can be approximated by a quadratic function.

The company estimates that it costs $\$ 9$ in materials, postage, and handling to replace a defective ratchet. There is also an estimated customer goodwill cost of \$12 associated with a defective ratchet.

In order to improve the ratchets' reliability, the firm conducted an analysis of the production process and pre-
pared a fishbone diagram. As a result of this analysis, the company decided to substitute a stronger metal alloy for the tempered steel currently being used. The firm has determined that with this alloy, if the gear thickness, x , is between 4.4 and 4.6 millimeters, the probability that a ratchet will fail can be modeled by the quadratic function, $P(x)=50(x-4.5)^{2}$. Using the new metal alloy will increase the cost of each gear from $\$ 0.45$ to $\$ 0.71$.

Sidney decided to conduct a two-day (20-hour) production test run using the new metal alloy. Using the same quality control sampling procedure, the data collected are shown in Table 2.

Table 2 Gear Thickness for Sidney Works Case

| Hour | Gear 1 | Gear 2 | Gear 3 | Gear 4 | Gear 5 | Gear 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.500 | 4.511 | 4.494 | 4.502 | 4.504 | 4.499 |
| 2 | 4.506 | 4.500 | 4.527 | 4.502 | 4.501 | 4.487 |
| 3 | 4.512 | 4.495 | 4.500 | 4.502 | 4.503 | 4.484 |
| 4 | 4.490 | 4.505 | 4.500 | 4.497 | 4.496 | 4.511 |
| 5 | 4.479 | 4.500 | 4.497 | 4.500 | 4.526 | 4.496 |
| 6 | 4.499 | 4.493 | 4.498 | 4.494 | 4.494 | 4.509 |
| 7 | 4.527 | 4.503 | 4.503 | 4.489 | 4.488 | 4.500 |
| 8 | 4.520 | 4.503 | 4.501 | 4.507 | 4.507 | 4.494 |
| 9 | 4.518 | 4.512 | 4.488 | 4.501 | 4.500 | 4.488 |
| 10 | 4.475 | 4.494 | 4.476 | 4.491 | 4.502 | 4.500 |
| 11 | 4.504 | 4.530 | 4.467 | 4.487 | 4.491 | 4.493 |
| 12 | 4.518 | 4.507 | 4.506 | 4.514 | 4.503 | 4.508 |
| 13 | 4.506 | 4.505 | 4.484 | 4.501 | 4.482 | 4.499 |
| 14 | 4.500 | 4.487 | 4.532 | 4.491 | 4.493 | 4.514 |
| 15 | 4.516 | 4.514 | 4.502 | 4.518 | 4.510 | 4.492 |
| 16 | 4.503 | 4.485 | 4.506 | 4.501 | 4.480 | 4.483 |
| 17 | 4.484 | 4.494 | 4.490 | 4.499 | 4.497 | 4.502 |
| 18 | 4.503 | 4.496 | 4.499 | 4.501 | 4.491 | 4.492 |
| 19 | 4.509 | 4.502 | 4.510 | 4.505 | 4.500 | 4.503 |
| 20 | 4.517 | 4.501 | 4.519 | 4.510 | 4.499 | 4.515 |

Another possibility is to modify the casting temperature. An additional three days (30 hours) of production runs were conducted once the casting temperature was in-
creased by 200 degrees Fahrenheit. This increased the cost of a gear from $\$ 0.45$ to $\$ 0.48$. The sample results obtained are shown in Table 3.

Table 3 Gear Thickness for Sidney Works Case

| Hour | Gear 1 | Gear 2 | Gear 3 | Gear 4 | Gear 5 | Gear 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.526 | 4.519 | 4.501 | 4.495 | 4.481 | 4.478 |
| 2 | 4.478 | 4.529 | 4.507 | 4.505 | 4.484 | 4.463 |
| 3 | 4.472 | 4.534 | 4.480 | 4.529 | 4.503 | 4.536 |
| 4 | 4.530 | 4.520 | 4.487 | 4.463 | 4.510 | 4.490 |
| 5 | 4.518 | 4.526 | 4.491 | 4.511 | 4.498 | 4.503 |
| 6 | 4.514 | 4.493 | 4.483 | 4.485 | 4.499 | 4.479 |
| 7 | 4.469 | 4.527 | 4.513 | 4.498 | 4.508 | 4.478 |
| 8 | 4.529 | 4.534 | 4.482 | 4.496 | 4.500 | 4.523 |
| 9 | 4.474 | 4.476 | 4.483 | 4.521 | 4.516 | 4.470 |
| 10 | 4.523 | 4.530 | 4.478 | 4.475 | 4.483 | 4.466 |
| 11 | 4.523 | 4.497 | 4.505 | 4.460 | 4.528 | 4.530 |
| 12 | 4.500 | 4.529 | 4.486 | 4.513 | 4.463 | 4.513 |
| 13 | 4.533 | 4.480 | 4.482 | 4.469 | 4.515 | 4.477 |
| 14 | 4.522 | 4.486 | 4.521 | 4.471 | 4.490 | 4.487 |
| 15 | 4.478 | 4.511 | 4.536 | 4.482 | 4.527 | 4.471 |
| 16 | 4.512 | 4.530 | 4.499 | 4.501 | 4.478 | 4.474 |
| 17 | 4.538 | 4.519 | 4.460 | 4.482 | 4.474 | 4.518 |
| 18 | 4.509 | 4.491 | 4.485 | 4.512 | 4.517 | 4.491 |
| 19 | 4.482 | 4.497 | 4.512 | 4.511 | 4.475 | 4.479 |
| 20 | 4.500 | 4.502 | 4.461 | 4.482 | 4.483 | 4.494 |
| 21 | 4.525 | 4.529 | 4.530 | 4.479 | 4.515 | 4.483 |
| 22 | 4.485 | 4.529 | 4.517 | 4.497 | 4.502 | 4.489 |
| 23 | 4.487 | 4.507 | 4.496 | 4.503 | 4.511 | 4.490 |
| 24 | 4.514 | 4.464 | 4.499 | 4.506 | 4.497 | 4.514 |
| 25 | 4.507 | 4.482 | 4.514 | 4.487 | 4.500 | 4.506 |
| 26 | 4.493 | 4.486 | 4.498 | 4.512 | 4.489 | 4.506 |
| 27 | 4.482 | 4.535 | 4.494 | 4.512 | 4.503 | 4.482 |
| 28 | 4.517 | 4.506 | 4.513 | 4.473 | 4.500 | 4.487 |
| 29 | 4.489 | 4.507 | 4.492 | 4.479 | 4.524 | 4.478 |
| 30 | 4.522 | 4.506 | 4.515 | 4.526 | 4.500 | 4.500 |

A third possibility is for Sidney to purchase the gears from an outside supplier. This would increase the cost of each gear from $\$ 0.45$ to $\$ 0.81$. In this case, the gears would still be made out of tempered steel, but they would have a thickness of exactly 4.500 millimeters.

Prepare a business report to Sidney management addressing the following questions:
a. Using the existing production methods, is the manufacturing process currently being used by Sidney to produce gears in control?
b. What design specifications should be set using the current manufacturing process?

## CASE 2: Steven's Ice Cream

The manager of Steven's Ice Cream store in Miami, Florida, is concerned about the long lines that have been forming at the store. In order to reduce the length of the lines, he has decided to undertake a quality control study focusing on the time required to serve a customer.

Every 30 minutes, a customer was selected at random and his or her service time was recorded. The times (in seconds) over a 25 -hour period are shown in the accompanying table. The company decided to use a three-period moving range for its analysis.

| Period | Service Time | Period | Service Time |
| :---: | :---: | :---: | :---: |
| 1 | 87 | 26 | 65 |
| 2 | 42 | 27 | 46 |
| 3 | 38 | 28 | 73 |
| 4 | 83 | 29 | 26 |
| 5 | 99 | 30 | 44 |
| 6 | 117 | 31 | 48 |
| 7 | 26 | 32 | 74 |
| 8 | 55 | 33 | 56 |
| 9 | 101 | 34 | 91 |
| 10 | 43 | 35 | 113 |
| 11 | 22 | 36 | 43 |
| 12 | 83 | 37 | 59 |
| 13 | 57 | 38 | 112 |
| 14 | 38 | 39 | 63 |
| 15 | 35 | 40 | 130 |
| 16 | 96 | 41 | 60 |
| 17 | 81 | 42 | 99 |
| 18 | 53 | 43 | 101 |
| 19 | 50 | 44 | 61 |
| 20 | 25 | 45 | 78 |
| 21 | 81 | 46 | 153 |
| 22 | 19 | 47 | 115 |
| 23 | 97 | 48 | 50 |
| 24 | 67 | 49 | 37 |
| 25 | 43 | 50 | 74 |

A process flow diagram was prepared to illustrate the operation of serving a customer. From this diagram, man-
c. Do the production processes using the new metal alloy and the higher casting temperature appear to be in control?

Give your recommendation regarding the new metal alloy, the new casting temperature, and the purchase of gears from an outside supplier. Should the design specifications change, and if so what should they be?

Include in your report a fishbone diagram the company may have prepared. Also include X and R charts for the current process, the process using the new metal alloy, and the process using the higher casting temperature.
agement determined that the following modifications to operations might affect the service time.

1. Using a sugar cone with a paper wrapper already on the cone
2. Installing an additional topping station for sundae preparation
3. Rearranging ice cream flavors in the freezers

Because of space limitations, modification (2) could not be implemented. However, modifications (1) and (3) could be investigated for their impact on service time. Initially, the manager tried implementing modification (1). Service time was sampled over an additional 40 30-minute periods, and the following data were obtained:

| Period | Service Time | Period | Service Time |
| :---: | :---: | :---: | :---: |
| 1 | 76 | 21 | 63 |
| 2 | 71 | 22 | 128 |
| 3 | 16 | 23 | 44 |
| 4 | 45 | 24 | 21 |
| 5 | 34 | 25 | 39 |
| 6 | 118 | 26 | 193 |
| 7 | 100 | 27 | 36 |
| 8 | 63 | 28 | 31 |
| 9 | 48 | 29 | 72 |
| 10 | 23 | 30 | 44 |
| 11 | 78 | 31 | 72 |
| 12 | 21 | 32 | 33 |
| 13 | 64 | 33 | 20 |
| 14 | 60 | 34 | 11 |
| 15 | 87 | 35 | 87 |
| 16 | 21 | 36 | 71 |
| 17 | 50 | 37 | 108 |
| 18 | 44 | 38 | 59 |
| 19 | 97 | 39 | 41 |
| 20 | 14 | 40 | 77 |

Using prewrapped sugar cones added an average cost of $\$ 0.012$ to each customer order.

Following this modification, the manager investigated rearranging the ice cream in the freezers. Under current operations, the more popular flavors were located in the middle of the freezer. With the proposed rearrangement, more popular flavors would be put in two or three locations in the freezer, and the less popular flavors would be placed toward the middle.

After rearranging the ice cream flavors and giving employees adequate time to adjust to the new system, the manager collected service times for randomly selected customers once each half hour over a 20 -hour period. The 40 service times were as follows:

| Period | Service Time | Period | Service Time |
| :---: | :---: | :---: | :---: |
| 1 | 78 | 14 | 31 |
| 2 | 77 | 15 | 37 |
| 3 | 43 | 16 | 59 |
| 4 | 43 | 17 | 151 |
| 5 | 106 | 18 | 34 |
| 6 | 47 | 19 | 48 |
| 7 | 66 | 20 | 79 |
| 8 | 38 | 21 | 56 |
| 9 | 63 | 22 | 35 |
| 10 | 33 | 23 | 49 |
| 11 | 67 | 24 | 52 |
| 12 | 43 | 25 | 28 |
| 13 | 9 | 26 | 32 |


| Period | Service Time | Period | Service Time |
| :---: | :---: | :---: | :---: |
| 27 | 57 | 34 | 87 |
| 28 | 24 | 35 | 44 |
| 29 | 13 | 36 | 75 |
| 30 | 161 | 37 | 107 |
| 31 | 85 | 38 | 75 |
| 32 | 40 | 39 | 47 |
| 33 | 25 | 40 | 56 |

Rearranging the ice cream added an average cost of $\$ 0.022$ to each order due to the additional utility expenses associated with this modification.

Management believes there is a goodwill cost of \$10 per customer per hour for the time a customer spends waiting in line to begin service. However, this cost drops to $\$ 5$ per customer per hour for the time a customer spends being served. During the summer, customers arrive approximately according to a Poisson process at a mean rate of once every 72 seconds.

Prepare a business report for Steven's that focuses on whether it should make any permanent changes in its operations. Include in your report a process flow diagram that the company may have prepared for illustrating the operation of serving a customer. Also include appropriate X and $\mathrm{R}_{\mathrm{m}}$ control charts and a discussion as to whether the process is in control under each of the proposed modifications.

## LCASE 3: Aladdin Manufacturing Company

The Aladdin Manufacturing Company produces both screw and belt drive automatic garage door openers. These openers operate by either entering the appropriate code on a keypad or pressing a radio control transmitter, which sends a signal to a radio control receiver. The garage door openers come packaged with the necessary hardware for installation as well as the keypad, transmitter, and receiver.

The frequency of the receiver should be set to receive a signal of 49 MHz . If the receiver setting is either higher or lower, then the opener may fail to respond to the remote control transmitter. An engineering analysis showed that between the ranges of 45.5 and 52.5 MHz , the probability that the unit will fail to operate properly can be approximately modeled by the quadratic function $\mathrm{P}(\mathrm{x})=.08(\mathrm{x}-49)^{2}$, where x is the frequency setting for the receiving unit. For example, if the frequency setting for the receiving unit is 52 MHz , the probability that the unit will fail to respond to the radio transmitter is $.08(52-49)^{2}=.72$.

If the garage door opener fails to operate properly, Aladdin will cover the cost of sending a technician out to repair the problem. Aladdin has contracted with local technicians throughout the United States to provide this repair service. The contracts specify a fixed labor cost to Aladdin for a warranty service call. This cost, which may vary by region, averages $\$ 32.25$ nationwide.

In addition to labor, Aladdin reimburses the technicians for the cost of materials used plus $10 \%$. Technicians must use genuine Aladdin parts, which they purchase from the company. The technician's cost of a replacement receiver is $\$ 15.50$. Aladdin's cost to manufacture the replacement receiver is $\$ 12.50$. The company further estimates an average administrative cost of $\$ 6.25$ associated with processing a warranty claim and a $\$ 20$ customer goodwill cost associated with a nonoperating radio control unit.

Currently, the radio control receivers produced have a mean of 49.1 MHz and a standard deviation of .6 MHz . Any receiver can be manually recalibrated at the factory so that its receiving frequency is exactly 49 MHz . The cost of the recalibration is $\$ 1.25$.

Aladdin management would like to determine the appropriate design specifications for the radio control receiver (in terms of frequency). Prepare a business report to Aladdin management recommending the specifications and indicate the percentage of receivers that will fail to meet such specifications. Your report should also investigate whether Aladdin should change the manufacturing process of receivers so that their frequency would have a mean of 49 MHz and a standard deviation of .4 MHz if such a change would cost an additional $\$ 0.12$ per unit.

## Markov Process Models



Southern California Edison (http://www. sce.com) supplies electrical power to businesses located in southern California. One of its principal means of generating electrical energy is a hydroelectric facility located in the Sierra Nevada Mountains. Completed in 1929 and known as the Big Creek Project, the facility consists of six dams, eight tunnels, three artificial lakes, and five power houses.

The principal constraint on hydroelectric power generation is the amount of water in the lakes behind the dams. This in turn, is a function of the winter snowfall in the Sierra Nevada mountain range. Based on this snowfall, Edison's hydro organization can forecast the water level of the lakes from day to day. In particular,
the water level in a lake on a given day depends on the previous day's water level, the water that enters the lake due to the snow melt, and the water released from the lake to generate power.

In order to properly plan the release of water to generate hydroelectric power, Edison has developed a Markov process model to describe the water level in the three lakes that make up the Big Creek Project. This model allows the company to forecast how much electricity can be generated at Big Creek during the peak demand summer months. This information is of key importance in helping the utility determine how much power it should generate at its other facilities and how much it should purchase from other electricity providers.

### 12.1 Basic Concepts <br> of Markov Processes

Many business situations can be visualized as processes that occur in a sequence of stages (days, weeks, months, seasons). At each stage, the process can be assessed and determined to be in some state of interest to the decision maker. For example, the manager of a local television station may wish to estimate the viewership for each of the different 6:00 P.M. local newscasts in the station's market. Such information may be useful in determining what rates to charge advertisers as well as developing marketing strategies for attracting new viewers. In this case, the stages of the process correspond to the days of the week, while the possible stations a viewer can watch correspond to the states of the process.

While the stages usually correspond to fixed time periods, they may also correspond to the occurrence of a particular event. For example, an automobile dealership may be interested in its inventory position immediately after a change occurs due to the sale of a car or the arrival of an order from the factory. In this case, the stages correspond to the random points in time at which the inventory level changes, and the state of the process is the inventory position at that time.

In many business models, the number of states of the process is either finite or countably infinite. A simple example of a process with a finite number of states is a machine that is either functional (state 1) or in need of repair (state 2). An example of a process with a countably infinite number of states is an M/G/1 queuing system that has no upper limit on the size of the queue. Here, the stage of the process is the time of a customer arrival or departure, while the state of the process corresponds to the number of customers present at each stage.

Often, the probability of the process moving from one state to another is independent of the way in which the process arrived at its current state. In queuing models, for example, the probability of the number of customers waiting in line decreasing from six to five does not depend on how the six customers came to be waiting in line in the first place. Systems in which the past history of the process plays no role in determining how the process will move to a future state are known as Markov processes. ${ }^{1}$ Markov processes were first applied to physics and the other natural sciences, but they have also proven quite useful in the study of business situations.

In formal terms, a Markov process (sometimes referred to as a Markov chain) can be characterized as a process, consisting of a countable sequence of stages that can be judged at each stage to fall into one of a countable number of states. As the process moves from one stage to the next, the probability of its moving from a particular state $i$ to another state $j$ is independent of how the process arrived at state $i$ in the first place. This latter property is known as the memoryless property of Markov processes. ${ }^{2}$

## Markov Process Properties

1. The process consists of a countable number of stages.
2. At each stage, the process can be in a countable number of possible states.
3. The probability of moving from state $i$ at stage $k$ to state $j$ at stage $k+1$ is independent of how the process actually arrived at state $i$.
[^67]
## RECURRENT, TRANSIENT, AND ABSORBING STATES

States of a Markov process can be classified as either recurrent or transient. If the process is certain to return to a particular state at some future stage, this state is known as a recurrent state. If the process might not revisit a particular state, this state is known as a transient state. Notationally,

$$
\begin{aligned}
\mathrm{P}(\text { process eventually returns to a recurrent state }) & =1 \\
\mathrm{P}(\text { process eventually returns to a transient state }) & <1
\end{aligned}
$$

One special case of a recurrent state is an absorbing state-one that is never left after it is entered. Consider a gambler who goes to a Las Vegas casino to play roulette with $\$ 50$ in his pocket. Suppose the gambler places $\$ 10$ bets and plans to quit gambling as soon as he has either parlayed this stake into $\$ 100$ or lost his initial $\$ 50$. Since the outcome of any one gamble does not depend on the outcome of previous gambles, this situation can be modeled as a Markov process. Here, the stages correspond to the spins of the roulette wheel, and the states are the gambler's stake. While the states go from $\$ 0$ to $\$ 100$, the states of $\$ 0$ and $\$ 100$ are absorbing states since, when the gambler's stake reaches either of these amounts, he quits the game.

## PERIODICITY

In some situations, Markov processes exhibit some form of periodicity. Periodicity occurs when the process exhibits a regular pattern in moving between states from one stage to the next. The operation of a light switch in a room is an example of periodicity. Here, the states of the process are the lights are off (state 1 ) or the lights are on (state 2). Suppose the stages correspond to the times at which the condition of the lights is altered; if the light switch is on at one stage, it is off at the next stage, and vice versa.

## BUSINESS APPLICATIONS

In reality, numerous types of Markov processes exist, including those with an infinite number of states, recurrent stages, periodic states, stage-dependent transition probabilities, and so on. In this chapter, however, only those Markov processes most common to business situations are considered. These processes have the following four properties.

1. The Markov process does not show periodic behavior.
2. The Markov process may have both recurrent and transient states; if it has both, all recurrent states are absorbing states.
3. Each absorbing and transient state can eventually be reached with some positive probability from every transient state. Each absorbing state can eventually be reached with some positive probability from every recurrent state that is nonabsorbing.
4. The probability of moving from one state to another is the same for all stages.

Markov process models have proved useful in studying a wide range of business situations, including inventory analysis, market share research, accounting systems, and queuing models. Some principal managerial interests are:

1. Determining how the process moves from state to state
2. Determining the probability that the process is in a given state at a particular stage
3. Determining the long-run probability that the process is in a particular state
4. Determining the average time required for the system to move from one state to another.

Each of these concerns are addressed in this chapter.
The following examples illustrate the wide variety of business areas in which Markov processes can be applied.

Transition Matrices for Processes with No Absorbing States A restaurant knows that its sales are affected by the weather. To assist in estimating average daily profit, the restaurant determines a transition matrix for the weather. (See problem 2.)

Transition Matrices for Processes with Absorbing States The manager of an electronics store wishes to determine how the inventory of computer printers changes monthly. (See problem 3.)

Determining a State Vector An insurance company wishes to use Markov processes to forecast a policy holder's account status. (See problem 10.)

Determining Limiting Behavior for Markov Processes without Absorbing States The manager of a local ice cream parlor wishes to determine the store's market share. (See problem 14.)

Determining Limiting Behavior for Markov Processes with Absorbing States A lumberyard wishes to determine the likelihood that an account that is currently overdue will have to be turned over to a collection agency. (See problem 6.)

Using Markov Processes in Economic Analyses An electrical utility wishes to estimate its profit over a 10 -week period. (See problem 30.)

Applying Markov Processes to Gambling Situations A visitor to Las Vegas wishes to determine the likelihood of obtaining a certain amount of winnings. (See problem 15.)

### 12.2 Transition Matrices for Processes with No Absorbing States

The key to describing a Markov process is to determine how the process moves from a particular state at one stage to possible states at the next stage. The probability of the Markov process moving from state $i$ at one stage to state $j$ at the next stage is known as a transition probability and is denoted by $\mathrm{p}_{\mathrm{ij}}$. Because these probabilities are assumed to be stage independent, they are the same for each stage. These transition probabilities can be written in the form of a transition matrix, P , such as that depicted in Figure 12.1.

FIGURE 12.1 Transition Matrix


The following four examples illustrate the construction of various transition matrices for situations with no absorbing states.

## FAST-FOOD RESTAURANT SELECTION

The town of Sandpoint, Idaho, has three fast-food restaurants: RallyBurger, Burger Barn, and Caesar's. It has been observed that, among Sandpoint's population, the choice of a fast-food restaurant is influenced solely by the last fastfood restaurant visited. In particular, the probability that a customer who has last eaten at RallyBurger returns to RallyBurger on his next visit to a fast-food restaurant is .70 ; the probability that the customer will next choose Burger Barn is .20 , and the probability the customer will next choose Caesar's is .10 . A customer who has last eaten fast food at Burger Barn has a .35 probability that his next fast-food restaurant visit will be to RallyBurger, a .50 probability that he will return to Burger Barn, and a .15 probability that he will go to Caesar's next time. Finally, if a customer last ate fast food at Caesar's, there is a .25 probability that he will go to RallyBurger, a . 30 probability that he will choose Burger Barn, and a .45 probability that he will return to Caesar's on his next visit to a fastfood restaurant.

Caesar's management would like to estimate its overall market share of the fast-food business in Sandpoint. To aid in this analysis, it wishes to construct a transition matrix that describes how customers select fast-food restaurants.

## SOLUTION

To model this problem as a Markov process, the states would be defined as follows:
State 1: The customer chooses RallyBurger.
State 2: The customer chooses Burger Barn.
State 3: The customer chooses Caesar's.
From the above data, we see that the probability of going from state 1 at one stage to state 1 at the next stage is .70 (the probability that a customer who last ate at RallyBurger will return to RallyBurger for his next fast-food meal); hence, $\mathrm{p}_{11}=$ .70. Similarly, the probability of going from state 1 at one stage to state 2 at the next stage is .20 (the probability that a customer who last ate at RallyBurger will go next to Burger Barn for a fast-food meal); hence, $\mathrm{p}_{12}=.20$.

Continuing in this fashion, the transition probabilities between the three possible states are as follows:

$$
\begin{array}{lll}
\mathrm{p}_{11}=.70 & \mathrm{p}_{12}=.20 & \mathrm{p}_{13}=.10 \\
\mathrm{p}_{21}=.35 & \mathrm{p}_{22}=.50 & \mathrm{p}_{23}=.15 \\
\mathrm{p}_{31}=.25 & \mathrm{p}_{32}=.30 & \mathrm{p}_{33}=.45
\end{array}
$$

FIGURE 12.2
Fast-Food Restaurant Selection Transition Matrix

These probabilities form the transition matrix depicted in Figure 12.2. Note that, no matter which state the process is in at the current stage, it must be in some state at the next stage. Hence the sum of each of the rows in the transition matrix equals 1.


## ROLLEY'S RENTALS

Rolley's Rentals, located in Lahaina, Hawaii, rents bicycles for daily use. The company estimates that its profit is a function of the weather and has classified weather conditions into three states: sunny, cloudy, and rainy.

Based on meteorological studies for Lahaina, Rolley's estimates that if today is sunny, there is a $75 \%$ chance of sunny weather tomorrow, a $20 \%$ chance of cloudy weather tomorrow, and a $5 \%$ chance of rainy weather tomorrow. If today is cloudy, the likelihood of sunny weather tomorrow is $45 \%$, of cloudy weather $40 \%$, and of rainy weather $15 \%$. If today is rainy, there is a $35 \%$ chance of sunny weather tomorrow, a $45 \%$ chance of cloudy weather, and a $20 \%$ chance of rainy weather.

Mr. Rolley would like to determine a transition matrix to assist in estimating his expected daily profit.

## SOLUTION

This situation can be modeled using three states:

1. Sunny
2. Cloudy
3. Rainy

From the information provided, the probability that the weather will be sunny on one day and sunny on the next is .75 . Therefore, $\mathrm{p}_{11}=.75$. Similarly, the probability that the weather will be sunny on one day and cloudy on the next is .20 , and $\mathrm{p}_{12}=.20$. Continuing in this fashion yields the following transition probabilities:

$$
\begin{array}{lll}
\mathrm{p}_{11}=.75 & \mathrm{p}_{12}=.20 & \mathrm{p}_{13}=.05 \\
\mathrm{p}_{21}=.45 & \mathrm{p}_{22}=.40 & \mathrm{p}_{23}=.15 \\
\mathrm{p}_{31}=.35 & \mathrm{p}_{32}=.45 & \mathrm{p}_{33}=.20
\end{array}
$$

The resulting transition matrix is shown in Figure 12.3.


FIGURE 12.3 Transition Matrix for Weather in Lahaina

## TRAFFIC PLANNING

Ontario, California, is a suburb of Los Angeles. Two principal freeway routes run between Ontario and downtown Los Angeles: the 10 Freeway and the 60 Freeway. The travel times on the two routes are equivalent when there is no traffic congestion. On any particular day, however, the 10 Freeway has a $70 \%$ chance of major congestion, while the 60 Freeway has an $80 \%$ chance of major congestion.

The probability that an individual will choose a particular freeway route depends on her previous trip experience. If, on a given trip, a driver takes the 10 Freeway and does not experience major congestion, the likelihood that she will take the 10 Freeway on her next trip is .90 . If, however, a driver experiences major congestion on this route, the likelihood that she will take it again on her next trip drops to 30 .

On the other hand, if a driver takes the 60 Freeway and does not experience major congestion, the likelihood that she will take the 60 Freeway on her next trip is .80 . This likelihood drops to .20 if the driver experiences major congestion.

Engineers from CALTRANS, California's transportation agency, are considering several freeway expansion options. Knowledge of the long-run percentage of drivers from Ontario to Los Angeles who travel on each of the two freeways is a critical part of this analysis. As a first step in obtaining this information, CALTRANS wishes to determine a transition matrix representing the process of route selection for drivers from Ontario to Los Angeles.

## SOLUTION

For this problem, four states of nature exist:
State 1: Driver selects 10 Freeway and does not experience major congestion. State 2: Driver selects 10 Freeway and does experience major congestion. State 3: Driver selects 60 Freeway and does not experience major congestion. State 4: Driver selects 60 Freeway and does experience major congestion.

To determine the transition probabilities, first consider the case of a driver currently in state 1 . Since this driver is taking the 10 Freeway and is not experiencing major congestion, the probability that she will choose the 10 Freeway for the next trip is .90 . But there is a $70 \%$ chance that the 10 Freeway will have major congestion during that trip (and, therefore, a $1-.70=.30$ probability that there will not be major congestion). Hence the probability of going from state 1 (10 Freeway and No Major Congestion) for the current trip to state 1 for the next trip can be calculated by multiplying the probability of choosing the 10 Freeway (.90) by the probability that there will not be major congestion (.30). Therefore, $\mathrm{p}_{11}=$ $(.90)(.30)=.27$.

Similarly, the probability of going from state 1 for the current trip to state 2 (10 Freeway and Major Congestion) for the next trip can be calculated by multiplying the probability of selecting the 10 Freeway for the next trip (.90) by the probability that there will be major congestion (.70). Hence, $\mathrm{p}_{12}=(.90)(.70)=.63$.

To find $\mathrm{p}_{13}$, we note that a driver in state 1 on this trip has a $1-.90=.10$ probability of selecting the 60 Freeway for the next trip. On that freeway, there is a .80 probability of major congestion and a .20 probability of no major congestion. Hence the probability of going from state 1 to state 3 ( 60 Freeway and No Major Congestion) is $\mathrm{p}_{13}=(.10)(.20)=.02$, and the probability of going from state 1 to state 4 ( 60 Freeway and Major Congestion) is $\mathrm{p}_{14}=(.10)(.80)=.08$. To summarize, we have:

$$
\begin{array}{ll}
\mathrm{p}_{11}=(.90)(.30)=.27 & \mathrm{p}_{12}=(.90)(.70)=.63 \\
\mathrm{p}_{13}=(.10)(.20)=.02 & \mathrm{p}_{14}=(.10)(.80)=.08
\end{array}
$$

Now consider a driver in state 2 (10 Freeway and Major Congestion). Since the driver experienced major congestion on the 10 Freeway, there is only a .30 likelihood that she will take it again for her next trip. There is a $70 \%$ chance that this freeway will have major congestion and a $30 \%$ chance of no major congestion. Thus the probability of going from state 2 to state 1 is $\mathrm{p}_{21}=(.30)(.30)=.09$, and the probability of going from state 2 to state 2 is $\mathrm{p}_{22}=(.30)(.70)=.21$.

A driver in state 2 has a $1-.30=.70$ probability of selecting the 60 Freeway for her next trip. On that freeway, there is a $80 \%$ chance of major congestion and a $20 \%$ chance of no major congestion. Hence the probability of going from state 2 to state 3 ( 60 Freeway and No Major Congestion) is $\mathrm{p}_{23}=(.70)(.20)=.14$, and the probability of going from state 2 to state 4 ( 60 Freeway and Major Congestion) is $\mathrm{p}_{24}=(.70)(.80)=.56$. Thus for a driver who is currently in state 2:

$$
\begin{array}{ll}
\mathrm{p}_{21}=(.30)(.30)=.09 & \mathrm{p}_{22}=(.30)(.70)=.21 \\
\mathrm{p}_{23}=(.70)(.20)=.14 & \mathrm{p}_{24}=(.70)(.80)=.56
\end{array}
$$

The transition probabilities from states 3 and 4 can be calculated in a similar fashion:

$$
\begin{array}{ll}
\mathrm{p}_{31}=(.20)(.30)=.06 & \mathrm{p}_{32}=(.20)(.70)=.14 \\
\mathrm{p}_{33}=(.80)(.20)=.16 & \mathrm{p}_{34}=(.80)(.80)=.64 \\
\mathrm{p}_{41}=(.80)(.30)=.24 & \mathrm{p}_{42}=(.80)(.70)=.56 \\
\mathrm{p}_{43}=(.20)(.20)=.04 & \mathrm{p}_{44}=(.20)(.80)=.16
\end{array}
$$

Thus, the transition matrix P for this problem that is shown in Figure 12.4.


FIGURE 12.4 Transition Matrix Reflecting Freeway Travel in Southern California

## CRAFTMADE COMFORT BEDS

Craftmade Comfort Beds sells its products by inducing interested customers to call an 800 number to arrange a home demonstration of the bed by one of the firm's salespersons. Each day, the company arranges for its salespeople (who work on commission) to make two sales calls.

An analysis shows that if a salesperson does not make a sale on a given day, there is a $40 \%$ chance that the salesperson will make no sale on the next day, a $50 \%$ chance that the salesperson will sell one bed on the next day, and a $10 \%$ chance that the salesperson will sell two beds on the next day. If a salesperson fails to sell a bed for two days in a row, however, the probabilities of selling no, one, and two beds on the next day are $.20, .65$, and .15 , respectively.

If a salesperson has sold one bed on a given day, the probabilities of selling no, one, and two beds on the next day are $.30, .45$, and .25 , respectively. If, however, a salesperson sells exactly one bed for two days in a row, the probabilities of selling no, one, and two beds on the next day are $.40, .25$, and .35 , respectively.

If a salesperson has sold two beds on a given day, the probabilities of selling no, one, and two beds the next day are $.50, .40$, and .10 , respectively. Salespersons who sell two beds for two consecutive days, however, have a probability of selling no, one, and two beds on the next day of $.60, .35$, and .05 , respectively.

The sales manager of the firm's Miami office wishes to construct a transition matrix for use in forecasting next month's sales.

## SOLUTION

Since the state of the process on a given day (stage) is a function of the sales over the previous two days, at first glance, this problem may not seem to be a Markov process. However by appropriately defining the states as the number of beds a salesperson sells each day over a two-day period, the assumptions required for a Markov process are satisfied. Thus the nine states for this process are as follows:

State 1: ( $\mathbf{( 0 , 0 )}$ The salesperson sells no beds yesterday and no beds today.
State 2: (0,1) The salesperson sells no beds yesterday and one bed today.
State 3: (0,2) The salesperson sells no beds yesterday and two beds today.
State 4: (1,0) The salesperson sells one bed yesterday and no beds today.
State 5: $(1,1)$ The salesperson sells one bed yesterday and one bed today.
State 6: $(\mathbf{1 , 2 )}$ The salesperson sells one bed yesterday and two beds today.
State 7: (2,0) The salesperson sells two beds yesterday and no beds today.
State 8: $\mathbf{( 2 , 1 )}$ The salesperson sells two beds yesterday and one bed today.
State 9: (2,2) The salesperson sells two beds yesterday and two beds today.
A transition matrix can be constructed by defining the row states as the number of sales on day 1 and 2, respectively, and the column states as the number of sales on days 2 and 3 , respectively. Thus the only entries that have positive probability values are those for which the second number in the row state is the same as the first number in the column state.

For this problem, the probability of going from state 1 at one stage to state 1 at the next stage is the probability that a salesperson who has sold no beds both yesterday and today will sell no beds tomorrow. Since this probability is $.20, \mathrm{p}_{11}=.20$.

Similarly, the probability of going from state 2 at one stage to state 5 at the next stage is $\mathrm{p}_{25}=.45$ because if a salesperson sold no beds yesterday and one bed today (state 2), there is a .45 probability that he will sell one bed tomorrow. Selling one bed today and one bed tomorrow corresponds to state 5 at the next stage. Figure 12.5 shows the transition matrix for this problem.


FIGURE 12.5 Transition Matrix for Sales of Craftmade Comfort Beds

### 12.3 Transition Matrices for Processes with Absorbing States

In Section 12.2, none of the states in any of the examples is an absorbing state. For example, a fast-food customer in Sandpoint is never stuck eating at the same
restaurant for the rest of his life; the weather in Lahaina is not going to be constantly sunny, cloudy, or rainy; a commuter from Ontario to Los Angeles is never forced to always take the same freeway; and a salesperson for Craftmade does not consistently sell the same number of beds each day. Many Markov processes, however, involve absorbing states as illustrated in the following three examples.

## DR. DALE BANDON, DDS

Dr. Dale Bandon is a dentist serving the town of Bar Harbor, Maine. Although some of Dr. Bandon's patients pay upon receiving dental services, most patients are covered by some form of insurance. These patients tend to wait until the insurance company pays its portion of the claim before making any necessary copayment.

Dr. Bandon normally receives total payment from a customer within 45 days of the time by which payment is due. When an account is more than 90 days overdue, it is sent to a collection agency. The collection agency pays Dr. Bandon $\$ 0.20$ for each dollar owed on these accounts. The agency, in turn, tries to collect the entire amount due and keeps whatever amount it is able to recover.

Dr. Bandon's accountant has classified his accounts into four categories: (1) paid up, (2) sent for collection, (3) overdue less than 45 days, and (4) overdue between 45 and 90 days. Patient accounts are classified based on the oldest charge still unpaid in that account, and account status is updated monthly.

An examination of a sample of patients' accounts revealed that if an account is less than 45 days overdue in one month, there is a $45 \%$ chance that it will be paid within the next month, a $30 \%$ chance that it will be less than 45 days overdue in the next month, and a $25 \%$ chance that it will be overdue between 45 and 90 days in the next month. An account that is less than 45 days overdue in one month will never be turned over to a collection agency in the next month.

If an account is between 45 and 90 days overdue in one month, there is a $55 \%$ chance that it will be paid up in the next month, a $15 \%$ chance that it will be less than 45 days overdue in the next month, a $25 \%$ chance that it will be overdue between 45 and 90 days in the next month, and a $5 \%$ chance that it will be sent to the collection agency in the next month.

In order to determine the percentage of claims that will eventually be turned over to the collection agency, the accountant has proposed using a Markov process approach to analyze the monthly distribution of patient accounts. As a first step in preparing this analysis, the accountant wishes to determine a transition matrix for this process.

## SOLUTION

In this analysis the stages correspond to months and the states reflect the account status. Thus the states of this process are as follows:

State 1: Paid-up account
State 2: Sent for collection
State 3: Less than 45 days overdue
State 4: Between 45 and 90 days overdue
Note that it is possible for an account to move from being overdue between 45 and 90 days in one month to being overdue by less than 45 days in the next month because a patient can make a partial payment covering the oldest outstanding balance. For example, consider a patient who has had dental work done over several dates. If, in a given month, the patient pays the part of the bill representing
work done between 45 and 90 days earlier but does not pay for work done within the last 45 days, his account could move from being between 45 and 90 days overdue to being less than 45 days overdue. Similarly, an account could remain less than 45 days overdue from one month to the next if none of the charges owed is more than 45 days old at the end of the month. For the same reason, an account could remain between 45 and 90 days overdue from one month to the next.

Since a new account is set up whenever a patient begins dental work with a 0 balance, accounts that are paid up in one month remain in paid-up status in the next month. Similarly, accounts that are sent to the collection agency in one month remain in that state in the following month.

From the above information, we see that:

$$
\mathrm{p}_{11}=1 \quad \mathrm{p}_{12}=0 \quad \mathrm{p}_{13}=0 \quad \mathrm{p}_{14}=0
$$

and

$$
\mathrm{p}_{21}=0 \quad \mathrm{p}_{22}=1 \quad \mathrm{p}_{23}=0 \quad \mathrm{p}_{24}=0
$$

That is, states 1 and 2 are absorbing states.
The probability of an account moving from state 3 (less than 45 days overdue) in one month to state 1 (paid up) in the next month is .45 . Hence, $\mathrm{p}_{31}=.45$. Since it is impossible for an account less than 45 days overdue (state 3 ) in one month to be sent for collection in the next month (state 2), $\mathrm{p}_{32}=0$.

The probability of an account remaining in state 3 from one month to the next is $\mathrm{p}_{33}=.30$, while the probability of an account's moving from state 3 in one month to state 4 in the next month is $\mathrm{p}_{34}=.25$. Similarly, the following probabilities exist for accounts between 45 and 90 days overdue in one month:

$$
\mathrm{p}_{41}=.55 \quad \mathrm{p}_{42}=.05 \quad \mathrm{p}_{43}=.15 \quad \mathrm{p}_{44}=.25
$$

Thus, the transition matrix for this process is that shown in Figure 12.6.


FIGURE 12.6
Transition Matrix for Accounts Payable Status of Dr. Bandon's Patients

## STACY'S DEPARTMENT STORES

The personnel manager at Stacy's Department Stores has been asked by the company's actuary to estimate the average number of additional years an employee will work at Stacy's. This information will be used to determine the company's cur-rent-year pension liability.

A previous analysis of company employees classified workers into five states: retired, quit, fired, promoted during the past year, and remained in the same position during the past year. The analysis indicates that an employee who was promoted during the past year has a $32 \%$ chance of being promoted in the next year, a $46 \%$ chance of not being promoted in the next year, a $7 \%$ chance of retiring in the next year, a $12 \%$ chance of quitting in the next year, and a $3 \%$ chance of being fired in the next year.

An employee who was not promoted in a given year has a $17 \%$ chance of being promoted in the next year, a $53 \%$ chance of not being promoted in the next year, a $9 \%$ chance of retiring in the next year, a $17 \%$ chance of quitting in the next year, and a $4 \%$ chance of being fired in the next year.

As a first step in calculating the average number of additional years an employee will work for Stacy's, the personnel manager wishes to determine a transition matrix for describing yearly changes in employee status.

## SOLUTION

For this problem, the stages are the years and the states can be defined as

State 1: Retired
State 2: Quit
State 3: Fired
State 4: Promoted
State 5: Not promoted

States 1,2 , and 3 are absorbing states since if an employee retires, quits, or is fired in one year, that status is retained in the following year. Thus

$$
\begin{array}{lllll}
\mathrm{p}_{11}=1 & \mathrm{p}_{12}=0 & \mathrm{p}_{13}=0 & \mathrm{p}_{14}=0 & \mathrm{p}_{15}=0 \\
\mathrm{p}_{21}=0 & \mathrm{p}_{22}=1 & \mathrm{p}_{23}=0 & \mathrm{p}_{24}=0 & \mathrm{p}_{25}=0 \\
\mathrm{p}_{31}=0 & \mathrm{p}_{32}=0 & \mathrm{p}_{33}=1 & \mathrm{p}_{34}=0 & \mathrm{p}_{35}=0
\end{array}
$$

If an employee is promoted in a given year (state 4), his or her probabilities of being in states 1 through 5 in the next year are

$$
\mathrm{p}_{41}=.07 \quad \mathrm{p}_{42}=.12 \quad \mathrm{p}_{43}=.03 \quad \mathrm{p}_{44}=.32 \quad \mathrm{p}_{45}=.46
$$

and if an employee is not promoted in a given year (state 5), the corresponding probabilities are:

$$
\mathrm{p}_{51}=.09 \quad \mathrm{p}_{52}=.17 \quad \mathrm{p}_{53}=.04 \quad \mathrm{p}_{54}=.17 \quad \mathrm{p}_{55}=.53
$$

Based on these probabilities, Figure 12.7 shows the transition matrix for Stacy's Department Stores.


FIGURE 12.7 Transition Matrix for Employment Status at Stacy's Department Stores

## GAMBLING IN LAS VEGAS

Tom Turner has traveled to Las Vegas for vacation. After budgeting for airfare, hotel, and meals, he has determined that he can afford to spend $\$ 50$ on chips to play his favorite game, roulette. His betting strategy is to place $\$ 10$ bets on black for each play.

Tom would like to go home having doubled his money in Las Vegas. Hence he will stop playing roulette when he has either $\$ 100$ in chips (doubling his initial $\$ 50$ stake) or $\$ 0$ in chips (losing his $\$ 50$ ). Tom wishes to determine his chances of reaching his goal as well as the expected amount of time he will play roulette. As a first step in this process, he will calculate a transition matrix to describe how his fortune will change from play to play.

## SOLUTION

Tom's situation can be modeled as a Markov process in which the stages correspond to the spins of the roulette wheel, and the states correspond to his stake at a given stage. Since Tom's strategy is always to place $\$ 10$ bets on black, after the first spin of the roulette wheel he will either have $\$ 60$ in chips (if black comes up and he wins) or $\$ 40$ in chips (if red or green comes up and he loses).

There are 38 possible outcomes on a roulette wheel, 18 black, 18 red, and 2 green. Therefore the probability that Tom will win $\$ 10$ is $18 / 38=.47$, and the probability that he will lose $\$ 10$ is $.53(=1-.47)$. Because Tom is placing $\$ 10$ bets, at any given stage he will have either $\$ 0, \$ 10, \$ 20, \$ 30, \$ 40, \$ 50, \$ 60, \$ 70$, $\$ 80, \$ 90$, or $\$ 100$ in chips. These amounts correspond to the states of the process. The transition matrix is shown in Figure 12.8.

FIGURE 12.8
Transition Matrix for Tom Turner's Roulette Strategy

or

$$
\mathrm{P}=\left(\begin{array}{ccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
.53 & 0 & .47 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & .53 & 0 & .47 & 0 & 0 & 0 & 0 & 0 & 0 & .0 \\
0 & 0 & .53 & 0 & .47 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & .53 & 0 & .47 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & .53 & 0 & .47 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & .53 & 0 & .47 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & .0 & 0 & .53 & 0 & .47 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & .53 & 0 & .47 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & .53 & 0 & .47 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

The entries in the rows corresponding to between $\$ 10$ and $\$ 90$ in chips are generated by the fact that the probability Tom will win his bet and have $\$ 10$ more at the next play is .47 , while the probability he will lose his bet and have $\$ 10$ less at the next play is .53 . Since Tom cannot have any other amount following a bet, all other entries in each row are 0 . If Tom reaches $\$ 0$ or $\$ 100$ in chips, he will stop betting and remain in that state. This scenario is indicated by the 1 in the first row and first column (corresponding to having $\$ 0$ ) and the 1 in the last row and last column (corresponding to having \$100).

The seven examples given in this and the previous section illustrate how transition matrices can be constructed for Markov processes. We now show how to make use of a transition matrix to analyze both the short-term and long-term behavior of the process.

### 12.4 Determining a State Vector

When analyzing problems using Markov processes, one is generally interested in determining the probability that the process is in a given state at a particular stage. The probability that the process is in state $i$ at stage $j$, denoted as $\pi_{i}(\mathrm{j})$, is known as the state probability. Since the process must be in some state at each stage, the sum of the state probabilities at any given stage must be 1 .

The state probabilities at a given stage can be conveniently written as a vector, known as the state vector. This vector, designated $\Pi(\mathrm{j})$, consists of the individual state probability values, $\pi_{\mathrm{i}}(\mathrm{j})$. That is, for a process with n states:

$$
\Pi(\mathrm{j})=\left[\pi_{1}(\mathrm{j}) \pi_{2}(\mathrm{j}) \pi_{3}(\mathrm{j}) \ldots \pi_{\mathrm{n}}(\mathrm{j})\right]
$$

State probabilities describe the likelihood that the process is in each state i at stage j. To illustrate, let us reconsider the Sandpoint fast-food restaurant selection process discussed in Section 12.2.

## FAST-FOOD RESTAURANT SELECTION (CONTINUED)

Jon Lee is a customer who is currently eating at RallyBurger. The manager of RallyBurger is interested in determining the probabilities that Jon will eat at RallyBurger, Burger Barn, and Caesar's in the future.

## SOLUTION

Let us consider the current stage of the process as stage $\mathrm{j}=1$. At stage 1 , the probability that Jon is eating at RallyBurger is 1 and the probability that Jon is eating at Burger Barn or Caesar's is 0 . Since states $\mathrm{i}=1,2$, and 3 correspond to RallyBurger, Burger Barn, and Caesar's, respectively, we have,

$$
\pi_{1}(1)=1 \quad \pi_{2}(1)=0 \quad \pi_{3}(1)=0
$$

or

$$
\Pi(1)=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right)
$$

The next fast-food restaurant that Jon will patronize represents stage $j=2$ of the process. Referring to the transition matrix determined in Section 12.2, there is a .70 probability that Jon will next eat at RallyBurger, a .20 probability that he will next eat at Burger Barn, and a .10 probability that he will next eat at Caesar's. Thus

$$
\pi_{1}(2)=.70 \quad \pi_{2}(2)=.20 \quad \pi_{3}(2)=.10
$$

or

$$
\Pi(2)=(.70 .20 .10)
$$

The state probabilities for Jon at the next stage of this process can be found by multiplying each of the current state probabilities by the appropriate transition probabilities and summing the resulting products.

Figure 12.9 illustrates the approach used to calculate the state probability for RallyBurger (state 1) at stage 3. For example, consider the ways Jon could be a customer at RallyBurger at stage 3. This can occur in one of three ways: if he eats at RallyBurger at stage 2 and at RallyBurger at stage 3; if he eats at Burger Barn at stage 2 and at RallyBurger at stage 3; or if he eats at Caesar's at stage 2 and at RallyBurger at stage 3. Let us analyze each of these cases.

FIGURE 12.9
Calculating the State Probability for RallyBurger (State 1) at Stage 3

1. Fon selects RallyBurger at stage 2 and RallyBurger at stage 3: The probability that Jon eats at RallyBurger at stage 2 of this process is .70 . The transition matrix indicates a .70 probability that a customer selecting RallyBurger at one stage will select RallyBurger next. Since it is assumed these events are independent, the probability that Jon will eat at RallyBurger at stage 2 and stage 3 is $(.70)(.70)=.49$.
2. Fon selects Burger Barn at stage 2 and RallyBurger at stage 3: Since the probability that Jon will eat at Burger Barn at stage 2 of this process is .20 and the transition matrix indicates a .35 probability of his switching from Burger Barn to RallyBurger from one stage to the next, the probability that he will eat at Burger Barn in stage 2 and RallyBurger in stage 3 is $(.20)(.35)=.07$.
3. Fon selects Caesar's at stage 2 and RallyBurger at stage 3: Since the probability that Jon will eat at Caesar's at stage 2 of this process is .10 and the transition matrix indicates a .25 probability of his switching from Caesar's to RallyBurger from one stage to the next, the probability that he will eat at Caesar's at stage 2 and RallyBurger at stage 3 is $(.10)(.25)=.025$.

Thus the probability that Jon will eat at RallyBurger at stage 3 is:

$$
\begin{aligned}
\pi_{1}(3)= & \mathrm{P}(\text { RallyBurger at stage } 2 \text { and RallyBurger at stage } 3) \\
& +\mathrm{P}(\text { Burger Barn at stage } 2 \text { and RallyBurger at stage } 3) \\
& +\mathrm{P}(\text { Caesar's at stage } 2 \text { and RallyBurger at stage } 3) \\
= & .49+.07+.025=.585
\end{aligned}
$$

Using a similar approach, it can be shown that the probability that Jon will eat at Burger Barn at stage 3 is $\pi_{2}(3)=.270$, and the probability that he will eat at Caesar's at stage 3 is $\pi_{3}(3)=.145$. Hence

$$
\Pi(3)=(.585 .270 .145)
$$

Although the calculation for the state probabilities at the next stage may seem complicated, it is really quite simple using matrix algebra. This approach is outlined in Appendix 12.2. In particular, we can show that the state probabilities satisfy the following relationship:

$$
\begin{equation*}
\Pi(j+1)=\Pi(j) P \tag{12.1}
\end{equation*}
$$

To illustrate this relationship, matrix algebra can be used to calculate the stage probabilities determined above for stage 3. Using Equation 12.1, gives:

$$
\begin{aligned}
\Pi(3)= & \Pi(2) \mathrm{P} \\
= & (.70 \quad .20 \quad .10)\left(\begin{array}{lll}
.70 & .20 & .10 \\
.35 & .50 & .15 \\
.25 & .30 & .45
\end{array}\right) \\
= & ((.70)(.70)+(.20)(.35)+(.10)(.25) \\
& (.70)(.20)+(.20)(.50)+(.10)(.30) \\
& (.70)(.10)+(.20)(.15)+(.10)(.45)) \\
= & (.585 .270 .145)
\end{aligned}
$$

Therefore, if the transition matrix and the state probabilities at some stage are known, it is easy to determine the state probabilities for the next stage. Repeating this procedure enables the calculation of the state probabilities for any number of stages into the future.

Fast-Food.xls

FIGURE 12.10
Excel Spreadsheet to Calculate State Probabilities for Fast-Food Model

It is easy to use Excel to determine the state probabilities. Figure 12.10 shows an Excel spreadsheet that calculates the state probabilities for this model over the first 20 stages.


As the number of stages increases, it can be seen that the values for the state probabilities change less and less. As will be discussed in Section 12.5, these probabilities converge to values known as steady-state probabilities.

If there are no absorbing states, the steady-state probabilities are independent of the initial state of the process. For example, suppose that for the Markov process describing restaurant selection in Sandpoint, we wish to calculate the future state probabilities for someone who is currently eating at Caesar's; that is, assume that the initial state probabilities are $\pi_{1}(1)=0, \pi_{2}(1)=0$, and $\pi_{3}(1)=1$.

Figure 12.11 shows an Excel spreadsheet based on this set of initial probabilities.


Comparing Figures 12.10 and 12.11, it can be seen that the state probabilities are converging to the same set of values. However, for processes that do have absorbing states, limiting behavior definitely depends on the initial state of the process. To illustrate, let us return to the case of Dr. Dale Bandon, D.D.S.

## DR. DALE BANDON, D.D.S. (CONTINUED)

Dr. Dale Bandon wishes to forecast the status of some of his account receivables over the upcoming 10 -month period. In particular, he is interested in determining for each month over this period the probability that a client's account will be paid in full, sent for collection, less than 45 days overdue, or between 45 and 90 days overdue. He wishes to calculate these probabilities for two clients: Pamela Tovar, whose account is currently less than 45 days overdue, and Ellen Stovall, whose account is currently between 45 and 90 days overdue.

## SOLUTION

As noted in Section 12.2, the states of the accounts receivable process are as follows:

State 1: Paid-up account
State 2: Sent for collection
State 3: Less than 45 days overdue
State 4: Between 45 and 90 days overdue
For Pamela Tovar, the initial (stage 1) state probabilities are:

$$
\pi_{1}(1)=0 \quad \pi_{2}(1)=0 \quad \pi_{3}(1)=1 \quad \pi_{4}(1)=0
$$

or

$$
\Pi(1)=\left(\begin{array}{llll}
0 & 0 & 1 & 0
\end{array}\right)
$$

Applying Equation 12.1 to the transition matrix:

$$
\mathrm{P}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
.45 & 0 & .30 & .25 \\
.55 & .05 & .15 & .25
\end{array}\right)
$$

gives us the spreadsheet shown in Figure 12.12.
The state probabilities over a 20 -month period for Ellen Stovall are shown in Figure 12.13.

Comparing Figure 12.12 to Figure 12.13, we see that both processes appear to converge over time, but not to the same values. In particular, the probability that an account will be in state 2 (sent for collection) at stage 10 is more than twice as great for accounts currently between 45 and 90 days overdue as it is for accounts currently less than 45 days overdue.

As an alternative to programming an Excel spreadsheet to calculate the steady-state values, an Excel template, markov.xls, is included which can be used to calculate steady-state values. Details on using this template are given in Appendix 12.1.


Dr. Bandon-Tovar.xls


FIGURE 12.12 Excel Spreadsheet for State Probabilities for Dr. Bandon Model


FIGURE 12.13 Excel Spreadsheet for State Probabilities for Dr. Bandon Model

Figure 12.14 shows the markov.xls template used to analyze the Dr. Bandon model for Ellen Stovall's situation. To use the template the number of states is entered in cell C 1 , the transition probabilities are entered in cells B4 through M15, the state names are entered in row 19 , and the initial state probabilities are entered in row 22. The state probabilities for future stages are presented beginning in row 23. You can see from Figure 12.14 that the results agree with the previous calculations shown in Figure 12.13.

Dr. Bandon-Stovall markov.xls

FIGURE 12.14
Markov.xls Template for Dr. Bandon Model


Determining the long-run or steady-state behavior of a Markov process is critical to an economic analysis of many business systems. For example, in Chapter 9 we saw how the steady-state results for queuing systems can be used to determine how many servers should be on hand to meet an anticipated customer arrival rate or how a service facility should be configured. Many queuing systems can, in fact, be viewed as Markov processes whose states mirror the number of customers in the system at a given point in time.

The limiting behavior of a Markov process can be described in terms of state probabilities known as steady-state probabilities. This term is so named because if the state probabilities reach these values at some stage of the process, they remain unchanged for all future stages of the process. Steady-state probabilities have a wide variety of uses and interpretations. For the fast-food restaurant selection problem, they reflect the long-run market share of the three restaurants, while the steady-state probability values for the Rolley's rental problem represent the proportion of days that are sunny, cloudy, or rainy in Lahaina.

The steady-state probability for state $i$ of the system is denoted by $\pi_{i}$, and the state vector corresponding to the steady-state probabilities is denoted by $\Pi$. Thus

$$
\Pi=\left(\pi_{1} \pi_{2} \pi_{3} \ldots \pi_{\mathrm{n}}\right)
$$

One way to calculate steady-state probabilities is simply to continue calculating state probabilities for future stages and stop when there is no noticeable difference in the values between successive stages. This is the approach taken by the markov.xls template. This method works, but it may take 10 or more stages before the probabilities begin to become close enough to their steady-state values.

For example, in both the fast-food restaurant problem and the accounts receivable problem faced by Dr. Bandon in Section 12.4, when measured to four decimal places, the state probabilities are still changing at stage 10 . Calculations for even more stages are needed to reach a point at which the state probabilities show no noticeable change from stage to stage as measured to four decimal places.

Fortunately, there are much more straightforward and efficient ways to calculate steady-state probabilities. These methods differ depending on whether or not the Markov process has absorbing states. In this section we illustrate the technique used for processes without absorbing states.

## USING MATRIX ALGEBRA TO CALCULATE STEADY STATE PROBABILITIES

Recall that steady-state behavior means that once the process reaches steady state, the state probabilities do not change. That is, the following relationship holds:

For Steady-State Probabilities

$$
\Pi=\Pi * P
$$

This means that the steady-state probabilities can be calculated as follows:

$$
\left(\pi_{1} \pi_{2} \pi_{3} \ldots \pi_{\mathrm{n}}\right)=\left(\pi_{1} \pi_{2} \pi_{3} \ldots \pi_{\mathrm{n}}\right)\left(\begin{array}{ccccc}
\mathrm{p}_{11} & \mathrm{p}_{12} & \mathrm{p}_{13} & \ldots & \mathrm{p}_{1 \mathrm{n}} \\
\mathrm{p}_{21} & \mathrm{p}_{22} & \mathrm{p}_{23} & \ldots & \mathrm{p}_{2 \mathrm{n}} \\
\mathrm{p}_{31} & \mathrm{p}_{32} & \mathrm{p}_{33} & \ldots & \mathrm{p}_{3 \mathrm{n}} \\
\cdot & \cdot & . & \ldots & \cdot \\
. & . & . & \ldots & . \\
\mathrm{p}_{\mathrm{n} 1} & \mathrm{p}_{\mathrm{n} 2} & \mathrm{p}_{\mathrm{n} 3} & \cdots & \mathrm{p}_{\mathrm{nn}}
\end{array}\right)
$$

This relationship gives rise to the following n equations in n unknowns:

$$
\begin{aligned}
& \pi_{1}=\mathrm{p}_{11} \pi_{1}+\mathrm{p}_{21} \pi_{2}+\mathrm{p}_{31} \pi_{3}+\cdots+\mathrm{p}_{\mathrm{n} 1} \pi_{\mathrm{n}} \\
& \pi_{2}=\mathrm{p}_{12} \pi_{1}+\mathrm{p}_{22} \pi_{2}+\mathrm{p}_{32} \pi_{3}+\cdots+\mathrm{p}_{\mathrm{p} 2} \pi_{\mathrm{n}} \\
& \pi_{3}=\mathrm{p}_{13} \pi_{1}+\mathrm{p}_{23} \pi_{2}+\mathrm{p}_{33} \pi_{3}+\cdots+\mathrm{p}_{\mathrm{n} 3} \pi_{\mathrm{n}} \\
& \cdot \\
& \cdot \\
& \cdot \\
& \pi_{\mathrm{n}}=\mathrm{p}_{1 \mathrm{n}} \pi_{1}+\mathrm{p}_{2 \mathrm{n}} \pi_{2}+\mathrm{p}_{3 \mathrm{n}} \pi_{3}+\cdots+\mathrm{p}_{\mathrm{nn}} \pi_{\mathrm{n}}
\end{aligned}
$$

In this set of equations, one of the n equations is redundant and can be dropped from the analysis. Since the probabilities for the steady-state probabilities must add up to 1 , we also include the equation:

$$
\pi_{1}+\pi_{2}+\pi_{3}+\cdots+\pi_{\mathrm{n}}=1
$$

Taken together, these n equations in n unknowns can be used to generate the steady-state probabilities.

To illustrate the calculation of steady-state probabilities, consider the transition matrix for the fast-food restaurant selection problem. Here,

$$
\mathrm{P}=\left(\begin{array}{lll}
.70 & .20 & .10 \\
.35 & .50 & .15 \\
.25 & .30 & .45
\end{array}\right)
$$

Using these values, the following set of equations must be solved:

$$
\begin{aligned}
& \pi_{1}=.70 \pi_{1}+.35 \pi_{2}+.25 \pi_{3} \\
& \pi_{2}=.20 \pi_{1}+.50 \pi_{2}+.30 \pi_{3} \\
& \pi_{3}=.10 \pi_{1}+.15 \pi_{2}+.45 \pi_{3} \\
& \pi_{1}+\pi_{2}+\pi_{3}=1
\end{aligned}
$$

Since one of the first three equations is redundant and can be dropped from consideration, let us arbitrarily drop the third equation. Hence we wish to solve the set of three simultaneous linear equations:

$$
\begin{aligned}
& \pi_{1}=.70 \pi_{1}+.35 \pi_{2}+.25 \pi_{3} \\
& \pi_{2}=.20 \pi_{1}+.50 \pi_{2}+.30 \pi_{3} \\
& \pi_{1}+\pi_{2}+\pi_{3}=1
\end{aligned}
$$

There are numerous ways to solve a set of $n$ equations in $n$ unknowns. One way is to use linear programming. To do so, we must rewrite the three equations, moving all the variables to the left-hand side:

$$
\begin{aligned}
.30 \pi_{1}-.35 \pi_{2}-.25 \pi_{3} & =0 \\
-.20 \pi_{1}+.50 \pi_{2}-.30 \pi_{3} & =0 \\
\pi_{1}+\quad \pi_{2}+\quad \pi_{3} & =1
\end{aligned}
$$

The objective function for this problem is irrelevant since there is only one feasible point to the problem. Thus we can arbitrarily use $\operatorname{Max} \pi_{1}+\pi_{2}+\pi_{3}$ as the objective function.

Excel provides the output shown in Figure 12.15. (In this output the letter p is used for $\pi$.) As you can see from this analysis, RallyBurger will eventually have a $51.1 \%$ share of Sandpoint's fast-food restaurant business, Burger Barn a $31.1 \%$ share, and Caesar's a $17.8 \%$ share.

Fast-Food steady state probabilities.xls


FIGURE 12.15
Excel Spreadsheet for Calculating Steady-State Probabilities

Although the steady-state probabilities are limiting values, the number of stages required for the state values to approximately equal steady state is relatively small. As you can see from Figures 12.10 and 12.11, the restaurant selection process is close to steady state after only about eight stages.

## MARKOV PROCESSES WITH PERIODIC BEHAVIOR

Markov processes that exhibit periodic behavior do not converge to steady-state values. Solving the set of $n$ equations used to determine limiting values, however, gives the long-run percentage of the time the process will be in each state. For example, we indicated in Section 12.1 that if stages correspond to times at which a light switch is altered, the process exhibits periodicity. In this case, it can easily be shown that, while the process does not converge to steady-state behavior, half the time that the light switch position is changed it is in the "on" position, while the other half of the time it is in the "off" position.

## USING STEADY-STATE VALUES TO DETERMINE MEAN RECURRENCE TIMES

We can use steady-state values to determine the mean recurrence time, the average time required for the process to return to a given state. Mean recurrence times are the inverse of steady-state values:

$$
\text { Mean Recurrence Time for State } i=1 / \pi_{i}
$$

For the fast-food restaurant example, the steady-state value corresponding to RallyBurger is .51111 . Thus a customer who is currently eating at RallyBurger will return to RallyBurger on the average of every $1 / .5111=1.9565$ visits to a fast-food restaurant. Similarly, a customer will return to Burger Barn every $1 / .3111=3.2143$ visits to a fast-food restaurant and to Caesar's every $1 / .17778=5.6250$ visits.

### 12.6 Determining Limiting (Steady-State) Behavior for Markov Processes with Absorbing States

In Markov processes with absorbing states, the steady-state probability for each of the absorbing states is the probability that the process eventually winds up in that state. The steady-state probabilities for nonabsorbing states are 0. In the Dr. Dale Bandon accounts receivable problem, for example, the steady-state probabilities indicate the probabilities that a particular account will eventually be paid up or be sent for collection.

The technique illustrated in Section 12.5 cannot be applied to Markov processes with absorbing states. This is because there is no unique solution to the set of $n+1$ equations in $n$ unknowns given by the relationship $\Pi=\Pi \mathrm{P}$ and the sum of the limiting probabilities equal to 1 . Instead, the limiting probabilities for Markov processes with absorbing states can be calculated by determining a limiting transition matrix, which gives the eventual likelihood that the process will move from each transient state to each absorbing state. When that matrix is multiplied by the initial state vector, the probabilities that the Markov process will eventually reach each absorbing state are obtained.

## DETERMINING A LIMITING TRANSITION MATRIX FOR PROCESSES WITH ABSORBING STATES

Determining a limiting transition matrix for a Markov process requires a number of matrix calculations. The Dr. Dale Bandon accounts receivable problem will be used to illustrate the steps required to perform these calculations.

## Step 1: List the Absorbing States First

To determine a limiting transition matrix, if necessary rearrange the states of the process so that the absorbing states are listed first. Once the absorbing states are listed first, the transition matrix appears as follows:

$$
\mathrm{P}=\left(\begin{array}{c|c}
\mathrm{I} & 0 \\
\hline \mathrm{R} & \mathrm{Q}
\end{array}\right)
$$

In this classification, the upper left-hand square, submatrix I, represents an identity matrix (all 0 s except for 1 s along the diagonal), and the upper right-hand submatrix 0 , represents a matrix of all 0 s. The lower left-hand square, submatrix R , represents the transition probabilities between the nonabsorbing and absorbing states, while the lower right-hand square, submatrix $Q$, represents the transition probabilities between the nonabsorbing states. In the Dr. Dale Bandon example, the states are already listed in the proper order and the transition matrix P is:

$$
\mathrm{P}=\left(\begin{array}{cc|cc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\hline .45 & 0 & .30 & .25 \\
.55 & .05 & .15 & .25
\end{array}\right)
$$

Here,

$$
\begin{aligned}
\mathrm{I}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) & \mathrm{O}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\mathrm{R}=\left(\begin{array}{cc}
.45 & 0 \\
.55 & .05
\end{array}\right) & \mathrm{Q}=\left(\begin{array}{cc}
.30 & .25 \\
.15 & .25
\end{array}\right)
\end{aligned}
$$

## Step 2: Calculate the Fundamental Matrix

Given this classification scheme, we then calculate a matrix known as the fundamental matrix, N , by subtracting the Q matrix from an identity matrix of the same dimensions and taking its inverse. That is,

$$
\mathrm{N}=(\mathrm{I}-\mathrm{Q})^{-1}
$$

For this problem:

$$
\mathrm{N}=\left(\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)-\left(\begin{array}{ll}
.30 & .25 \\
.15 & .25
\end{array}\right)\right)^{-1}=\left(\begin{array}{rr}
.70 & -.25 \\
-.15 & .75
\end{array}\right)^{-1}
$$

Many spreadsheet programs such as Excel have functions that can calculate the inverse of a matrix. The use of the Excel inverse function will be illustrated later in this section. Appendix 12.3 describes how to invert a $2 \times 2$ matrix and illustrates the inversion of the $(\mathrm{I}-\mathrm{Q})$ matrix. Using this approach, we show N is:

$$
\mathrm{N}=\left(\begin{array}{rr}
1.5385 & .5128 \\
.3077 & 1.4359
\end{array}\right)
$$

The rows and columns of the fundamental matrix correspond to the nonabsorbing states of the process. That is, in the above fundamental matrix, the first row and column correspond to state 3 (account is less than 45 days overdue), while the second row and column correspond to state 4 (account is overdue between 45 and 90 days).

The values in the fundamental matrix represent the average number of times the process visits each of the nonabsorbing states before ultimately reaching some absorbing state. In this example, the value of 1.5385 in the first column and first row of the fundamental matrix indicates that if the process starts in state 3 (account is less than 45 days overdue), it will return to state 3 an average of 1.5385 times. Similarly, if the process starts in state 3 , it will visit state 4 (account is between 45 and 90 days overdue) an average of .5128 times. If the process starts in state 4 (an account is between 45 and 90 days overdue), it will visit state 3 an average of . 3077 times and revisit state 4 an average of 1.4359 times.

## Step 3: Calculate the Limiting Transition Matrix

The limiting transition matrix, L, gives the long-run probabilities of reaching each absorbing state from each transient state. It can be generated by multiplying the fundamental matrix N by the submatrix R :

## Limiting Transition Matrix <br> $$
L=N R
$$

Here,

$$
\mathrm{L}=\mathrm{N} \mathrm{R}=\left(\begin{array}{rr}
1.5385 & .5128 \\
.3077 & 1.4359
\end{array}\right)\left(\begin{array}{rr}
.45 & 0 \\
.55 & .05
\end{array}\right)=\left(\begin{array}{ll}
.9744 & .0256 \\
.9282 & .0718
\end{array}\right)
$$

The rows of the limiting transition matrix correspond to the transient states of the process, while the columns correspond to the absorbing states. See Figure 12.16.


Hence an account overdue by less than 45 days has a .9744 probability of being paid in full and a .0256 probability of being sent for collection, whereas an account overdue between 45 and 90 days has a .9282 probability of being paid in full and a .0718 probability of being sent for collection. Notice that these values are identical to those given for stage 17 in Figures 12.12 and 12.13.

## Step 4: Calculate Limiting Probabilities

Given the limiting transition matrix, L, the limiting state probabilities can now be determined. This is done by multiplying a vector consisting of the initial state probabilities for the transient states by the limiting transition matrix. For example,
suppose that $60 \%$ of Dr. Bandon's active accounts receivables are currently less than 45 days overdue, while $40 \%$ are between 45 and 90 days overdue. To determine the percentage of these accounts that will eventually be paid and that will eventually be sent to collection, multiply the vector $\Pi(1)=(.60 .40)$ by the L matrix as shown below:

$$
\Pi(1)^{*} \mathrm{~L}=\left(\begin{array}{ll}
.60 & .40
\end{array}\right)\left(\begin{array}{ll}
.9744 & .0256 \\
.9282 & .0718
\end{array}\right)=\left(\begin{array}{ll}
.9559 & .0441
\end{array}\right)
$$

Hence, on average, $95.59 \%$ of these accounts will ultimately be paid, while $4.41 \%$ will ultimately be sent for collection.

These calculations can be performed on an Excel spreadsheet as illustrated in Figure 12.17.

FIGURE 12.17
Excel Spreadsheet to Calculate Limiting Probabilities


In this spreadsheet when the instruction is to drag to a cell in a different row and column, one first drags across the row to the appropriate column and then drags the starting row down to the final row. The following functions are used in the spreadsheet:

MINVERSE: The MINVERSE(array) function returns the inverse matrix for the matrix stored in the array. In Figure 12.17 the formula $=$ MINVERSE (\$I\$8:\$J\$9) gives $(\mathrm{I}-\mathrm{Q})^{-1}$ matrix values. (The $\mathrm{I}-\mathrm{Q}$ matrix is given in cells I8 through J9.)
INDEX: The INDEX(array, row number, column number) function returns the value of an element in a table or an array, selected by the row and column numbers. In Figure 12.17 the formula
$=\operatorname{INDEX}($ MINVERSE $(\$ I \$ 8: \$ J \$ 9), \$ G 12, \mathrm{E} \$ 11)$, given in cell E12, identifies that the value of the $(\mathrm{I}-\mathrm{Q})^{-1}$ matrix for the first row (cell G12) and the first column (cell E11) should be shown in cell E12.
Dragging this formula to cell F13 gives the entire fundamental matrix, $\mathrm{N}=(\mathrm{I}-\mathrm{Q})^{-1}$.

MMULT: The MMULT(array1,array2) function returns the product of two arrays: an array with the same number of rows as array 1 and columns as array 2 . For example, the formula
$=$ MMULT $(\$ E \$ 12: \$ F \$ 13, \$ C \$ 4: \$ D \$ 5)$ multiplies the matrix contained in E12:F13 by the matrix contained in C4:D5.

Another way of achieving the same result is to:

- Highlight the array you wish to have the MINVERSE or MULT result appear in.
- Enter the formula in the formula box.
- Execute the formula with CTRL-SHIFT-ENTER.

For example, to calculate the matrix inverse in cells E12 through F13, highlight these cells, enter the formula $=$ MINVERSE(\$I\$8:\$I\$9) in the formula box, and hold down the Ctrl, Shift, and Enter keys. The formula in each cell of the array E12 through F13 would now be $\{=$ MINVERSE(\$I\$8:SI\$9) $\}$.

## DETERMINING THE MEAN TIME UNTIL ABSORPTION

Recall that the entries in the fundamental matrix give the mean number of times the process visits each of the transient states before ultimately reaching an absorbing state. To find the mean time required for absorption, therefore, the values in the rows of the fundamental matrix are summed. For example, if, in the Dr. Dale Bandon accounts receivable problem the process is in state 3 (an account is overdue less than 45 days), the first row of the fundamental matrix indicates that it will take an average of $1.5385+.5128=2.05$ additional months for this account to be either paid in full or sent for collection. Similarly, if the process is in state 4 (an account is overdue between 45 and 90 days), it will take an average of $.3077+1.4359=1.74$ additional months for the account to be either paid in full or sent for collection:

Mean Time Until Absorption = Sum of Values in Rows of Fundamental Matrix

### 12.7 Using Markov Processes in Economic Analysis

Markov processes can be used to evaluate many aspects of a business's economic performance. In this section, the use of such processes in a variety of business settings is illustrated.

## DETERMINING THE PROFITABILITY OF A BUSINESS VENTURE

Markov processes can be used to estimate the expected profit for a business venture over some time horizon. To illustrate, let us reconsider the Rolley's Rentals problem presented in Section 12.2.

## ROLLEY'S RENTALS (CONTINUED)

Rolley's Rentals has estimated that it earns an average profit of $\$ 120$ on sunny days and $\$ 40$ on cloudy days, but it suffers an average loss of $\$ 200$ on rainy days. Mr. Rolley would like to determine his expected profit over the upcoming week if the weather in Lahaina today is sunny.

## SOLUTION

Figure 12.18 shows an Excel spreadsheet that can be used to calculate Rolley's daily expected profit as well as the total profit over the upcoming seven-day period (stages 2 through 8). From this spreadsheet it can be seen that Rolley's has an expected profit of $\$ 508.30$ for the upcoming week.


FIGURE 12.18 Excel Spreadsheet for Calculating Weekly Expected Profit at Rolley's Rentals

## DETERMINING THE VALUE OF A BUSINESS

Steady-state information, such as long-run market share or the average time a process is in a particular state, can be useful in determining the value of a business. To illustrate how this information may be used, let us again return to Rolley's Rentals.

## ROLLEY'S RENTALS (CONTINUED)

Mr. Rolley is considering selling his business. A business consultant has told him that businesses such as his are usually valued at six times their expected yearly profit. Mr. Rolley would like to determine a fair asking price for the business, should he decide to sell it.

## SOLUTION

Recall that the following steady-state probability values for weather in Lahaina were determined:

Sunny: . 6298
Cloudy: . 2786
Rainy: 0916
Therefore Rolley's expected daily profit is:

$$
.6298(\$ 120)+.2786(\$ 40)+.0916(-\$ 200)=\$ 68.40
$$

Since Rolley's expected yearly profit should be $365(\$ 68.40)=\$ 24,966$, the business is worth $6(\$ 24966)=\$ 149,796$. Because businesses generally sell for between $5 \%$ and $10 \%$ below their asking price, Mr. Rolley has decided to ask $\$ 160,000$ for the business.

## ESTIMATING LONG-TERM EXPECTED INCOME

To show how steady-state probabilities can be used to estimate an employee's longterm expected income, consider again the situation at Craftmade Comfort Beds.

## CRAFTMADE COMFORT BEDS (CONTINUED)

Sid Chase is the supervising sales manager for nine salespeople working out of Craftmade's Miami office. In this position, Sid earns $\$ 50$ on each sale made by a salesperson. He would like to estimate his expected earnings for the coming month, which comprises 21 working days.

## SOLUTION

In Section 12.2, we defined the states of the Markov process for Craftmade Custom Beds as:

State 1: (0,0) The salesperson sells no beds yesterday and no beds today.
State 2: (0,1) The salesperson sells no beds yesterday and one bed today.
State 3: (0,2) The salesperson sells no beds yesterday and two beds today.
State 4: (1,0) The salesperson sells one bed yesterday and no beds today.
State 5: $\mathbf{( 1 , 1 )}$ The salesperson sells one bed yesterday and one bed today.
State 6: (1,2) The salesperson sells one bed yesterday and two beds today.
State 7: (2,0) The salesperson sells two beds yesterday and no beds today.
State 8: (2,1) The salesperson sells two beds yesterday and one bed today.
State 9: (2,2) The salesperson sells two beds yesterday and two beds today.
From the transition matrix shown in Figure 12.5, the following steady-state values were determined using Excel:

| State 1: | 0.1228 |
| :--- | :--- |
| State 2: | 0.2026 |
| State 3: | 0.0430 |
| State 4: | 0.1496 |
| State 5: | 0.1662 |
| State 6: | 0.1274 |
| State 7: | 0.0960 |
| State 8: | 0.0744 |
| State 9: | 0.0179 |

To calculate Sid's expected monthly salary, the expected number of sales each salesperson makes per day must be determined. For this problem, each state corresponds to sales over two days, so the number of sales per day is the sum of the two days' sales divided by 2 . Thus the expected number of sales per salesperson is:

$$
\begin{gathered}
.1228(0)+(.2026+.1496)(.5)+(.0430+.1662+.0960)(1) \\
+(.1274+.0744)(1.5)+.0179(2)=.1228(0)+.3522(.5) \\
+.3052(1)+.2018(1.5)+.0179(2)=.8198
\end{gathered}
$$

Since Sid supervises nine salespeople and earns $\$ 50$ per sale, his expected daily income is $.8198(9)(\$ 50)=\$ 368.91$. Therefore, for the 21-day period, Sid estimates total monthly earnings of $(21)(368.91)=\$ 7747.11$.

## ESTIMATING THE ALLOWANCE FOR DOUBTFUL ACCOUNTS

When preparing its profit and loss statements, a business must determine an allowance for doubtful accounts. To illustrate how Markov processes can be used in this regard, reconsider the situation faced by Dr. Dale Bandon, D.D.S.

## DR. DALE BANDON, D.D.S. (CONTINUED)

Dr. Dale Bandon is in the process of completing his year-end income tax return. In order to do this, he must establish an allowance for doubtful accounts. As of the end of the year, 574 accounts are outstanding. Of these, 342 are less than 45 days overdue, while 232 are between 45 and 90 days overdue. Based on past history, Dr. Bandon estimates an average balance of $\$ 286$ for the accounts sent for collection. Recall that he receives $20 \%$ of this amount from each account sent to the collection agency. Using these data, Dr. Bandon wishes to determine an appropriate allowance for doubtful accounts.

## SOLUTION

In Section 12.4, the limiting probabilities between the absorbing and nonabsorbing states were shown in Figure 12.12. This figure indicates that Dr. Bandon expects that $2.56 \%$ of the accounts that are overdue less than 45 days will ultimately be sent for collection, while $7.18 \%$ of the accounts that are overdue between 45 and 90 days will ultimately be sent for collection. Thus the total number of accounts he expects to be sent for collection is:

$$
.0256(342)+.0718(212)=23.9768
$$

Since the average balance in an account sent for collection is $\$ 286$ and Dale recovers only $20 \%$ of this amount from the collection agency, he has an average loss of $.80(\$ 286)=\$ 228.80$ on each such account. His allowance for doubtful accounts therefore should be $23.9768(\$ 228.80)=\$ 5485.89$.

## DETERMINING A FIRM'S ACTUARIAL COSTS

Insurance companies and pension plans operate by spreading risks among a large number of individuals. Determining the funding necessary to meet insurance and pension obligations is the work of an actuary. Using the Stacy's Department Stores example, we now show how Markov processes can assist actuaries in determining these calculations.

## STACY'S DEPARTMENT STORES (CONTINUED)

Stacy's Department Stores currently employs 1500 workers, 300 of whom were promoted during the past year. The company's actuary has determined that Stacy's total current year contribution to its pension plan for each worker should be $\$ 150$ times the number of future years the worker is expected to remain with Stacy's. The company would like to calculate how much to budget for this year's pension plan contribution.

## SOLUTION

In Section 12.3, the employment states for Stacy's Department Stores were defined as:

| State 1: | Retired |
| :--- | :--- |
| State 2: | Quit |
| State 3: | Fired |
| State 4: | Promoted |
| State 5: | Not promoted |

The transition matrix was shown in Figure 12.7. From this figure we see that the R and Q submatrices are:

$$
\mathrm{R}=\left(\begin{array}{lll}
.07 & .12 & .03 \\
.09 & .17 & .04
\end{array}\right) \quad \mathrm{Q}=\left(\begin{array}{ll}
.32 & .46 \\
.17 & .53
\end{array}\right)
$$

and the fundamental matrix is:

$$
\mathrm{N}=\left(\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)-\left(\begin{array}{ll}
.32 & .46 \\
.17 & .53
\end{array}\right)\right)^{-1}=\left(\begin{array}{rr}
.68 & -.46 \\
-.17 & .47
\end{array}\right)^{-1}=\left(\begin{array}{rr}
1.9470 & 1.9056 \\
.7042 & 1.3256
\end{array}\right)
$$

In this fundamental matrix, the first row and column refer to state 4 (an individual promoted within the past year), and the second row and column refer to state 5 (an individual not promoted within the past year). Thus someone who has been promoted within the past year is expected to remain with Stacy's an average of $1.9470+1.9056=3.8526$ additional years, while someone who has not been promoted within the past year is expected to be with Stacy's an average of $.7042+1.3256=2.0298$ additional years .

Hence, for the upcoming year, Stacy's should set aside (300)(3.8526)(\$150) = $\$ 173,367$ for the pension plan of workers who were promoted in the past year, and $(1200)(2.0298)(\$ 150)=\$ 363,564$ for the workers who were not promoted within the past year. Total funding for the pension plan this year should therefore be $\$ 173,367+\$ 363,564=\$ 563,931$.

## MARIKET SHARE ANALYSIS

Markov processes have proven particularly useful in determining the effect that proposed changes in operating strategies have on the market share of a business. This information, in turn, can help a business focus on promising decision alternatives, as shown in the example of Caesar's Restaurant in Sandpoint, Idaho.

## FAST-FOOD RESTAURANT SELECTION (CONTINUED)

Caesar's Restaurant in Sandpoint employs 10 full-time workers, including a manager and an assistant manager. The average weekly salary (including benefits) for
each of the eight nonmanagerial staff employees is $\$ 300$; the weekly wages of the assistant manager and manager are $\$ 500$ and $\$ 700$, respectively. Rent and utilities average about $\$ 1400$ per week. The restaurant currently spends an average of $\$ 600$ per week in advertising. Excluding fixed operating costs, Caesar's estimates it earns an average gross profit of $\$ 0.90$ per customer.

According to statistics compiled by the Sandpoint Chamber of Commerce, an average of 40,000 customers per week eat at the three fast-food restaurants in Sandpoint. In an attempt to increase its market share from $17.8 \%$ (see Section 12.5), the manager of Caesar's is considering three possible strategies:

1. Offering dine-in customers unlimited amounts of free drink refills
2. Implementing a frequent diner program
3. Substantially increasing the amount of local couponing and print advertising

The manager would like to know which, if any, of these three strategies to adopt.

## SOLUTION

The restaurant's current estimated fixed weekly average operating costs are given in Table 12.1.

Table 12.1 Caesar's Current Estimated Fixed Weekly Average Operating Costs

| Weekly Expenses | Total |
| :--- | ---: |
| Nonmanagerial staff: (eight employees at $\$ 300$ per week) | $\$ 2400$ |
| Assistant manager | 500 |
| Manager | 700 |
| Rent and utilities | 1400 |
| Advertising/promotion | 600 |
| Total estimated fixed weekly average operating costs | $\$ 5600$ |

## Current Operations

Since Caesar's has a $17.8 \%$ market share, the estimated average weekly customer count for Caesar's is $(40,000)(.178)=7120$, and Caesar's current average weekly net profit is:

$$
7120(\$ .90)-\$ 5600=\$ 6408-\$ 5600=\$ 808
$$

## Option 1: Free Drink Refills

If Caesar's offers its customers unlimited free drink refills, one fewer staff employee will be needed, reducing its fixed weekly operating costs by $\$ 300$ to $\$ 5300$. Providing unlimited beverages costs an extra $\$ 0.14$ per customer, however. This reduces the average profit per customer (not accounting for fixed operating costs) to $\$ 0.76$.

Based on studies conducted by Caesar's corporate headquarters, if the restaurant begins offering free soft drink refills, the transition matrix will change to

$$
\mathrm{P}=\left(\begin{array}{lll}
.68 & .21 & .11 \\
.34 & .46 & .20 \\
.23 & .29 & .48
\end{array}\right)
$$

Excel can be used to find the following long-run market shares for the three restaurants as a result of this policy:

RallyBurger: . 4788
Burger Barn: . 3032
Caesar's: . 2179
Hence, if Caesar's adopts this plan, its market share should increase to $21.79 \%$ and the average number of customers who eat at Caesar's weekly should increase to $(40,000)(.2179)=8716$. This will result in an average weekly net profit of (8716) (.76) $-\$ 5300=\$ 6624.16-\$ 5300=\$ 1324.16$. Thus the free refill drink plan represents an increase of $\$ 516.16$ in average weekly profits over current operations.

## Option 2: Frequent Diner Program

The company estimates it will have to spend an additional $\$ 200$ in weekly advertising and hire an additional staff person at $\$ 300$ per week to run a frequent diner program. This will increase the average fixed weekly operating expenses by $\$ 500$ to $\$ 6100$. Caesar's further estimates that the frequent diner program will result in a decline in the average profit per customer (not accounting for fixed costs) to $\$ 0.68$. Based on frequent diner programs implemented at other Caesar's restaurants, management believes that offering such a program will change the transition matrix to:

$$
\mathrm{P}=\left(\begin{array}{lll}
.65 & .20 & .15 \\
.40 & .40 & .20 \\
.20 & .30 & .50
\end{array}\right)
$$

In this case the following are the market share results:
RallyBurger: . 4660
Burger Barn: . 2815
Caesar's: 2524
Hence, if Caesar's adopts a frequent diner program, its market share should increase to $25.24 \%$ and its average weekly customer count to $(40,000)(.2524)=$ 10,096 . This will give an average weekly profit of $(10,096)(\$ 0.68)-\$ 6,100=$ $\$ 6865.28-\$ 6100=\$ 765.28$. Thus the frequent diner program will result in a net decrease of $\$ 42.17$ in average weekly profits from current operations.

## Option 3: Increased Local Couponing and Print Advertising

Caesar's estimates that substantially increasing the amount of couponing and local advertising will add $\$ 800$ to its weekly advertising/promotion expense, resulting in a total estimated fixed weekly operating cost of $\$ 6400$, and reduce the average profit per customer (not accounting for fixed costs) to $\$ .78$. Management believes, however, that the net effect of such an increase in advertising is a $5 \%$ rise in the total number of customers who eat at fast-food restaurants each week; that is, the total market will increase from 40,000 to 42,000 .

Caesar's further estimates that, as a result of increased advertising and couponing, the following transition matrix will govern fast-food restaurant selection in Sandpoint.

$$
\mathrm{P}=\left(\begin{array}{lll}
.69 & .18 & .13 \\
.36 & .43 & .21 \\
.26 & .32 & .42
\end{array}\right)
$$

In this case the following long-run market shares are:
RallyBurger: . 4958
Burger Barn: . 2760
Caesar's: 2281
Hence the average weekly customer count at Caesar's will be $(42,000)(.2281)=$ 9580. This will result in an average weekly profit of (9580)(\$0.78) - \$6400 = $\$ 7472.40-\$ 6400=\$ 1072.40$. Thus increased local couponing and advertising is expected to result in a net increase of $\$ 1072.40-\$ 808=\$ 264.40$ in average weekly profits, compared to current operations.

According to the above analysis, the most profitable strategy for Caesar's is to offer unlimited drink refills. This policy increases average weekly profit by an amount greater than that obtained by substantially increasing advertising and couponing; the frequent diner program actually decreases the expected weekly profit.

On the basis of this information, the Student Consulting Group prepared the following memorandum for Pat Klessig, Mountain States Regional General Manager of Caesar's Restaurants. In this memo, the impact of introducing unlimited beverage refills together with increasing couponing and local advertising is discussed. The sensitivity of weekly profits to changes in average meal profitability if the restaurant offers only unlimited drink refills is also examined, and a five-year projection of such profits is made. Charts and graphs are provided to assist the reader's comprehension.

## .SCG. <br> Student Consulting Group

MEMORANDUM
To: Pat Klessig, Mountain States Regional General Manager, Caesar's Restaurants
From: Student Consulting Group
Subj: Increasing Profitability of Sandpoint Caesar's
Presently, the town of Sandpoint, Idaho, is served by three fast-food restaurants: Caesar's, RallyBurger, and Burger Barn. The relative market share of the three fast-food restaurants is shown in Figure I.


FIGURE I Market Share of Fast-Food Restaurants in Sandpoint

At present, an average of 40,000 fast-food meals are consumed each week in Sandpoint, 7120 of which are served at Caesar's. An analysis of Caesar's operations revealed a fixed weekly operating cost of $\$ 5600$. Excluding fixed costs, each meal generates an average profit of $\$ 0.90$. Weekly net profit for the restaurant currently averages $\$ 808$.

At your request, we have studied the following three marketing strategies proposed by management to determine if they can improve the profitability of the Sandpoint Caesar's restaurant:

1. Giving patrons unlimited refills on beverages
2. Introducing a frequent diner program
3. Substantially increasing couponing and local advertising

After careful analysis, we have concluded that the unlimited beverage refill policy should result in a weekly labor savings of $\$ 300$ but a decrease of $\$ 0.14$ in the average profit per meal. This decrease is more than offset by an estimated increase in the market share of Caesar's Restaurant to $21.8 \%$, however, and would increase average weekly profit by $\$ 516$.

Instituting a frequent diner program necessitates hiring an additional staff employee to administer the program. The cost of the premiums given to customers under this program will decrease the average profit per meal by an estimated $\$ 0.22$. While this program should increase Caesar's share of the fast-food market to about $25.2 \%$, the additional staffing cost and decreased profit per customer will actually result in an expected decline of $\$ 42$ in average weekly profits.

Substantially increasing couponing and local advertising would add \$800 to fixed weekly operating costs and decrease profitability per meal by $\$ 0.12$. However, the increased advertising would result in an estimated $5 \%$ increase in the total number of fast-food meals eaten in Sandpoint, and Caesar's market share should increase to $22.8 \%$. As a result, this strategy would result in a $\$ 264$ increase in average weekly profitability.

Figure II is a comparison of the expected weekly profitability of each strategy. While our analysis indicates that the frequent diner program is not cost effective, both the unlimited beverage refill policy and the increased couponing/local advertising policy result in additional average weekly profit. Therefore, we also considered a marketing plan that combines the unlimited beverage refill policy with an increase in couponing and local advertising.


FIGURE II Weekly Profitability of Caesar's Strategies

This plan is estimated to increase weekly fixed operating costs by $\$ 500$ and decrease the average profit per customer by $\$ 0.20$. Although this program would increase the number of weekly meals served by Caesar's to 10,500 and increase average profitability by $\$ 442$ per week, this amount is lower than that achieved by implementing the unlimited beverage refill policy without an increase in couponing and local advertising.

Based on our analysis, we recommend that management begin offering customers unlimited drink refills. This policy is expected to increase weekly profitability by $64 \%$ over current levels.

Even though we are confident that our recommendation will increase average weekly profitability, we based the above calculations on the assumption that average customer meal profitability would decrease by exactly $\$ 0.14$. The actual increase in weekly profitability will depend on the true additional costs associated with customers taking unlimited drink refills. Since Caesar's has never offered this program in Sandpoint, this practice may result in a cost somewhat different from $\$ 0.14$.

Figure III indicates the effect different decreases in average meal profitability will have on anticipated weekly profits. As you can see, the anticipated weekly profitability ranges from nearly $\$ 1000$ (when the decrease in average meal profitability is $\$ 0.18$ ) to nearly $\$ 1700$ (when the decrease in average meal profitability is only $\$ 0.10$ ).


FIGURE III Effect of Changes in Meal Profitability on Anticipated Weekly Profitability

We also considered future profitability resulting from our policy recommendation. Over the next five years, a yearly population growth of $4 \%$ is projected for the Sandpoint region. Competitive pressures should limit the degree to which the restaurant can implement price increases, however. Accordingly, we analyzed future weekly profitability assuming implementation of the recommended strategy and that

- Fixed costs rise 5\% per year
- The average profit per customer rises $1 \%$ per year
- The total market in Sandpoint increases $4 \%$ per year

Figure IV shows the estimated average weekly profitability over the next five years based on this analysis. As you can see, profit for the Sandpoint Caesar's is expected to continue to increase during this period.


FIGURE IV Average Weekly Profit over the Next Five Years

Should management wish to evaluate any other marketing strategies, we would be pleased to provide assistance.

### 12.8 Applying Markov Processes to Gambling Situations

Gambling is a multibillion dollar industry in which many individuals partake. Many complex investment situations can also be modeled as a sequence of simple gambles. For example, through the analysis of simple gambles, we can determine the effects that the size of an investment and the strategy for reinvestment of capital have on the likelihood of reaching a stated investment goal. In this section, we illustrate how Markov processes can be used to model and analyze certain gambling situations.

## DETERMINING THE EFFECT OF THE INITIAL STAKE SIZE ON THE PROBABILITY OF REACHING A GOAL

To illustrate how Markov processes can be used to determine the effect of the size of a gambler's initial stake on the likelihood of reaching a stated goal, reconsider the Tom Turner gambling situation discussed in Section 12.3.

## GAMBLING IN LAS VEGAS (CONTINUED)

Tom Turner is interested in determining the likelihood that he can increase his gambling stake to $\$ 100$. In particular, while he is planning to start with a stake of $\$ 50$, he would like to see what effect starting with a different stake would have on his chances of reaching $\$ 100$ and on his playing time.

## SOLUTION

In Section 12.3, the transition matrix for Tom Turner's strategy is depicted in Figure 12.8. Referring to that figure, if Tom starts gambling with an initial stake of $\$ 50$, he is beginning in state 6 with certainty. (Recall that state 1 corresponds to having $\$ 0$, state 2 corresponds to having $\$ 10$, etc.) Hence Tom's initial state vector is:

$$
\Pi(1)=\left(\begin{array}{lllllllllll}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Using Excel, we derived the following limiting probabilities for the absorbing states ( $\$ 0$ and $\$ 100$ ) of this process:
$\mathrm{P}($ Tom's stake will eventually reach $\$ 100)=.3542$
$\mathrm{P}($ Tom will eventually lose all his money $)=.6458$
Using Excel to solve for the limiting probability for each initial stake gives the values shown in Table 12.2. As can be seen from this table, while having a higher initial stake increases Tom's likelihood of reaching $\$ 100$, he must start with an initial stake of at least $\$ 70$, if he wants better than a $50 \%$ chance of reaching this goal.

Table 12.2 Limiting Probabilities of Tom Turner Gambling Problem

| $\mathrm{P}($ Tom's stake will <br> Initial Stake |  | $\mathrm{P}($ Tom will go bust before <br> eventually reach $\$ 100)$ |
| :---: | :---: | :---: |
| $\$ 10$ | .0549 |  |
| stake reaches $\$ 100)$ |  |  |

Tom is also interested in the expected number of times he will get to gamble if he follows his strategy of making $\$ 10$ bets and stopping when he winds up with either $\$ 100$ or nothing. This information can be determined from the following fundamental matrix, $N=(I-Q)^{-1}$ :

$$
\mathrm{N}=\left(\begin{array}{lllllllll}
1.78 & 1.48 & 1.21 & 0.97 & 0.75 & 0.56 & 0.40 & 0.25 & 0.12 \\
1.67 & 3.14 & 2.57 & 2.06 & 1.60 & 1.20 & 0.84 & 0.53 & 0.25 \\
1.53 & 2.90 & 4.10 & 3.29 & 2.56 & 1.92 & 1.35 & 0.84 & 0.40 \\
1.39 & 2.62 & 3.71 & 4.67 & 3.64 & 2.73 & 1.92 & 1.20 & 0.56 \\
1.22 & 2.30 & 3.26 & 4.11 & 4.86 & 3.64 & 2.56 & 1.60 & 0.75 \\
1.03 & 1.94 & 2.75 & 3.47 & 4.11 & 4.67 & 3.29 & 2.06 & 0.97 \\
0.82 & 1.54 & 2.18 & 2.75 & 3.26 & 3.71 & 4.10 & 2.57 & 1.21 \\
0.58 & 1.09 & 1.54 & 1.94 & 2.30 & 2.62 & 2.90 & 3.14 & 1.48 \\
0.31 & 0.58 & 0.82 & 1.03 & 1.22 & 1.39 & 1.53 & 1.67 & 1.78
\end{array}\right)
$$

In this matrix, the rows and columns correspond to the states of having an initial stake of $\$ 10, \$ 20, \$ 30, \ldots \$ 90$. For example, the value of 1.48 in the second column of row 1 , indicates that the mean number of times Tom will have exactly $\$ 20$ if he starts with $\$ 10$ is 1.48 .

For each initial stake the mean number of times Tom will play roulette is found by summing the numbers in the corresponding row. For example, the values across the first row sum to 7.52 . This means that if Tom begins gambling with $\$ 10$ and makes $\$ 10$ bets, he will play an average of 7.52 times before he either loses his stake or reaches his goal of $\$ 100$. Using the same approach yields the information in Table 12.3. As you can see, if Tom starts with $\$ 50$ and makes $\$ 10$ wagers, he will play an average of 24.46 times.

Table 12.3 Mean Number of Roulette Games

| Initial Stake | Expected Number of Plays |
| :---: | :---: |
| 10 | 7.52 |
| 20 | 13.86 |
| 30 | 18.89 |
| 40 | 22.44 |
| 50 | 24.30 |
| 60 | 24.29 |
| 70 | 22.14 |
| 80 | 17.59 |
| 90 | 10.33 |

## DETERMINING THE EFFECT THE AMOUNT GAMBLED HAS ON THE PROBABILITY OF REACHING A GOAL

Markov processes can also be used to determine the effect of different wagering strategies on the likelihood of reaching a specific goal. To illustrate, let us investigate whether Tom could improve the probability of reaching his goal if he changed the size of his wager.

## GAMBLING IN LAS VEGAS (CONTINUED)

Tom Turner is interested in determining the likelihood that he can increase his gambling stake to $\$ 100$. In particular, while he is planning to start with a stake of $\$ 50$, he would like to see how changing the amount he wagers each time affects his chances of reaching $\$ 100$ and the expected number of times he plays.

## SOLUTION

If Tom follows his strategy of placing $\$ 10$ bets, he has a probability of .3542 of reaching his goal and he can expect to play roulette 24.30 times. Suppose Tom decides to make only one bet of $\$ 50$, however. If he wins this bet, he will reach his goal of $\$ 100$ and quit; if he loses this bet, he will have nothing and quit.

Since the probability of winning this bet is .47 , this strategy increases Tom's chances of reaching $\$ 100$. The expected number of plays in this case is only 1 , however, since Tom will quit playing after that one bet regardless of the outcome.

If, instead of making one bet of $\$ 50$, Tom makes $\$ 1$ bets in roulette, his chance of reaching $\$ 100$ before losing all his money is only .005 . In this case, however, he will play an average of 940 games before having to stop.

This result is not unique to roulette. In fact, it can be shown that for gambling situations in which one either wins or loses an equal amount and the probability of winning is less than .50 , the strategy that will always maximize the probability of reaching some goal before losing all one's money is to bet as aggressively as possible (that is, make the largest wager possible). Making the smallest wager possible minimizes the probability of reaching one's goal before going broke. By contrast, if the objective is to maximize the number of times you play the game, you should bet as conservatively as possible (make the smallest wager possible). Making the largest wager possible minimizes the expected number of times you will play the game.

### 12.9 Summary

Markov processes can be a useful tool for evaluating sequential processes that satisfy the memoryless property. While not a decision-making tool per se, Markov processes have proven useful in explaining the behavior of systems and determining their limiting behavior. Such information can be quite valuable in the decision-making process.

The key to describing a Markov process is the development of a matrix of transition probabilities that govern how the process moves from one stage to the next. Once a transition matrix has been determined, a state vector that probabilistically describes the process at each stage can be calculated.

Of particular importance in doing economic analyses is the long-run behavior of the process. For processes without absorbing states, these can be determined by calculating steady-state probability values. Such probabilities are independent of the initial state of the process and indicate the proportion of time the process is in each state; the inverse of their values gives the mean recurrence time for each state.

By contrast, for processes with absorbing states, we can determine the eventual probability of winding up in each absorbing state and the mean time to absorption. Such results, however, do depend on the initial state of the process.

Markov processes can also be used to analyze gambling situations. In such circumstances the gambler's objective plays a crucial role in determining the appropriate strategy.

## Also on the CD-ROM

- Excel spreadsheets to determine state probabilities for transition matrices without absorbing states
- Excel spreadsheets to determine state probabilities for transition matrices with absorbing states
- Excel spreadsheets for calculating limiting steadystate probabilities for processes without absorbing states
- Excel spreadsheet for calculating limiting steadystate probabilities for processes with absorbing states
- Excel spreadsheet for doing an economic Rolley's Rentals.xls analysis of a Markov Process
- Excel template for calculating state probabilities

Fast-Food.xls
Fast-Food Revised.xls

Dr. Bandon-Tovar.xls
Dr. Bandon-Stovall.xls
Dr. Bandon-Stovall markov.xls
Fast-Food steady-state probabilities.xls

Dr. Dale Bandon.xls
markov.xls

## APPENDIX 12.1

## Using the Markov.xls Template

The template markov.xls on the CD-ROM allows easy calculation of state probabilities for up to 300 stages without the need to program any cells. Figure 12.14 shows the template with the data for the Dale Bandon model.

The template can analyze Markov processes with up to 12 states. To use the template:

- Enter the number of states in cell C1. (The corresponding state numbers then appear in the transition matrix.)
- Enter the appropriate transition probabilities in cells B4 through M15 (the yellow colored cells).
- Enter the state names in row 19 , if you so choose.
- Enter the initial (stage 1) state probabilities in row 22 under the corresponding state numbers.

State probabilities for up to stages 1 through 300 are automatically calculated by the spreadsheet beginning in row 23 .

## APPENDIX 12.2

## Matrix Algebra

When a vector multiplies a matrix, the result is a new vector. The $\mathrm{j}^{\text {th }}$ element in this new vector is determined by multiplying the elements in the original vector by the $j^{\text {th }}$ column in the matrix. This calculation, in turn, involves multiplying the $\mathrm{i}^{\text {th }}$ element of the vector by the element in the $i^{\text {th }}$ row and $j^{\text {th }}$ column of the matrix. The resulting products are then summed, and the sum becomes the $j^{\text {th }}$ element of the vector.

To illustrate, if the vector

$$
\Pi(\mathrm{j})=\left(\pi_{1}(\mathrm{j}) \pi_{2}(\mathrm{j}) \pi_{3}(\mathrm{j}) \ldots \pi_{\mathrm{n}}(\mathrm{j})\right)
$$

multiplies the matrix

$$
\mathrm{P}=\left(\begin{array}{ccccc}
\mathrm{p}_{11} & \mathrm{p}_{12} & \mathrm{p}_{13} & \ldots & \mathrm{p}_{1 \mathrm{n}} \\
\mathrm{p}_{21} & \mathrm{p}_{22} & \mathrm{p}_{23} & \ldots & \mathrm{p}_{2 \mathrm{n}} \\
\mathrm{p}_{31} & \mathrm{p}_{32} & \mathrm{p}_{33} & \ldots & \mathrm{p}_{3 \mathrm{n}} \\
\cdot & \cdot & \cdot & \ldots & \cdot \\
\cdot & \cdot & \cdot & \ldots & \cdot \\
\mathrm{p}_{\mathrm{n} 1} & \mathrm{p}_{\mathrm{n} 2} & \mathrm{p}_{\mathrm{n} 3} & \ldots & \mathrm{p}_{\mathrm{nn}}
\end{array}\right)
$$

the resulting product, $\Pi(\mathrm{j}) \mathrm{P}$, is a vector

$$
\Pi(\mathrm{j}+1)=\left(\pi_{1}(\mathrm{j}+1) \pi_{2}(\mathrm{j}+1) \pi_{3}(\mathrm{j}+1) \ldots \pi_{\mathrm{n}}(\mathrm{j}+1)\right)
$$

with values determined as follows:

$$
\begin{aligned}
& \pi_{1}(\mathrm{j}+1)=\left(\pi_{1}(\mathrm{j}) \mathrm{p}_{11}+\pi_{2}(\mathrm{j}) \mathrm{p}_{21}+\pi_{3}(\mathrm{j}) \mathrm{p}_{31}+\ldots+\pi_{\mathrm{n}}(\mathrm{j}) \mathrm{p}_{\mathrm{n} 1}\right) \\
& \pi_{2}(\mathrm{j}+1)=\left(\pi_{1}(\mathrm{j}) \mathrm{p}_{12}+\pi_{2}(\mathrm{j}) \mathrm{p}_{22}+\pi_{3}(\mathrm{j}) \mathrm{p}_{32}+\ldots+\pi_{\mathrm{n}}(\mathrm{j}) \mathrm{p}_{\mathrm{n} 2}\right) \\
& \pi_{3}(\mathrm{j}+1)=\left(\pi_{1}(\mathrm{j}) \mathrm{p}_{13}+\pi_{2}(\mathrm{j}) \mathrm{p}_{23}+\pi_{3}(\mathrm{j}) \mathrm{p}_{33}+\ldots+\pi_{\mathrm{n}}(\mathrm{j}) \mathrm{p}_{\mathrm{n} 3}\right) \\
& \cdot \\
& \cdot \\
& \cdot \\
& \pi_{\mathrm{n}}(\mathrm{j}+1)=\left(\pi_{1}(\mathrm{j}) \mathrm{p}_{1 \mathrm{n}}+\pi_{2}(\mathrm{j}) \mathrm{p}_{2 \mathrm{n}}+\pi_{3}(\mathrm{j}) \mathrm{p}_{3 \mathrm{n}}+\ldots+\pi_{\mathrm{n}}(\mathrm{j}) \mathrm{p}_{\mathrm{nn}}\right)
\end{aligned}
$$

## EXAMPLE

Consider the matrix multiplication calculated in Section 12.3 in order to find the $\Pi(3)$ vector for the fast-food restaurant problem. Recall that the vector
multiplied the matrix:

$$
\left(\begin{array}{lll}
.70 & .20 & .10 \\
.35 & .50 & .15 \\
.25 & .30 & .45
\end{array}\right)
$$

The value of the first element of the resulting vector ( $\pi_{1}(3)$ of the example) is determined by multiplying the elements of the vector by the elements in the first column of the transition matrix and summing these products:

$$
\pi_{1}(3)=.70(.70)+.20(.35)+.10(.25)=.585
$$

Similarly, we determine the other two values for the $\Pi(3)$ vector as follows:

$$
\begin{aligned}
& \pi_{2}(3)=.70(.20)+.20(.50)+.10(.30)=.270 \\
& \pi_{3}(3)=.70(.10)+.20(.15)+.10(.45)=.145
\end{aligned}
$$

## APPENDIX 12.3

## Determining the Inverse of a Matrix

The inverse of a square matrix A , denoted $\mathrm{A}^{-1}$, is the matrix such that $\mathrm{AA}^{-1}=$ $\mathrm{A}^{-1} \mathrm{~A}=1$.

INVERTING A $2 \times 2$ MATRIX
Consider the following $2 \times 2$ matrix:

$$
\mathrm{A}=\left(\begin{array}{ll}
\mathrm{a}_{11} & \mathrm{a}_{12} \\
\mathrm{a}_{21} & \mathrm{a}_{22}
\end{array}\right)=\left(\begin{array}{ll}
4 & 2 \\
1 & 3
\end{array}\right)
$$

The inverse of this matrix is determined as follows:

1. Calculate the determinant, d , using the formula:

$$
\begin{aligned}
\mathrm{d} & =\mathrm{a}_{11} \mathrm{a}_{22}-\mathrm{a}_{21} \mathrm{a}_{12} \\
& =4(3)-1(2)=10
\end{aligned}
$$

(Note: If $\mathrm{d}=0$ then no inverse exists.)
2. The inverse of the matrix is:

$$
\begin{aligned}
A^{-1} & =\left(\begin{array}{rr}
a_{22} / d & -a_{12} / d \\
-a_{21} / d & a_{11} / d
\end{array}\right) \\
& =\left(\begin{array}{rr}
3 / 10 & -2 / 10 \\
-1 / 10 & 4 / 10
\end{array}\right)
\end{aligned}
$$

For example, in Section 12.4,

$$
(\mathrm{I}-\mathrm{Q})=\left(\begin{array}{rr}
.70 & -.25 \\
-.15 & .75
\end{array}\right)
$$

To find $(I-Q)^{-1}$ note that:

$$
\begin{aligned}
\mathrm{a}_{11} & =.70 \\
\mathrm{a}_{12} & =-.25 \\
\mathrm{a}_{21} & =-.15 \\
\mathrm{a}_{22} & =.75
\end{aligned}
$$

and $\mathrm{d}=.70 .75-(-.15)(-.25)=.525-.0375=.4875$
Hence

$$
\begin{aligned}
(\mathrm{I}-\mathrm{Q})^{-1} & =\left(\begin{array}{ll}
.75 / .4875 & .25 / .4875 \\
.15 / .4875 & .70 / .4875
\end{array}\right) \\
& =\left(\begin{array}{cc}
1.5385 & .5128 \\
.3077 & 1.4359
\end{array}\right)
\end{aligned}
$$

## INVERTING AN $\mathbf{N} \times \mathbf{N}$ MATRIX

The inverse of matrices larger than $2 \times 2$ can be found using linear programming by recognizing that the inverse $\mathrm{A}^{-1}$ of a matrix A satisfies the relationship:

$$
\mathrm{AA}^{-1}=1
$$

Suppose we designate the inverse of the matrix:

$$
\mathrm{A}=\left(\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & \ldots & a_{1 \mathrm{~N}} \\
a_{21} & a_{22} & a_{23} & \ldots & a_{2 \mathrm{~N}} \\
a_{31} & a_{32} & a_{33} & \ldots & a_{3 \mathrm{~N}} \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right] \ldots .
$$

by

Then,

This gives rise to the following $\mathrm{N}^{2}$ equations in $\mathrm{N}^{2}$ unknowns:

$$
\begin{aligned}
& a_{11} x_{11}+a_{12} x_{21}+a_{13} x_{31}+\ldots a_{1 N} x_{N 1}=1 \\
& \mathrm{a}_{11} \mathrm{x}_{12}+\mathrm{a}_{12} \mathrm{x}_{22}+\mathrm{a}_{13} \mathrm{x}_{32}+\ldots \mathrm{a}_{1 \mathrm{~N}} \mathrm{x}_{\mathrm{N} 2}=0 \\
& a_{11} x_{13}+a_{12} x_{23}+a_{13} x_{33}+\ldots a_{1 N} x_{N 3}=0 \\
& \text {................. } \\
& \text {. . . . . . . . . . . . . . } \\
& a_{11} x_{1 N}+a_{12} x_{2 N}+a_{13} x_{3 N}+\ldots a_{1 N} x_{N N}=0 \\
& a_{21} x_{11}+a_{22} x_{21}+a_{23} x_{31}+\ldots a_{2 N} x_{N 1}=0 \\
& a_{21} x_{12}+a_{22} x_{22}+a_{23} x_{32}+\ldots a_{2 N} x_{N 2}=1 \\
& \text {.............. } \\
& \text {. . . . . . . . . . . . . } \\
& \text {.................. } \\
& a_{N 1} x_{1 N}+a_{N 2} x_{2 N}+a_{N 3} x_{3 N}+\ldots a_{N N} x_{N N}=1
\end{aligned}
$$

This set of simultaneous linear equations can be solved by using standard elimination techniques or by formulating a linear program with the constraints corresponding to the equations.

## |Problems

1. The soft drink market in the United States is quite competitive; the major market shares are held by CocaCola Company and Pepsi-Cola Company. Suppose an individual who last purchased a Coca-Cola product has a $70 \%$ chance of next purchasing another Coca-Cola product, a $20 \%$ chance of next purchasing a Pepsi-Cola product, and a $10 \%$ chance of next purchasing some other soft drink company's product.

An individual who last purchased a Pepsi-Cola product has a $25 \%$ chance of next purchasing a CocaCola product, a $60 \%$ of next purchasing another PepsiCola product, and a $15 \%$ chance of purchasing some other soft drink company's product.

An individual who last purchased a soft drink made by some other company has a $30 \%$ chance of next purchasing a Coca-Cola product, a $45 \%$ chance of next purchasing a Pepsi-Cola product, and a $25 \%$ chance of next purchasing some other soft drink company's product.
a. Construct a transition matrix for the process of soft drink selection.
b. Consider a randomly selected consumer who is currently purchasing a soft drink made by Coca-Cola. What is the probability that each of that customer's next three soft drink purchases will be Coca-Cola products?

|  |  | Next Month |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{array}{c}\text { Manufacturer } \\ \text { Discontinued }\end{array}$ | $\begin{array}{c}\text { Store } \\ \text { Discontinued }\end{array}$ | In | Stock |
| Back- |  |  |  |  |  |
| ordered |  |  |  |  |  |$]$

c. What is the probability that a customer who has currently purchased a Pepsi-Cola product will make each of his next three soft drink purchases Pepsi-Cola products?
d. What is the estimated market share of Coca-Cola and Pepsi-Cola?
e. Suppose a customer just purchased a Pepsi-Cola product. What is the average number of times that customer will purchase either a Coca-Cola product of some other company's soft drink products before purchasing a Pepsi-Cola product again?
2. Seattle, Washington, is a city noted for rainy weather. In fact, according to meteorological statistics, if it rains in Seattle on a given day, the probability of rain the next day is .70. If it does not rain in Seattle on a given day, the probability of rain in Seattle on the next day is .40 .

The Salamander Restaurant in Seattle is a sidewalk cafe specializing in coffee and espresso drinks. On rainy days, the restaurant earns an expected profit of $\$ 40$, whereas on days without rain the restaurant earns an expected profit of $\$ 300$.
a. Determine the transition matrix that describes how Seattle's weather changes from day to day.
b. If it is raining in Seattle on Monday, what is the probability that it will be raining on Friday of that week?
c. What is the average daily profit earned by the Salamander Restaurant?
3. TechCity believes that its inventory of computer printers can be modeled by a Markov process. In particular, the inventory can be classified as either manufacturer discontinued, store discontinued, in stock, or backordered. The accompanying transition matrix describes the monthly movement of inventory among these four states.
a. What is the probability that a computer printer that is currently in stock will eventually be store discontinued?
b. What is the probability that a computer printer that is currently backordered will eventually be manufacturer discontinued?
c. What is the expected number of months it will take for a company printer that is currently in stock to be discontinued by the manufacturer or the store?
d. What is the expected number of additional months a computer printer that is currently backordered will be in backordered status?
4. Each Friday the manager of the TechCity computer store must decide how many of a particular type of notebook computer to order to meet the next week's demand. The manufacturer ships the computers to the store by air express so that they are in stock on Monday morning.

The store manager feels that the weekly demand for this computer can be modeled by a Poisson distribution with an average demand of one computer per week. If the store is out of stock of the computer, the sale is lost. Holding costs for the computer are an estimated $\$ 4$ per week (based on the end of week inventory level). The manager's current policy is to order three computers if the inventory level is at zero or one.
a. Determine a transition matrix that describes the end of the week inventory level from one week to the next. Note that the maximum number of this type of notebook computer that TechCity will ever have in stock is four.
b. What is the average weekly holding cost associated with the manager's current inventory policy?
c. Suppose the manager changes the inventory policy to order two computers whenever the inventory level is at two or fewer. What is the average weekly holding cost associated with this inventory policy?
5. Consider the data given in problem 4 for the TechCity computer store. How would your answers to this problem change if the average demand for the notebook computer were two units per week instead of one?
6. The accounts payable department at Boyum Lumber has classified client accounts into five categories: Paid up, Overdue less than 30 days, Overdue between 30 and 60 days, Overdue between 61 and 90 days, and Overdue more than 90 days. Accounts overdue by more than 90 days are turned over to a collection agency. The following transition matrix describes changes in account status changes from month to month:


Boyum Lumber currently has 260 client accounts, 60 of these are paid up, 100 are overdue less than 30 days, 50 are overdue between 30 and 61 days, 40 are overdue between 61 and 90 days, and 10 are overdue more than 90 days.
a. Of these 260 accounts, what is the expected number of accounts that will eventually be in paid-up status without going to a collection agency?
b. Trotter Construction has an account that is overdue between 30 and 60 days. What is the probability that the Trotter Construction account will eventually be turned over to a collection agency?
c. The Foster Homes account is overdue between 61 and 90 days. What is the expected number of months that will transpire before the Foster Homes account is either in paid-up status or turned over to a collection agency?
7. The town of Kelowna, British Columbia, has three television stations that show the evening news at 6:00 P.M., Channels 2, 4, and 7. At 6:00 P.M. a viewer may be watching one of these channels or some other program. The following transition matrix describes viewer behavior from one day to the next:

\left.|  |  | Station Watched Tomorrow |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 7 | Other |
| Station | 2 |  |  |  |  |
| Watched | 4 | .75 | .10 | .05 | .10 |
| Today | 7 | .20 | .65 | .10 | .05 |
|  | Other | .05 | .10 | .80 | .05 |
| .10 | .35 | .15 | .40 |  |  |$\right)$

a. Consider a randomly selected viewer who is watching Channel 2 today. What is the probability that the
individual will watch Channels 2, 4, and 7 in each of the next six days?
b. Suppose the region has 55,000 television viewers. The manager of Channel 2 estimates the station's advertising revenue for the 6:00 P.M. news broadcast at about $\$ 0.12$ per viewer. The daily fixed cost of putting on the 6:00 P.M. news is $\$ 2500$. What is Channel 2's expected daily profit or loss from the 6:00 P.M. news?
c. Suppose a randomly selected viewer is currently watching Channel 4 . On the average, how many days will elapse before that viewer again watches the evening news on Channel 4?
8. Jim Sweet is a research analyst for a major Wall Street firm. He is attempting to develop an arbitrage model for his firm to use in managing its stock portfolio. As part of his research, Jim has analyzed the price movements of the stock of Micronet, a computer company headquartered in Tucson, Arizona. Jim believes that stock price changes of Micronet follow a Markov process. Based on 10,000 stock trades, he has estimated the following transition matrix for these changes.
a. Suppose Micronet is currently selling at $20 \frac{1}{2}$ per share, down $\frac{1}{8}$ from its previous trade. What is the probability that it will be selling at $20 \frac{3}{8}$ per share in two more stock trades?
b. Suppose Micronet is currently selling at $21^{\frac{3}{8}}$ per share, unchanged from its previous trade. What is the probability that it will be selling at $21 \frac{3}{8}$ in two more stock trades?
c. What is the long-run expected price change per stock trade of Micronet? Does this make sense? Explain.

Transition Matrix for Problem 8

|  |  | $\begin{array}{c}\text { Price Change } \\ \text { for Next Trade }\end{array}$ |  |  |
| :--- | :---: | ---: | :---: | :---: |
| Price Change | $-\frac{1}{8}$ | $-\frac{1}{8}$ | No Change | $+\frac{1}{8}$ |
| from | No Change | $\left(\begin{array}{rl}.14 & .76 \\ .07 & .84 \\ \hline & .10 \\ \text { Last Trade } & +\frac{1}{8}\end{array}\right.$ | .78 | .06 |$)$


|  |  | Next Movie Moderate |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Blockbuster | Success | Turkey | Retired |
|  | Blockbuster | / 16 | . 71 | . 10 | . 03 |
| Current | Moderate Success | . 08 | . 68 | . 19 | . 05 |
| Movie | Turkey | . 03 | . 58 | . 31 | . 08 |
|  | Retired | 0 | 0 | 0 | 1 |

9. Robert Siebert, an agent with Creative Talent Associates, has analyzed films made by major movie stars and has classified each movie as either a blockbuster, a moderate success, or a turkey. He has noticed that the success of a star's film depends on the success of his or her last film as described by the accompanying transition matrix. Note that the matrix accounts for the possibility a star could retire from the movies.
a. Chris Pitts is a movie star whose current film is a moderate success. What is the probability that Chris will make at least three more movies and that the third movie will be a blockbuster?
b. Darla Stringer's current movie is a blockbuster. What is the probability that she will make at least two more movies that will both be turkeys?
c. Abe Primco's current movie is a turkey. What is the probability that he will make at least two more movies?
d. What is the expected number of additional movies a movie star will make if his or her current movie is (i) a blockbuster, (ii) a moderate success, or (iii) a turkey?
e. According to a survey of the last movies of 25 movie stars, 7 were blockbusters, 13 were moderate successes, and 5 were turkeys. Looking at this group of actors' next movie, what is the expected number of blockbusters, moderate successes, and turkeys? What percentage of these actors will not make another movie due to retirement?
10. The accounting department at United Insurance has modeled its life insurance business as a Markov process. Each year a customer's account can be classified as premium paid up, borrowed against policy,
lapsed, policy cashed in, or insured deceased (death benefit collected). If a policy lapses because the premium is not paid, the value in the account is used to purchase a reduced benefit policy, which is then considered paid up. The accompanying transition matrix describes year to year movements of clients' accounts.
a. What is the probability that a customer whose premium is currently paid up will be in a premium paid-up status five years from now?
b. What is the probability that a customer whose account is currently in a borrowed-against status will be in a borrowed-against status four years from now?
c. What is the probability that a customer whose policy is in a premium paid-up status will eventually collect a death benefit from the company?
d. Carlos Alvarez's premium is currently paid up. What is the expected number of additional years Carlos will remain on the books of the company (that is, how many years will elapse before either the policy is cashed in or the death benefit is collected)?
11. A study conducted by the Small Business Administration investigated the failure rate of small businesses. The study classified three causes of business failure: poor management, inadequate financing, or some other factor. These failure rates differed for new businesses (less than a year old) versus established businesses. The study indicates that a Markov process is an appropriate model. The SBA determined the following transition matrix for the model based on historical data:

|  |  | Next Year |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Premium Paid Up | Borrowed Against | Lapsed | Policy Cashed In | Collect <br> Death Benefit |
|  | Premium Paid Up | / 73 | . 10 | . 03 | . 08 | . 06 |
|  | Borrowed Against | . 06 | . 56 | . 18 | . 16 | . 04 |
| Current | Lapsed | . 80 | . 03 | 0 | . 08 | . 09 |
| Year | Policy Cashed In Collect Death Benefit | $\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right.$ | 0 0 | 0 0 | 1 0 | 0 1 |

Transition Matrix for Problem 11

|  |  | New | Established | Next Year <br> Failure <br> Due to <br> Poor <br> Management | Failure <br> Due to Inadequate Financing | Failure <br> Due to Other <br> Causes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | New <br> Established | $\left(\begin{array}{l}0 \\ 0\end{array}\right.$ | .70 .82 | .10 .09 | .15 .06 | .05 .03 |
| Current | Failure Due to | 0 | 0 | 1 | 0 | 0 |
| Year | Poor Management Failure Due to Inadequate Financing Failure Due to Other Causes | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ | 0 0 | 0 0 | 1 0 | 0 1 |

a. What is the probability that a new business will eventually fail due to poor management?
b. What is the probability that an established business will eventually fail due to inadequate financing?
c. What is the probability that a new business will survive over the next four years?
d. On the average, how long will a new business survive?
e. On the average, how many additional years will an established business operate?
12. Tom Holmes is manager of the Topeka office of the financial planning firm of Ward and Reed, Inc. Twenty agents work for Tom. A typical agent sells at most two life insurance policies each day. Tom believes that the number of policies an agent sells in a given day is a function of how many policies the agent sold in the two previous days. In particular, Tom believes that the probabilities shown in the accompanying table hold.
a. Develop a transition matrix to describe this process.
b. What is the probability that an agent who has sold two policies in each of the last two days will sell one policy today and one policy tomorrow?
c. On average, how many policies does an agent sell each day?
13. The queuing system at Patterson's Jewelers can be modeled by a Markov process. The following transition matrix describes the number of customers present at the jewelry store, measured at 15 -minute intervals. Note that since the probability of having more than five customers in the store is so small, it is ignored in the model.

|  | Number Present in 15 Minutes |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | $\left(\begin{array}{cccccc}0 & 1 & 2 & 3 & 4 & 5 \\ \text { Number } & 1 & .21 & .45 & .15 & .11 \\ .06 & .02 \\ \text { Currently } & 2 & .18 & .39 & .21 & .13 \\ .06 & .03 \\ \text { Present } & 3 & .15 & .32 & .22 & .16 \\ .09 & .06 \\ & 4 & .28 & .23 & .17 & .10 \\ .09 \\ & 5 & .27 & .26 & .18 & .12 \\ .08 \\ .06 & .21 & .28 & .22 & .14 & .09\end{array}\right)$ |  |  |  |  |

a. If only two customers are currently present at Patterson's, what is the probability that four customers will be present an hour from now?
b. If currently no customers are present at Patterson's, what is the probability $0,1,2,3,4$, or 5 customers will be present two hours from now?
c. What is the average number of customers present at any given time at Patterson's Jewelers?

Probabilities for Problem 12

| Number of Policies <br> Sold Two Days Ago | Number of Policies <br> Sold Yesterday | Selling No <br> Policies Today | Probability <br> Selling One <br> Policy Today | Selling Two <br> Policies Today |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | .55 | .30 | .15 |
| 0 | 1 | .60 | .20 | .20 |
| 0 | 2 | .70 | .15 | .15 |
| 1 | 0 | .65 | .25 | .10 |
| 1 | 1 | .55 | .25 | .20 |
| 1 | 2 | .60 | .25 | .15 |
| 2 | 0 | .50 | .35 | .15 |
| 2 | 1 | .70 | .20 | .10 |
| 2 | 2 | .40 | .35 | .25 |

14. In the town of Rumson, New Jersey, four establishments sell ice cream: Baskin-Robbins (BR), Häagen-Dazs (HD), Ben \& Jerry's (BJ), and Dairy Queen (DQ). During the summer, the probability of a customer's visiting one of these businesses is a function of the last store he or she visited for ice cream. In particular, the transition matrix is:

|  |  | Next Ise Cream <br> Establishment |  |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: |
|  |  | Visited |  |  |  |

a. What is the market share of these four establishments?
b. The total number of customers who patronize the four establishments is estimated to average 1300 per day. The Dairy Queen has fixed operating expenses of $\$ 220$ per day, and the average profit per customer (not including fixed expenses) is $\$ 0.85$. In an effort to boost market share, the manager of the Dairy Queen is contemplating offering frozen yogurt. She has estimated that this will increase fixed operating expenses by $\$ 25$ per day and decrease the average profit per customer to $\$ 0.80$. But by offering frozen yogurt, she believes the transition matrix for customers will change to:

> Next Ice Cream
> Establishment Visited
$\left.\begin{array}{clcccc} & & \text { BR } & \text { HD } & \text { BJ } & \text { DQ } \\ \text { Last Ice } & \text { BR } \\ \text { Cream } & \text { HD } & .57 & .13 & .18 & .12 \\ .07 & .46 & .28 & .19 \\ \text { Establishment } & \text { BJ } & .06 & .35 & .47 & .12 \\ \text { Visited } & \text { DQ } \\ .16 & .07 & .09 & .68\end{array}\right)$

If the total number of customers who patronize all four establishments grows to 1350 per day by introducing frozen yogurt at Dairy Queen, should Dairy Queen begin offering this product? Justify your answer.
15. Consider the game of craps played in Las Vegas. Under the simplest rules, a player immediately wins if he rolls a 7 or an 11 and immediately loses if he rolls a 2,3 , or 12 . The player also wins if he rolls a $4,5,6,8,9$, or 10 and can roll that number again before a seven is rolled. A probability analysis of craps reveals that the probability of winning a wager is .493 . Suppose you start with $\$ 40$ and make $\$ 10$ wagers. You plan to stop either when your stake reaches $\$ 70$ or you've lost your $\$ 40$ stake.
a. Construct a transition matrix to describe this process.
b. What is the probability you will reach $\$ 70$ before going broke?
c. How many times do you expect to wager?
d. How would your answer to (b) and (c) change if you started with $\$ 50$ instead of $\$ 40$ ?
16. Consider the following game: You roll a pair of fair dice. If the outcome is $2,5,8$, or 11 , you move forward one space; if the outcome is $3,4,9,10$, or 12 , you move backward one space; if the outcome is 6 or 7 , you stay in the same place. The game ends when you either move forward a total of three spaces (you win) or backward a total of four spaces (you lose).
a. Construct a transition matrix to describe this game.
b. What is the probability of your winning this game?
c. What is the expected duration of the game? (That is, how many plays, on average, will occur before the game is over?)
17. The town of Yellow Springs, Ohio, has two supermarkets, IGA and Supervalue. A customer's choice of supermarket depends on the time spent in the check-out line during his or her previous shopping trip experience. If a customer previously shopped at IGA and encountered a long wait in the check-out line, there is a $25 \%$ chance that he or she will choose IGA the next time. If the person previously shopped at IGA and did not encounter a long wait in the check-out line, there is an $80 \%$ chance that he or she will choose IGA the next time.

If a customer previously shopped at Supervalue and encountered a long wait in the check-out line, there is a $40 \%$ chance that he or she will choose Supervalue the next time. If the shopper previously shopped at Supervalue and did not encounter a long wait in the check-out line, there is a $70 \%$ chance that he or she will choose Supervalue the next time.

According to queuing studies of the two supermarkets, the likelihood of a customer's encountering a long wait in the check-out line at IGA is .40 ; this probability is only .25 at Supervalue.
a. Develop a transition matrix to describe this process.
b. Fred Williams last shopped at Supervalue and encountered a long wait. What is the probability Fred will shop at IGA on his trip after next to the supermarket?
c. What is the overall market share of the two supermarkets?
18. The town of Silverton, Colorado, has three gasoline stations: Shell, Exxon, and Arco. Customer selection of service stations can be modeled as a Markov process, with the following transition matrix:

|  |  | $\begin{array}{c}\text { Next Gasoline } \\ \text { Station Chosen }\end{array}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\left.\begin{array}{cccc}\text { Shell } & \text { Exxon } & \text { Arco } \\ \text { Last } & \text { Shell } & .65 & .10\end{array}\right) .25$ |  |  |
| Gasoline Station | Exxon | .10 | .70 | .20 |
| Chosen | Arco | .30 | .15 | .55 |$)$

a. Which gasoline station has the most loyal customers?
b. What is the market share for the three gasoline stations in Silverton?

|  |  | Next Week |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | San Diego | Los Angeles | San Francisco | Wrecked | Stolen | Retired |
|  | San Diego | $(.77$ | .14 | .05 | .01 | .01 | .02 |
|  | Los Angeles | .12 | .76 | .07 | .02 | .01 | .02 |
| This | San Francisco | .06 | .08 | .79 | .03 | .02 | .02 |
|  | Wrecked | 0 | 0 | 0 | 1 | 0 | 0 |
|  | Stolen | 0 | 0 | 0 | 0 | 1 | 0 |
|  | Retired | 0 | 0 | 0 | 0 | 0 | 1 |$)$

c. There are a total of 2000 cars in Silverton. Each car visits a gasoline station an average of once every five days; an additional 300 cars per week visit the three gas stations as a result of tourism. The average fill-up at a gas station is 14.8 gallons. The Arco station pays an average of $\$ 1.03$ per gallon for gas, which it sells for an average of $\$ 1.25$ per gallon. If the fixed weekly operating cost of the Arco station is $\$ 1050$, what is its expected weekly profit?
19. Consider the Silverton gas station data given in problem 18. In an attempt to increase weekly profitability, the Arco station is considering sponsoring one of the Silverton Little League baseball teams as well as lowering the selling price of its gasoline by $\$ 0.02$ per gallon. Sponsorship of the team will cost the station $\$ 40$ per week.

As a result of these two actions, the Arco station estimates that the transition matrix describing gasoline purchase will change to:

\left.|  |  | Next Gasoline |  |
| :---: | :---: | :---: | :---: | :---: |
| Station Chosen |  |  |  |$\right\}$

Should the Arco station adopt this plan? Justify your answer.
20. General Rent-A-Car has offices in three California cities: San Diego, Los Angeles, and San Francisco. Customers renting a car from General may drop off the car at any of the company's offices without a penalty. General's policy is to retire $2 \%$ of its fleet weekly. An analysis of the weekly movement of cars yields the accompanying transition matrix.
a. What is the probability that a car that is currently in San Diego will be in San Francisco in three weeks?
b. What is the probability that a car that is currently in Los Angeles will be in San Diego in four weeks?
c. What is the probability that a car that is currently in San Francisco will not be in the fleet in five weeks?
d. Judy Ramirez just returned a car to the Los Angeles location. How many additional weeks is this car expected to remain in General's fleet?
21. Consider the data for General Rent-A-Car given in problem 20. Suppose that General has just purchased a fleet of 300 cars from another rental car company, placing 80 in San Diego, 120 in Los Angeles, and 100 in San Francisco. Fixed costs for the company are estimated to total $\$ 2000$ per week. Neglecting such costs, General earns an average of $\$ 10$ per week for each car in San Diego, \$20 per week for each car in Los Angeles, and \$15 per week for each car in San Francisco (based on the car's location at the beginning of the week).
a. What is General's total expected net profit over the next four weeks?
b. Give the expected distribution of these cars at the end of a month (4 weeks).
22. An analysis of corporate income tax returns audited by the IRS reveals the accompanying transition matrix regarding the likelihood of an audit.
a. Karp Corporation's income tax return was put through a routine audit this year. For each of the next five years, determine the probability that Karp Corporation's income tax return will not be audited.
b. Tsai Corporation's income tax return was put through a routine audit this year. What is the probability that Tsai Corporation will have a routine audit four years from now?

|  |  | Next Year <br> Routine |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Not <br> Audited <br> Audit | Mudit <br> This | Routine Audit |\(\quad\left(\begin{array}{lll}.92 \& .06 \& .02 <br>

.86 \& .08 \& .06 <br>
Year \& Major Audit \& .68 <br>
.22 \& .10\end{array}\right)\)
c. If Micronet Corporation went through a major audit this year, what is the probability that it will have to go through another major audit three years from now?
d. What percentage of corporations will have a routine or major audit annually?
e. In a group of 100 randomly selected corporations, 80 had no audit this year, 11 had a routine audit, and 9 had a major audit. Suppose this group of 100 corporations is surveyed three years from now. What is the expected number of corporations that will have no audit, a routine audit, and a major audit that year?
23. A study of facial tissue consumption revealed that a Markov process can be used to model tissue brand selection. The four principal companies manufacturing facial tissue in the United States are Kimberly-Clark (KC), Scott (a subsidiary of Kimberly-Clark) (S), Procter \& Gamble (PG), and James River (JR). The transition matrix describing tissue selection is believed to be:

|  |  | Next Tissue Purchase |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | KC | S | PG | JR | Other |
|  | KC | .32 | .25 | .19 | .18 | .06 |
| Current | S | .24 | .35 | .22 | .15 | .04 |
| Tissue | PG | .12 | .17 | .36 | .28 | .07 |
| Purchase | JR | .15 | .23 | .18 | .35 | .09 |
|  | Other | .21 | .22 | .27 | .20 | .10 |

a. Chris Willis is currently purchasing Scott tissues. What is the probability that Chris will buy Scott tissues each of her next five purchases?
b. A survey of 100 consumers living in a particular apartment building asked respondents which brand of tissue they last purchased. The data were as follows:

| Brand | Number of Consumers |
| :--- | :---: |
| Kimberly-Clark | 20 |
| Scott | 26 |
| Procter \& Gamble | 23 |
| James River | 27 |
| Other | 4 |

i. Among this group, what is the expected number who will purchase each of the four major brands for their next tissue purchase?
ii. Among this group, what is the expected number who will purchase each of the four major brands for the purchase after that?
c. On the basis on the above transition matrix, determine the market share of the four major brands.
24. The Golden Pheasant Bed and Breakfast rents four rooms to guests (see problem 27). The daily occupancy pattern can be modeled as a Markov process, having the following transition matrix.

\left.|  | Number of Rooms |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Occupied Tomorrow |  |  |  |  |  |
| Number | 0 | .31 | .27 | .21 | .13 | .08 |
| of | 1 | .21 | .28 | .24 | .16 | .11 |
| Rooms | 2 | .14 | .20 | .29 | .23 | .14 |
| Occupied | 3 | .08 | .23 | .24 | .26 | .19 |
| Today | 4 | .04 | .18 | .21 | .32 | .25 |$\right)$

The Golden Pheasant charges $\$ 65$ per room per day. Its fixed daily operating cost is $\$ 75$. The variable cost associated with renting out each room (breakfast, laundry, etc.) is approximately $\$ 18$ per day.
a. On June 15 , the Golden Pheasant rented out three rooms. What is the probability that two or more rooms will be rented out on June 17?
b. Determine the Golden Pheasant's expected daily profit or loss per day.
c. The Golden Pheasant is contemplating adding another room, which will increase daily fixed costs from $\$ 75$ to $\$ 91$. If the new room is added, the transition matrix is estimated as:

\left.|  | Number of Rooms |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 |
| Occupied Tomorrow |  |  |  |  |  |  |  |
| Number | 0 | .31 | .27 | .21 | .13 | .06 | .02 |
| of | 1 | .21 | .28 | .24 | .16 | .07 | .04 |
| Rooms | 2 | .14 | .20 | .29 | .23 | .08 | .06 |
| Occupied | 3 | .08 | .23 | .24 | .26 | .10 | .09 |
| Today | 4 | .04 | .18 | .21 | .32 | .13 | .12 |
|  | 5 | .02 | .16 | .18 | .29 | .18 | .17 |$\right)$

Should the Golden Pheasant add the room? Justify your answer.
25. Customers who need to send an overnight delivery letter use UPS, Federal Express (Fed Ex), the Post Office (PO), or some other carrier. Suppose a customer's choice of delivery service can be modeled as a Markov process, with the following transition matrix:

\left.|  |  | Next Delivery |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | UPS | Fed Ex | PO | Other |
| Current | Fed Ex |  |  |  |  |
| Delivery | PO | .62 | .18 | .14 | .06 |
|  | Other | .15 | .72 | .10 | .03 |
| .32 | .23 | .43 | .02 |  |  |
| .13 | .22 | .44 | .21 |  |  |$\right)$

a. For each of the next five deliveries, what is the probability that a customer who is currently using UPS will use (i) UPS; (ii) Federal Express; (iii) the Post Office; (iv) or some other carrier?
b. What is the market share of UPS, Federal Express, and the Post Office?
c. Suppose that, on average, 2 million letters are sent by overnight delivery each day. The cost to UPS of making a delivery is an estimated $\$ 7.20$, and UPS currently charges $\$ 9.95$. UPS is contemplating lowering its price from $\$ 9.95$ to $\$ 9.45$. In this case, the transition matrix is estimated to be:

\left.|  |  | Next Delivery |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | UPS | Fed Ex | PO | Other |
|  | UPS | .68 | .16 | .12 | .04 |
| Current | Fed Ex |  |  |  |  |
| Delivery | PO | .18 | .70 | .09 | .03 |
|  | Other | .33 | .19 | .46 | .02 |
| .21 | .20 | .34 | .25 |  |  |$\right)$

Should the company adopt this strategy? Justify your answer.

|  |  | Next Search |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Yahoo | AltaVista | Netscape | Lycos | Hotbot | Google | Other |
|  | Yahoo | / 70 | . 13 | . 02 | . 05 | . 01 | . 01 | . 08 |
|  | AltaVista | . 35 | . 42 | . 03 | . 02 | . 02 | . 03 | . 13 |
| This | Netscape | . 22 | . 39 | . 11 | . 08 | . 03 | . 05 | . 12 |
| Search | Lycos | . 18 | . 23 | . 05 | . 38 | . 06 | . 03 | . 07 |
|  | Hotbot | . 22 | . 15 | . 09 | . 11 | . 37 | . 01 | . 05 |
|  | Google | . 19 | . 12 | . 15 | . 13 | . 11 | . 26 | . 04 |
|  | Other | \. 22 | . 16 | . 13 | . 07 | . 06 | . 13 | . 23 |

26. Among the different search engines used on the Internet, some of the most popular are Yahoo, AltaVista, Netscape, Lycos, Hotbot, and Google. The accompanying transition matrix describes the changes in a user's selection of search engines from search to search.
a. If a user is currently using the Yahoo search engine, what is the probability she will be using AltaVista three searches later?
b. On the basis of the transition matrix, determine the market shares of the six search engines.
27. An analysis done of on-line customer office supply orders showed the following transition matrix for supplier selection. In this matrix OD represents OfficeDepot.com, S represents Staples.com, OM represents OfficeMax.com, and O represents Other.

|  |  | Next Purchase |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | OD | S | OM | O |
| This | OD | /.56 | . 22 | . 13 | . 09 |
|  | S | . 20 | . 60 | . 09 | . 11 |
| Purchase | OM | . 29 | . 22 | . 35 | . 14 |
|  | O | . 15 | . 19 | . 21 | . 45 |

On the basis of this transition matrix, determine the market share for OfficeDepot.com, Staples.com, and OfficeMax.com.
28. OfficeMax.com is considering purchasing ad space at Yahoo.com. If it goes ahead with this purchase, the cost will be $\$ 35,000$ per month. The resulting transition matrix will be as follows:

|  |  | Next Purchase |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | OD | S | OM | Other |
|  | OD | /. 53 | . 20 | . 16 | . 11 |
| This | S | . 17 | . 58 | . 12 | . 13 |
| Purchase | OM | . 29 | . 22 | . 36 | . 13 |
|  | O | \. 16 | . 18 | . 22 | . 44 |

Suppose that there are 250,000 customer orders per month and the expected profit per customer order is estimated to be $\$ 4.25$. On the basis of the above data and the data given in problem 27, should OfficeMax.com purchase ad space at Yahoo.com? (Give your reasons.)
29. The accompanying transition matrix describes student classification from semester to semester at a major public comprehensive university.

On the basis of this transition matrix, determine the probability that an entering freshman will eventually graduate.

Transition Matrix for Problem 29

|  |  | Next Semester |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Freshman | Sophomore | Junior | Senior | Quit | Graduated |
| This | Freshman | / 0.42 | 0.45 | 0.03 | 0 | 0.11 | 0 |
|  |  | 0 | 0.43 | 0.41 | 0.04 | 0.12 | 0 |
|  | Junior | 0 | 0 | 0.43 | 0.39 | 0.14 | 0.04 |
| Semester | Senior | 0 | 0 | 0 | 0.58 | 0.17 | 0.35 |
|  | Quit | 0 | 0 | 0 | 0 | 1 | 0 |
|  | Graduated | 0 | 0 | 0 | 0 | 0 | 1 |


30. Planners at BC Hydro are trying to forecast how much electrical power they can produce from Kootenay Lake over the next eight weeks. The water level in the lake is classified as being in one of nine states, based on the height of the lake (in feet) compared to normal. The accompanying transition matrix describes the change in the weekly lake water levels.

At the start of the summer, there is a 10 chance the lake will be 3 feet below normal, a 20 chance the lake will be 2 feet below normal, a .25 chance the lake will be 1 foot below normal, a .15 chance the 1 ake will be normal height, a 15 chance the lake will be 1 foot above normal, a . 10 chance that the lake will be 2 feet above normal, and a .05 chance the lake will be 3 feet above normal.

The following list shows the expected weekly profit BC Hydro will earn from energy sales based on the lake level.

| Level | Profit (in $\mathbf{\$ 1 , 0 0 0 )}$ |
| :---: | :---: |
| -4 | 5 |
| -3 | 9 |
| -2 | 21 |
| -1 | 42 |
| 0 | 57 |
| +1 | 72 |
| +2 | 87 |
| +3 | 91 |
| +4 | 85 |

On the basis of this data, determine BC Hydro's expected profit from energy sales during the first 10 weeks of the summer.

## CASE STUDIES

## Case 1: Hoppy Peanut Butter

The marketing department of Hoppy Peanut Butter has identified four possible strategies for increasing profitability in its southern Florida sales region. These include increasing advertising and either offering discount coupons for the product alone or offering discount coupons for the product when purchased in conjunction with jelly or jam.

A study conducted by the market research firm Informatrix indicates that consumer purchases of peanut butter and jelly can be modeled as a Markov process. In this study, each visit consumers made to a grocery store were classified into one of four states: purchase neither peanut butter nor jelly; purchase peanut butter but not jelly; purchase jelly but not peanut butter; purchase both peanut butter and jelly. Informatrix estimates the transition matrix for consumers as follows:

|  |  | Next Visit to Grocery Store |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Purchase <br> Neither <br> Peanut Butter <br> Nor Felly | Purchase <br> Peanut Butter <br> But Not felly | Purchase felly But Not Peanut Butter | Purchase Both Peanut Butter and felly |
|  | Purchase Neither |  |  |  |  |
|  | Peanut Butter | / 42 | . 21 | . 17 | . 20 |
|  | Nor Felly |  |  |  |  |
|  | Purchase Peanut |  |  |  |  |
| Current | Butter But | . 36 | . 20 | . 28 | . 16 |
| Visit to | Not Jelly |  |  |  |  |
| Grocery | Purchase felly But |  |  |  |  |
| Store | Not Peanut Butter | . 39 | . 23 | . 15 | . 23 |
|  | Purchase Both |  |  |  |  |
|  | Peanut Butter | \. 51 | . 13 | . 12 | . 24 |
|  | and Felly |  |  |  |  |

According to studies conducted by Hoppy's own marketing research group, there are approximately 6 million households in the southern Florida market, and each household makes an average of 1.2 trips per week to a grocery store. Consumer choice of peanut butter brand in southern Florida can be modeled as a Markov process, with the following transition matrix:

|  |  | Next Peanut Butter Purchase |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Hoppy | Captain Hook | Rif | Reede's | Laura's | Other |
|  | Hoppy | (. 41 | . 16 | . 17 | . 12 | . 08 | . 06 |
| Current | Captain Hook | . 25 | . 31 | . 19 | . 13 | . 07 | . 05 |
| Peanut | Rif | . 26 | . 17 | . 35 | . 10 | . 07 | . 05 |
| Butter | Reede's | . 20 | . 15 | . 13 | . 39 | . 06 | . 07 |
|  | Laura's | . 12 | . 13 | . 11 | . 10 | . 48 | . 06 |
|  | Other | , 23 | . 19 | . 16 | . 12 | . 11 | . 19 |

Hoppy peanut butter is sold in a variety of sizes and formulations. The average wholesale selling price per unit for the various peanut butter sizes and formulations is $\$ 1.74$. Excluding fixed costs, Hoppy currently earns an average gross profit equal to 9.24\% of sales.

If Hoppy increases advertising and offers discount coupons for peanut butter alone, the profit margin will decrease from $9.24 \%$ to $8.38 \%$. If this program is implemented, however, Informatrix estimates that the transition matrices governing the purchase and brand selection of peanut butter will change to:

|  |  | Next Visit to Grocery Store |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Purchase <br> Neither <br> Peanut Butter <br> Nor Felly | Purchase Peanut Butter But Not felly | Purchase felly But Not Peanut Butter | Purchase Both <br> Peanut Butter and Jelly |
|  | Purchase Neither Peanut Butter Nor felly | $\left(\begin{array}{c} .41 \\ 35 \end{array}\right.$ | .21 .21 | .18 .88 | $\text { . } 20$ |
| Visit to Grocery | Butter But <br> Not felly |  | . 21 | . 28 |  |
| Store | Purchase Jelly But Not Peanut Butter Purchase Both Peanut Butter and Jelly | $\begin{aligned} & .39 \\ & .50 \end{aligned}$ | .24 .12 | .14 .13 | $\begin{aligned} & .23 \\ & .25 \end{aligned}$ |


\left.|  |  | Next Peanut Butter Purchase |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Hoppy | Captain Hook | Rif | Reede's | Laura's | Other |
|  |  |  |  |  |  |  |  |
| Current | Captain Hook | .43 | .15 | .16 | .12 | .08 | .06 |
| Peanut | Rif | .26 | .33 | .18 | .12 | .06 | .05 |
| Butter | Reede's | .29 | .16 | .33 | .10 | .07 | .05 |
|  | Laura's | .16 | .15 | .13 | .36 | .06 | .07 |
|  | Other | .21 | .12 | .11 | .09 | .46 | .06 |
|  |  |  | .17 | .17 | .13 | .11 | .19 |$\right)$

If Hoppy increases advertising and offers discount coupons for the peanut butter in conjunction with jelly, the profit margin will decrease from $9.24 \%$ to $8.45 \%$. If this program is implemented, Informatrix estimates that the transition matrices governing the purchase and brand selection of peanut butter will change to:


Write a business report analyzing the promotional strategies for Hoppy and recommend a course of action.

## CASE 2: Gordon Tree Farm

The Gordon tree farm of Veneta, Oregon, consists of 160 acres of leased land planted in western blue spruce trees. Trees are grown for sale as Christmas trees and harvested when their height is between five feet six inches and six feet tall. The trees are planted approximately 10 feet apart for convenient pruning twice a year. As a result, an average of 4450 trees are planted on each acre of the farm.

The trees begin as six-inch seedlings. If the height of the trees is measured at the time they are pruned (every six months), the height (measured to the nearest half foot) can be modeled by the following transition matrix:


Each time a tree is pruned, it costs Gordon $\$ 0.45$ in labor. The cost of leasing the farm is $\$ 250$ per acre per year. Seedlings cost $\$ 0.23$ each. Gordon sells 66 -inch trees for $\$ 8.25$ and 72 -inch trees for $\$ 8.45$. If a tree dies, it is not replanted until the entire area around the tree is logged. Gordon is planning to plant 20 acres of seedlings this year.

Gordon has not been using any fertilizer on the trees but is considering trying some for the first time. Based on the experience of other tree farmers in the area, if Gordon uses fertilizer on the trees, the transition matrix describing tree height should be as follows:


Fertilizer costs $\$ 40$ per acre per year and will be applied from the time the trees are seedlings until the average tree height is 48 inches or more.

Write a business report recommending whether or not Gordon should start using fertilizer on the tree farm. Include in your report an analysis of the expected profit for the 20 acres of trees using fertilizer and not using fertilizer.

## LCASE 3: Monopoly

If the following simplifying assumptions are made, the game of MONOPOLY can be modeled as a Markov process.

1. You do not roll again if you roll "doubles."
2. After a "Chance" or "Community Chest" card is selected, the decks containing these cards are reshuffled.
3. If you land in "Jail," you pay to get out on your next turn.

Using these three assumptions, develop a transition matrix for the game of MONOPOLY and calculate the steady-state probabilities.

Write a report presenting the likelihood of landing on each individual property and property group (properties of the same color). In your report, include a relative ranking of the value of each property; this ranking is determined as follows:
(likelihood of landing on the property)*(rent received from the property)/(cost of the property)

Also include in your report the relative ranking of having hotels on each property group; this ranking is determined by the formula:
$\sum[$ likelihood of landing on the property)*
$\frac{\text { (rent received from property with hotel built on it] }}{\text { (cost of building hotels on all properties in this group) }}$

To determine the ranking using this formula, note that the sum is taken over all properties in the property group.

## Nonlinear Models: Dynamic, Goal, and Nonlinear Programming



BEFORE THE ERA of the infomercial, a person could not watch late-night television in southern California without being inundated with commercials for used cars from several different dealerships. Cal Worthington (http://www.calworthington.com) was one of the early pioneers of this mode of advertising, using such slogans as "I'll stand on my head (to make a deal)" and "I'll eat a bug (if you can beat my deal)." The legendary success Worthington achieved from these commercials allowed him to expand his operations in the region and, eventually, into other western states.

Car dealers have usually spread their advertising budgets over many television stations and receive discounts
for running multiple exposures of each commercial. However, in many cases, although sales increase rapidly at first, as dealers run more and more ads, their returns per ad begin to decline to the point at which, if left unchecked, further advertising is no longer cost effective.

Since a dealer's return per ad run depends on the total number of commercials aired on each television station, a nonlinear programming model is required to determine the optimal number of commercials to air while staying within a given budget.

### 13.1 Introduction to Nonlinear Programming

Few, if any, problems in business and industry truly satisfy the linearity assumptions of certainty, proportionality, and additivity discussed in Chapter 2. Instead, most real-life situations are more accurately depicted by nonlinear models. These models can be very complex, however, and typically do not lend themselves to efficient or accurate solutions. Unless the form of the objective function and the constraints meet certain criteria, many of the solution techniques developed for nonlinear models do not even guarantee that the end result will be an optimal solution.

Chapters 2 through 5 discussed continuous and integer mathematical programming models for maximizing or minimizing a linear objective function subject to linear constraints. In this chapter, problems that violate one or more of the linearity assumptions are introduced. These problems fall into three broad categories:

- Dynamic programming (DP) models, which can be thought of as multistage problems in which a set of decisions is made "in sequence"
- Goal programming (GP) models, which seek to achieve certain goals rather than to maximize or minimize a linear function
- General nonlinear programming (NLP) models, in which the objective function and constraints (if any) may be nonlinear relationships


## DYNAMIC PROGRAMMING

Unlike a linear or integer programming model, whose structure can be rigorously defined, a dynamic programming model has no single form. It is more of a process for problem solving than a type of problem. Richard Bellman's principle of optimality, outlined in Section 13.2, lays the foundation for the dynamic programming approach. Dynamic programming can be applied to a variety of business situations, including resource allocation, equipment replacement, production and inventory, and reliability.

## GOAL PROGRAMMING

Many practitioners, including famed management specialist Peter Drucker, believe that modeling a situation with one objective is both short-sighted and counterproductive. They point out that all but the simplest business problems have multiple and frequently conflicting objectives. Goal programming is one attempt to address the challenge of solving business problems with multiple objectives.

The idea behind goal programming is to find solutions that best satisfy an established list of prioritized objectives. One of these objectives might be a profit requirement, while others might arise from social and environmental concerns, productivity targets, use of financial resources, meeting marketing goals, and so on.

Management scientists have developed two solution approaches-one a preemptive strategy, the other nonpreemptive-for solving goal programming models. If the constraints for the problem are linear, both of these approaches convert a problem with several goals into one with a single linear objective; the problem can then be solved using a linear programming solution procedure.

## GENERAL NONLINEAR PROGRAMMING

The following is an example of a general nonlinear programming problem:

$$
\begin{array}{lcc}
\text { MAXIMIZE } & 2 \mathrm{X}_{1}-\mathrm{X}_{1}^{3}-\mathrm{X}_{2}^{4}+ & 3 \mathrm{X}_{1} \mathrm{X}_{2} \\
\text { ST } & \mathrm{X}_{1}^{2}+\mathrm{X}_{2} & \leq 36 \\
& 2 \mathrm{X}_{1}+ & \mathrm{X}_{1} / \mathrm{X}_{2}
\end{array} \leq 10.9
$$

The objective function and the constraints include the following nonlinear terms: (1) a cross-product term $\left(3 \mathrm{X}_{1} \mathrm{X}_{2}\right)$, (2) three terms involving variables raised to a power other than $1\left(\mathrm{X}_{1}{ }^{2}, \mathrm{X}_{1}{ }^{3}\right.$, and $\left.\mathrm{X}_{2}{ }^{4}\right)$, and (3) a quotient of two variables $\left(\mathrm{X}_{1} / \mathrm{X}_{2}\right)$.

Constrained nonlinear problems can be very difficult to solve because, unlike linear programming problems, there is no universal procedure that can solve every nonlinear program. Unless certain conditions for the shape of the objective function and constraints are met, there is no guarantee that the terminal solution generated by a nonlinear programming algorithm is the optimal solution. In special cases, however, efficient solution procedures have been developed that are guaranteed to provide the optimal solution. Two of these, convex programming and quadratic programming, are discussed in this chapter.

Dynamic programming, goal programming, and nonlinear programming models have been applied to a wide variety of business and government situations, including the following.

Using a Dynamic Programming Approach to Determine How to Allocate Troops Most Effectively in a Peace-Keeping Operation The number of potential lives saved in a humanitarian peace-keeping mission in each of several areas is related to the number of troops assigned to the mission in each area. But the relationship between lives saved and troops assigned does not follow the constant returns to scale assumption required in linear models. It cannot even be expressed by a smooth nonlinear function. Given a limited number of troops that can be assigned to an entire peace-keeping mission, dynamic programming can be used to determine how to allocate these troops to maximize the total potential lives saved. (See problem 2.)

Using Dynamic Programming to Determine Monthly Production and Storage Quantities Forecasted demand for a particular boat model from a shipbuilder can vary greatly in a nonlinear fashion from month to month. In addition, monthly production costs, manpower and other resources, and storage availability do not vary in a linear manner. Dynamic programming can be used to determine an optimal production and storage schedule that minimizes total costs over the desired time horizon. (See problem 7.)

Using Preemptive Goal Programming to Determine the Most Effective Use of an Advertising Budget With more and more emphasis being placed on e-commerce, firms increasingly face decisions about how much of their advertising budget should be allocated to web-based marketing and how much should be allocated to more traditional marketing approaches. Given a set of conflicting objectives that cannot be met with the given budget (and other constraints), managers must set priorities for these objectives. Based on this set of prioritized objectives, preemptive goal programming methods can determine the proper allocation
funds that best meets first-priority objectives, then second-priority objectives, and so on. (See problem 11.)

Using a Nonpreemptive Goal Programming Approach to Determine the Optimal Distribution of Donations Made through Fundraising Efforts A performing arts company raises funds to support its theatrical productions. A certain amount of these funds must go toward paying fixed expenses. There is competition for the remainder of the funds among conflicting goals of the company. Not all of these objectives can be met given the amount of the remaining funds and the restrictions for its use. If the company can assign relative weights to these conflicting objectives, a nonpreemptive goal programming approach can be used to determine an optimal allocation of the remaining funds. (See problem 14.)

Using Nonlinear Programming to Determine Optimal Production Levels When the Objective Function and/or Constraints Are Nonlinear Functions A manufacturer of color printers realizes that demand for its products will be inversely proportional to the price. Given that a relationship can be determined between price and demand, its overall profit function will be nonlinear. As long as this objective function and the constraint set meet certain convexity requirements, a general nonlinear programming approach can determine both the optimal production level and the optimal price to be charged for its printers. (See problems 18-21.)

### 13.2 Dynamic Programming

Dynamic programming is a solution approach applied to problems that can be decomposed into a series of different stages (e.g., years 1, 2, 3 or projects A, B, C; etc.). At each stage, the decision maker is in a given situation or state, that describes the amount of some resource(s) that can be used for this and all succeeding stages (e.g., capital left to expend; workers yet to assign; etc.). The challenge for the decision maker is to make a series of decisions that are optimal for the entire process. To illustrate the dynamic programming approach, consider the following resource allocation problem faced by the U.S. Department of Labor.

## THE U.S. DEPARTMENT OF LABOR

The U.S. Department of Labor has agreed to allocate up to $\$ 5$ million to the city of Houston for job creation. The city is to submit proposals to the Department of Labor for programs costing from $\$ 1$ million to $\$ 5$ million (in $\$ 1$ million increments). The proposal for each program must clearly state and justify the number of new permanent jobs it would create.

City administration has asked four of its departments to prepare one or more requests for funding in compliance with Department of Labor guidelines, along with detailed documentation of the estimated number of new jobs it expects to create under each level of funding. Table 13.1 lists each proposal submitted by the four departments, its cost, and the anticipated number of new jobs it would create.

The Department of Labor would like to allocate funds to maximize the total number of new jobs created.

Table 13.1 Estimated New Jobs Created per Proposal

| Department | Cost (\$ millions) | New Jobs Created |
| :--- | :---: | :---: |
| Housing | 4 | 225 |
| Employment | 1 | 45 |
|  | 2 | 125 |
| Highway $^{\mathrm{a}}$ | 3 | 190 |
| Law Enforcement $^{x}$ | 50 x |  |
|  | 2 | 75 |
|  | 3 | 155 |

${ }^{\text {a }}$ The Highway Department estimates that it can create 50 new jobs for every $\$ 1$ million in funding.

## SOLUTION

The U.S. Department of Labor wants to:

- Allocate funds to the four Houston departments
- Maximize the total number of new jobs created
- Limit funding to $\$ 5$ million
- Fund at most one proposal from each department


## NOTATION AND MODEL

For this problem the following notation is used:
$\mathrm{D}_{\mathrm{j}}=$ the amount allocated (in \$million) to department j , where j is 1(Housing), 2(Employment), 3(Highway), or 4(Law Enforcement)
$\mathrm{R}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)=$ the number of new jobs created by funding department j with $\$ D_{j}$ million

Thus the model is:

\[

\]

As you can see from Table 13.1, with the exception of the Highway Department, the number of new jobs created, $\mathrm{R}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)$, is not linearly related to the amount of funding, $D_{j}$. Hence a linear programming approach is inappropriate, and another method, in this case dynamic programming, must be used to solve the problem.

## THE "TEAM" CONCEPT OF THE DYNAMIC PROGRAMMING APPROACH

A dynamic programming approach can be regarded as an application of a "team concept" for problem solving. The four departments represent a "team" that will work together to maximize the total benefit (new jobs) for the entire organization (the city of Houston). Each department will not try to maximize the number of new jobs within its own department; rather, it will make decisions which, in concert with the other departments, create the maximum total number of new jobs for Houston.

The funding can be thought of as being allocated in stages. First, some funding, $D_{1}$, is given to the first stage (the Housing Department); the remainder of the $\$ 5$ million ( $5-D_{1}$ ) is available for the other departments (stages 2, 3, and 4). Then, some funding is allocated to the Employment Department, $\mathrm{D}_{2}$; what's left after that, $5-\mathrm{D}_{1}-\mathrm{D}_{2}$, is allocated to the remaining two departments (stages 3 and 4). Next, the Highway Department receives some funding, $D_{3}$, and the remainder of the available funds, $\left(5-D_{1}-D_{2}-D_{3}\right)$, is allocated to the last department (stage 4).

At stage 1, it is known that $\$ 5$ million in funding is available for all four departments. The problem, however, is that at stages 2,3 , and 4 , the departments do not know how much funding is available for the remaining departments until the previous funding decisions have been made. Thus each department must prepare for any eventuality.

This is done by answering a series of "what-if?" questions for each stage (what is the best decision at this stage if $\$ 5$ million is left for this and the remaining stages? $\$ 4$ million? $\$ 3$ million? $\$ 2$ million? $\$ 1$ million? $\$ 0$ ?) These quantities are denoted by:
$\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)=$ maximum number of new jobs created by departments j through 4, given there is $\$ \mathrm{X}_{\mathrm{j}}$ million in funding available for departments j through 4

The $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ values are determined recursively by working backwards from stage 4 . It is this backwards recursion approach that will be used to solve the problem faced by the U.S. Department of Labor.

## BOUNDARY CONDITIONS: OPTIMAL ALLOCATIONS FOR THE LAST STAGE

## Stage 4: Law Enforcement

While it is not known how much funding is available for stage 4 (Law Enforcement), it is known that it will be either $\$ 0$ million, $\$ 1$ million, $\$ 2$ million, $\$ 3$ million, $\$ 4$ million, or $\$ 5$ million. In each case, the proposal that will generate the most jobs given the available funding is selected. Table 13.2 summarizes the optimal results of the three proposals by Law Enforcement-one for $\$ 2$ million, one for $\$ 3$ million, and one for $\$ 4$ million.

Table 13.2 Stage 4: Law Enforcement

| Available Funding <br> $\left(\mathrm{X}_{4}\right)$ | Optimal Funding for Stage 4 <br> $\left(\mathrm{D}_{4}\right)$ | Maximum Jobs <br> $\mathrm{F}_{4}\left(\mathrm{X}_{4}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 0 |
| 2 | 2 | 75 |
| 3 | 3 | 155 |
| 4 | 4 | 220 |
| 5 | 4 | 220 |

These immediately obvious decisions that occur when only one stage (the last stage) is to be funded are the boundary conditions for the problem. They are used as a starting point for recursion process and are reported back to the decision makers at the previous stage (stage 3, the Highway Department).

## THE INTERMEDIATE STAGES

## Stage 3: Highway Department

At stage 3, funding for both the Highway Department and Law Enforcement is considered. The Highway Department has a plan for spending any amount from $D_{3}=\$ 0$ to $D_{3}=\$ 5$ million. Given that $\$ X_{3}$ million is to be allocated to the two departments, if $\mathrm{SD}_{3}$ of it is used to fund the Highway Department, the remaining $\left(\$ X_{3}-\$ D_{3}\right)$ million will be used by Law Enforcement. The returns from allocating ( $\$ \mathrm{X}_{3}-\$ \mathrm{D}_{3}$ ) optimally to Law Enforcement, $\mathrm{F}_{4}\left(\mathrm{X}_{3}-\mathrm{D}_{3}\right)$, are those given in the last column of Table 13.2.

For example, suppose $\mathrm{X}_{3}=\$ 2$ million is available to fund proposals for stages 3 and 4. Then, $\$ 0, \$ 1$ million, or $\$ 2$ million can be allocated to stage 3 (Highway Department); the remainder ( $\$ 2$ million, $\$ 1$ million, and $\$ 0$, respectively) will then be allocated optimally to stage 4 . The question is, "If $\$ 2$ million is available for stages 3 and 4, how much funding should go to stage 3 for the overall good of the team?" Let's see.

If $\$ 0$ in funding is given to stage $3,\left(\mathrm{D}_{3}=0\right), 0$ new jobs are generated for the Highway Department $\left(\mathrm{R}_{3}(0)=0\right)$, leaving $\$ 2$ million $\left(\mathrm{X}_{3}-\mathrm{D}_{3}=2-0=2\right)$ to be allocated optimally to stage 4 (Law Enforcement). Referring to Table 13.2, this allocation results in $\mathrm{F}_{4}(2)=75$ new jobs. Thus the decision to allocate $\$ 0$ to stage 3 results in a total of $0+75=75$ new jobs.

Alternatively, if $\$ 1$ million is allocated to stage 3, this generates $R_{3}(1)=50$ new jobs, leaving $\$ 1$ million to allocate optimally at stage 4. As Table 13.2 indicates, this allocation creates 0 new jobs. Thus this decision creates a total of $50+0=50$ new jobs.

Finally, if all $\$ 2$ million is allocated to stage 3, this creates $R_{3}(2)=100$ new jobs in the Highway Department, leaving $\$ 0$ and no new jobs in Law Enforcement. This results in a total of $100+0=100$ new jobs.

Given these three possibilities, for the good of the team, if $\$ 2$ million is available for stages 3 and 4, all $\$ 2$ million should be awarded to stage 3, creating 100 new jobs.

A similar decision process is then performed for each possibility of total funding for stages 3 and $4\left(\mathrm{X}_{3}=\$ 0, \$ 1\right.$ million, $\$ 2$ million, $\$ 3$ million, $\$ 4$ million, and $\$ 5$ million). The results of each possible decision are summarized in Table 13.3. An asterisk (*) denotes the maximum number of new jobs for each state. The last column denotes the optimal solution and value for each possible state.

The optimal results from the last column of this table are then reported to the decision makers at stage 2 , who, in turn, take a team approach in determining optimal decisions at that stage.

## Stage 2: Employment Department

At stage 2, consider allocations for stages 2, 3, and 4 (Employment Department, Highway Department, and Law Enforcement). At this point the information from stage 3 (Table 13.3) is now known. The number of new jobs created at stage 2 (the Employment Department) for each of its possible funding decisions is also known from Table 13.1. Both of these tables are used to determine the optimal policies. For instance, if $\mathrm{X}_{2}=\$ 4$ million is available to fund stages 2,3, and 4 , then $D_{2}=\$ 0, \$ 1$ million, $\$ 2$ million, or $\$ 3$ million can be used to fund stage 2, leaving $\$ 4$ million, $\$ 3$ million, $\$ 2$ million, and $\$ 1$ million, respectively, to allocate optimally to stages 3 and 4 . (Note that allocating $\$ 4$ million to stage 2 is not considered since the Employment Department did not submit a plan requiring that amount.)

If $\$ 0$ is allocated to stage 2, that would result in $\mathrm{R}_{2}(0)=0$ new jobs in the Employment Department. This leaves $\$ 4$ million to allocate to stages 3 and 4 .

Table 13.3 Stage 3: Highway Department

| Available Funding for Stages 3 and 4 $X_{3}$ | Possible Funding for Stage 3 $\mathrm{D}_{3}$ | Remaining Funds for Stage 4 $\mathrm{X}_{3}-\mathrm{D}_{3}$ | Maximum New Jobs Allocating $\mathrm{D}_{3}$ to Stage 3 $\mathrm{R}_{3}\left(\mathrm{D}_{3}\right)+\mathrm{F}_{4}\left(\mathrm{X}_{3}-\mathrm{D}_{3}\right)$ | Optimal Value $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)$ Optimal Decision $\mathrm{D}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $0=0 *$ | $\begin{aligned} \mathrm{F}_{3}(0) & =0 \\ \mathrm{D}_{3} & =0 \end{aligned}$ |
| 1 | 0 | 1 | $0+0=0$ | $\mathrm{F}_{3}(1)=50$ |
|  | 1 | 0 | $50+0=50 *$ | $\mathrm{D}_{3}=1$ |
| 2 | 0 | 2 | $0+75=75$ | $\mathrm{F}_{3}(2)=100$ |
|  | 1 | 1 | $50+0=50$ | $\mathrm{D}_{3}=2$ |
|  | 2 | 0 | $100+0=100$ * |  |
| 3 | 0 | 3 | $0+155=155^{*}$ | $\begin{aligned} \mathrm{F}_{3}(3) & =155 \\ \mathrm{D}_{3} & =0 \end{aligned}$ |
|  | 1 | 2 | $50+75=125$ |  |
|  | 2 | 1 | $100+0=100$ |  |
|  | 3 | 0 | $150+0=150$ |  |
| 4 | 0 | 4 | $0+220=220 *$ | $\begin{aligned} \mathrm{F}_{3}(4) & =220 \\ \mathrm{D}_{3} & =0 \end{aligned}$ |
|  | 1 | 3 | $50+155=205$ |  |
|  | 2 | 2 | $100+75=175$ |  |
|  | 3 | 1 | $150+0=150$ |  |
|  | 4 | 0 | $200+0=200$ |  |
| 5 | 0 | 5 | $0+220=220$ | $\begin{aligned} \mathrm{F}_{3}(5) & =270 \\ D_{3} & =1 \end{aligned}$ |
|  | 1 | 4 | $50+220=270^{*}$ |  |
|  | 2 | 3 | $100+155=255$ |  |
|  | 3 | 2 | $150+75=225$ |  |
|  | 4 | 1 | $200+0=200$ |  |
|  | 5 | 0 | $250+0=250$ |  |

As Table 13.3 indicates, allocating $\$ 4$ million optimally to stages 3 and 4 will generate $\mathrm{F}_{3}(4)=220$ new jobs. Thus allocating $\$ 0$ to stage 2 when there is $\$ 4$ million to allocate to stages 2,3 , and 4 results in $\mathrm{R}_{2}(0)+\mathrm{F}_{3}(4)=0+220=220$ new jobs.

Similarly, if $\$ 1$ million is allocated to stage 2 , this would result in $R_{2}(1)+$ $\mathrm{F}_{3}(3)=45+155=200$ new jobs; a $\$ 2$ million allocation would result in $\mathrm{R}_{2}(2)+$ $\mathrm{F}_{3}(2)=125+100=225$ new jobs; and a $\$ 3$ million allocation would result in $\mathrm{R}_{2}(3)+\mathrm{F}_{3}(1)=190+50=240$ new jobs. Thus, if $\$ 4$ million in funding is available for stages 2,3 , and 4 , then, for the good of the team, $\$ 3$ million should be awarded to stage 2, resulting in 240 new jobs.

The decision process is similar for the other possible funding levels at stage 2 . Table 13.4 summarizes the results.

## THE STOPPING RULE: OPTIMAL SOLUTION VALUE AT STAGE 1

## Stage 1: Housing Department

At stage 1, exactly $\$ 5$ million is available for allocation to all four departments. Hence one only needs to consider the case of $X_{1}=5$. Once the optimal policy for this value is found, the process terminates. Thus finding the value $F_{1}(5)$ invokes a stopping rule for the solution process.

Table 13.4 Stage 2: Employment Department

| Available <br> Funding for Stages 2 through 4 $\mathrm{X}_{2}$ | Possible Funding for Stage 2 $\mathrm{D}_{2}$ | Remaining Funds for Stages 3 and 4 $\mathrm{X}_{2}-\mathrm{D}_{2}$ | Maximum New Jobs Allocating $\mathrm{D}_{2}$ to Stage 2 $\mathrm{R}_{2}\left(\mathrm{D}_{2}\right)+\mathrm{F}_{3}\left(\mathrm{X}_{2}-\mathrm{D}_{2}\right)$ | Optimal Value $\mathrm{F}_{2}\left(\mathrm{X}_{2}\right)$ Optimal Decision $\mathrm{D}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $0+0=0$ * | $\begin{aligned} \mathrm{F}_{2}(0) & =0 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
| 1 | $\begin{aligned} & 0 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1 \\ & 0 \end{aligned}$ | $\begin{aligned} 0+50 & =50^{*} \\ 45+0 & =45 \end{aligned}$ | $\begin{aligned} \mathrm{F}_{2}(1) & =50 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
| 2 | $\begin{aligned} & 0 \\ & 1 \\ & 2 \end{aligned}$ | $\begin{aligned} & 2 \\ & 1 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} 0+100 & =100 \\ 45+50 & =95 \\ 125+\quad 0 & =125^{*} \end{aligned}$ | $\begin{aligned} \mathrm{F}_{2}(2) & =125 \\ \mathrm{D}_{2} & =2 \end{aligned}$ |
| 3 | $\begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & 3 \\ & 2 \\ & 1 \\ & 0 \end{aligned}$ | $\begin{aligned} 0+155 & =155 \\ 45+100 & =145 \\ 125+50 & =175 \\ 190+\quad 0 & =190^{*} \end{aligned}$ | $\begin{aligned} \mathrm{F}_{2}(3) & =190 \\ \mathrm{D}_{2} & =3 \end{aligned}$ |
| 4 | $\begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \\ & 2 \\ & 1 \end{aligned}$ | $\begin{aligned} 0+220 & =220 \\ 45+155 & =200 \\ 125+100 & =225 \\ 190+50 & =240^{*} \end{aligned}$ | $\begin{aligned} \mathrm{F}_{3}(4) & =240 \\ \mathrm{D}_{2} & =3 \end{aligned}$ |
| 5 | $\begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & 5 \\ & 4 \\ & 3 \\ & 2 \end{aligned}$ | $\begin{aligned} 0+270 & =270 \\ 45+220 & =265 \\ 125+155 & =280 \\ 190+100 & =290^{*} \end{aligned}$ | $\begin{aligned} \mathrm{F}_{2}(5) & =290 \\ \mathrm{D}_{2} & =3 \end{aligned}$ |

Since the Housing Department (stage 1) submitted just one proposal for $\$ 4$ million, one only needs to consider the cases that allocate either $\$ 4$ million or $\$ 0$ to the Housing Department. These calculations are summarized in Table 13.5.

Table 13.5 Stage 1: Housing Department

| Available Funding for Stages 1 through 4 $X_{1}=5$ | Possible Funding for Stage 1 $\mathrm{D}_{1}$ | Remaining Funds for Stages 2 through 4 $5-D_{1}$ | Maximum New Jobs Allocating $\mathrm{D}_{1}$ to Stage 1 $\mathrm{R}_{1}\left(\mathrm{D}_{1}\right)+\mathrm{F}_{2}\left(5-\mathrm{D}_{1}\right)$ | Optimal Value $\mathrm{F}_{1}(5)$ Optimal Decision $\mathrm{D}_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 0 | 5 | $0+290=290 *$ | $\mathrm{F}_{1}(5)=290$ |
|  | 4 | 1 | $225+50=275$ | $\mathrm{D}_{1}=0$ |

As you can see, for the good of the team, when $\$ 5$ million is available for stages 1 through 4, \$0 should be awarded to stage 1.

Retracing our steps, we see that the optimal solution allocates $\$ 0$ to stage 1 (Housing), leaving $\$ 5$ million to allocate to stages 2, 3, and 4. Referring to Table 13.4, the optimal number of new jobs, given that $\$ 5$ million is available to allocate to stages 2 through 4 , is $\mathrm{F}_{2}(5)=290$, attained by allocating $\mathrm{D}_{2}=\$ 3$ million to stage 2 (Employment). This leaves $\$ 5-\$ 3=\$ 2$ million to allocate to stages 3 and 4 .

From Table 13.3 the optimal number of new jobs, given that $\$ 2$ million is available to allocate to stages 3 and 4 , is $\mathrm{F}_{3}(2)=100$. This is attained by allocating $\mathrm{D}_{3}=\$ 2$ million to stage 3 (Highways), leaving $\$ 0$ for stage 4 (Law Enforcement). This optimal solution is summarized in Table 13.6.

Table 13.6 The Optimal Solution

| Allocate to | \$Million | Number of <br> New Jobs Created |
| :--- | :---: | :---: |
| Housing | 0 | 0 |
| Employment | 3 | 190 |
| Highways | 2 | 100 |
| Law Enforcement | $\underline{0}$ | $\underline{0}$ |
| $\quad$ Total | 5 | 290 |

## ELEMENTS OF A DYNAMIC PROGRAM

The approach used to solve the problem for the U.S. Department of Labor exhibits all the components of a dynamic program. These components, which must be identified to solve multistage decision problems, are as follows.

## Components of a Dynamic Program

1. A stage variable
2. A (set of) state variable(s)
3. A (set of) decision variable(s)
4. A return (or cost) function (or table) for each stage
5. An optimal value function giving the best return for values of the stage and state variables.
6. A set of boundary conditions for the last stage
7. A stopping rule based on a (set of) total resource value(s) available at the first stage
8. A recursion relation-a procedure for determining the value of the optimal value function for any stage and state

Table 13.7 defines each of these components for a general problem with T units of a resource to be allocated to N decision points (stages). The table gives typical dynamic programming notation and relates each concept to the U.S. Department of Labor example in which $\mathrm{T}=5$ and $\mathrm{N}=4$.

As can be seen, dynamic programming is a recursive process in which at each stage, $j$, the values for $F_{j}\left(X_{j}\right)$ are determined from stage return values, $R_{j}\left(D_{j}\right)$, and the previously calculated values for the optimal value function at the succeeding stage $\left[\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}+1}\right)\right]$. The set of boundary conditions provides a starting point for determining the first set of optimal value functions (for the last stage, $\mathbf{N}$ ), and the optimal solution value, $\mathrm{F}_{1}(\mathrm{~T})$, gives a termination point.

At each stage, the optimal value function returns are found by answering a series of what-if questions. At stage 2, for example, the questions would be, "What if $\$ 5$ million were available to be spent? $\$ 4$ million? $\$ 3$ million?," and so on. The rather straightforward approach for answering these questions is the backbone of dynamic programming, expressed by Bellman's principle of optimality: ${ }^{1}$

## Bellman's Principle of Optimality

From a given state at a given stage, the optimal solution for the remainder of the process is independent of any previous decisions made to that point.

[^68]Table 13.7 Dynamic Programming Components

|  | Notation | Description | Department of Labor Example |
| :---: | :---: | :---: | :---: |
| Stage Variable | J | Point at which a decision must be made | The four departments |
| State Variable | $\mathrm{X}_{\mathrm{j}}$ | The amount of a resource left to be allocated to stage $j$ and remaining stages | Funds left to allocate to departments j through 4 |
| Decision Variables | $\mathrm{D}_{\mathrm{j}}$ | A possible decision that could be made at stage $j$ | Funds that could have been given to department $j$ |
| Stage Return Values | $R\left(D_{j}\right)$ | The return at stage $j$ for making decision $D_{j}$ | Number of new jobs created at department j by a proposal costing $\$ \mathrm{D}_{\mathrm{j}}$ |
| Optimal Value Function | $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ | The best cumulative return from stage $j$ and remaining stages given that $X_{j}$ of the resource remains at stage $j$ | Maximum number of new jobs created by departments j through 4 given that $\$ \mathrm{X}_{\mathrm{j}}$ is available to fund these departments |
| Boundary Conditions | $\mathrm{F}_{\mathrm{N}}\left(\mathrm{X}_{\mathrm{N}}\right)$ | A set of optimal values for the last stage ( N ) | The new jobs created from funding department 4 with $\$ X_{4}$ |
| Optimal Solution Value | $\mathrm{F}_{1}(\mathrm{~T})$ | The best cumulative return from allocating all T of the resource to all stages 1 to N | The maximum total number of new jobs created from allocations $\$ 5$ million to all four departments |

For example, the decision makers at stage 3 do not care how there happens to be $\$ 5$ million or $\$ 4$ million, etc. of funding left; their only goal is to optimally allocate whatever funds remain available between the Highway Department and Law Enforcement. Similarly, the decision makers at stage 2 are not concerned about how they received $\$ 5$ million or $\$ 4$ million of funding for their department and succeeding departments; their goal is to allocate this remaining funding to the Employment Department, the Highway Department, and Law Enforcement optimally.

From this perspective, a recursion relation for determining the maximum number of new jobs that can be created with funding for sages $j$ through 4 , given the $\$ \mathrm{X}_{\mathrm{j}}$ million total funding available for these departments $\left[\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)\right]$, is:

$$
\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)=\underset{\text { all possible } \mathrm{D}_{\mathrm{i}}}{\text { MAX }}\left[\mathrm{R}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)+\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}-\mathrm{D}_{\mathrm{j}}\right)\right]
$$

This means that, in order to obtain the best cumulative return for stages $j$ to the end of the process, given that stage $j$ begins with $X_{j}$ of the resource $F_{j}\left(X_{j}\right)$, each possible decision that can be made at this stage $\left(\mathrm{D}_{\mathrm{j}}\right)$ needs to be examined. The return from allocating $D_{j}$ of the resource to this stage, $R_{j}\left(D_{j}\right)$ is added to the optimal cumulative return for allocating the remaining $\left(X_{j}-D_{j}\right)$ of the resource to the remaining stages $F_{j+1}\left(X_{j}-D_{j}\right)$. (These values were calculated at the previous stage.) The value of $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ is determined by choosing the maximum of these sums.

The form of the recursion relation differs from problem to problem, but the general idea is the same: do the best you can for the remaining stages with what resources remain available.

### 13.3 Computational Properties of Dynamic Programming

## DYNAMIC PROGRAMMING VERSUS TOTAL ENUMERATION OF POSSIBILITIES

In the U.S. Department of Labor example given in Section 13.2, a substantial number of calculations were required for a relatively small example. However, the number of calculations is far fewer than if every combination of funding allocations had bee examined. For example, the feasible combination of $\$ 4$ million for stage $1, \$ 1$ million for stage 2 , and $\$ 0$ for stages 3 and 4 was never considered because at stage 2 it was determined that if only $\$ 1$ million were left for stages 2,3 , and 4 , the funding for stage 2 was $\$ 0$ (see Table 13.4 for stage 2).

Thus a dynamic programming approach eliminates from consideration many possible combinations that have no chance of being optimal. The proportion of total feasible possibilities eliminated this way increases dramatically with the size of the problem. In "real life," the number of computations required in a dynamic programming approach is but a very small fraction of the number of computations required for total enumeration.

## "TRICKS" FOR REDUCING COMPUTATIONS FURTHER

Thus far, a basic framework for solving problems using a dynamic programming approach has been presented. However, many procedures have been developed to reduce the number of computations required significantly. Some require a judicious definition of the state variable(s); others reduce the number of values for the state variable(s) for which the optimal value function must be calculated.

For example, in the U.S. Department of Labor problem, at stage 2 six possibilities were evaluated-the availability of $\$ 0, \$ 1$ million, $\$ 2$ million, $\$ 3$ million, $\$ 4$ million, or $\$ 5$ million to allocate to the remaining stages. In reality, however, since the Housing Department (stage 1) will only receive funding for $\$ 0$ or $\$ 4$ million, the only two possibilities that need to be considered are: $\$ 5$ million (if the Housing Department receives $\$ 0$ ); and $\$ 1$ million (if the Housing Department receives $\$ 4$ million in funding). Making this observation considerably reduces the number of computations.

## DYNAMIC PROGRAMS AS NETWORKS

Networks can be used to model multistage decision problems that are solved by the dynamic programming approach. In this representation, a node is created for each possible value of the state variable(s) at each stage. Each arc represents a possible decision that can be made, given the value of the state variable at a particular stage. The stage return or cost function is the value assigned to each arc. The objective is to find the path of maximum distance (minimum distance, for minimization problems) through the network. The network representation for the U.S. Department of Labor problem is shown in Figure 13.1.

## COMPUTERS AND DYNAMIC PROGRAMMING

"Real-life" dynamic programming problems are typically solved using a computer program. However, since each problem can have different forms for the returns and decision variables at a given stage, as well as for the recursion relation. Unlike with linear programming, there are no universal dynamic programming codes.


FIGURE 13.1 Network Representation for U.S. Department of Labor Problem

Performing recursive calculations can prove difficult, if not impossible, to implement in spreadsheet programs such as Excel without the use of computer macros (in Visual Basic); thus we focus only on hand calculations in this chapter.

### 13.4 Dynamic Programming Examples

In this section, three models that can be solved using a dynamic programming approach are presented. The purpose of these examples is not only to show how to solve dynamic programming models by hand, but also to emphasize how one can formulate the problem in a dynamic programming framework by identifying the following:

1. the stage variable
2. the state variable
3. the decision variable
4. the stage return of cost function(s)
5. the optimal value function
6. the boundary conditions (starting point)
7. the optimal solution value (stopping rule)
8. the recurrence relation

## KNAPSACK PROBLEMS

A knapsack problem is a resource allocation problem that gets its name from imagining a hiker carrying a knapsack with limited space (C) for his or her items. Each item has a weight or volume $\left(W_{j}\right)$ and a value $\left(V_{j}\right)$. The objective is to fill the
knapsack so that it contains the highest possible value of goods. Limited quantities $\left(\mathrm{U}_{\mathrm{i}}\right)$ of each item may be available, and there may be some minimum requirement $\left(\mathrm{L}_{\mathrm{j}}\right)$, which could be zero, for the amount of each item that is to be taken. ${ }^{2}$

Let us define:

$$
D_{j}=\text { the number of item } j \text { put in the knapsack }
$$

Then we can see that a knapsack problem is actually a simple integer linear programming problem with the following form:

```
MAXIMIZE \(\quad \sum V_{j} D_{j}\)
ST \(\quad \sum W_{j} D_{j} \leq C\)
    \(\mathrm{D}_{\mathrm{j}} \geq \mathrm{L}_{\mathrm{j}} \quad\) (for each item j )
    \(\mathrm{D}_{\mathrm{j}} \leq \mathrm{U}_{\mathrm{j}} \quad\) (for each item j )
\(\mathrm{D}_{\mathrm{j}} \quad\) integer
```

While knapsack problems are, in fact, integer linear programs, a dynamic programming approach is more efficient in many circumstances. To illustrate the dynamic programming approach for solving a knapsack problem, consider the problem faced by Northwestern Computer.

## NORTHWESTERN COMPUTER

Northwestern Computer (NWC) has decided at the last moment to attend the International Computer Trade Show in Toronto, Canada. To make it to the conference on time, the firm's representatives have to take the company's small jet plane. After allowing for other necessary cargo and supplies, the captain has informed the company that it can take at most 127 pounds of cargo for the show.

Although NWC will ship many items by air freight, these items are not expected to arrive until after 3:00 P.M. the next day. The company wants to take quantities of four items on the plane so that they will be available when the conference opens at 8:00 A.M.: (1) boxes of buttons advertising the company's new products (a new laser printer and a multimedia notebook computer); (2) boxes of advertising brochures; (3) laser printers; and (4) notebook computers. The available quantity, weight, and value (in terms of estimated profit potential per unit due to early morning sales orders) are given in Table 13.8.

The company has decided it must take at least one box of buttons, one box of brochures, and at least two printers and two notebook computers. It wants to know how many of each item it should bring to maximize the total profit potential of the trip.

TAble 13.8 Available Quantity, Weight, and Value of NWC Items

| Item | Available | Weight <br> (lbs.) | Profit <br> Potential |
| :--- | :---: | :---: | :---: |
| Boxes of buttons | 4 | 4 | $\$ 600$ |
| Boxes of brochures | 5 | 9 | $\$ 1,100$ |
| Laser printer | 4 | 21 | $\$ 4,000$ |
| Notebook computer | 5 | 12 | $\$ 1,500$ |

[^69]
## SOLUTION

Since at least one box of buttons, one box of brochures, two printers, and two notebook computers must be taken, up to three more boxes of buttons, four more boxes of brochures, two more laser printers, and three more notebook computers can still be carried in the remaining $127-4-9-2(21)-2(12)=48$ pounds of available cargo space. Thus the problem is to:

- Determine how many additional boxes of buttons, boxes of brochures, laser printers, and notebook computers beyond the minimum requirements to include on the plane
- Maximize the value of the items taken
- Avoid exceeding the total weight limit of 48 pounds
- Avoid exceeding the availability of any of the items that will be taken


## Dynamic Programming Approach

A dynamic programming approach can be used to find the optimal way to fill the remaining 118 pounds as follows.

Stage Variable, $\mathfrak{j}$ : The item, $\mathfrak{j}$, under consideration
State Variable, $\mathrm{X}_{\mathrm{j}}$ : The amount of weight left for transporting items j through notebook computers (4)
Decision Variable $\mathrm{D}_{\mathrm{j}}$ : The number of additional items of type j to be transported
Stage Return Function $\mathrm{V}_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}$ : The added value obtained by taking $\mathrm{D}_{\mathrm{j}}$ additional type j items
Optimal Value Function $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ : The maximum total profit potential of transporting items $j$ through 4 if $X_{j}$ pounds remain to take these items
Boundary Conditions $\mathrm{F}_{4}\left(\mathrm{X}_{4}\right)$ : Since notebook computers weigh 12 pounds, if less than 12 pounds remain, none can be taken; if between 12 and 23 pounds remain, one (value $=1500$ ) can be taken; if between 24 and 35 pounds remain, two (value $=3000$ ) can be taken, and if 36 or more pounds remain, all three can be taken (value $=4500$ ). Thus the boundary conditions are:

$$
\begin{aligned}
& \mathrm{F}_{4}\left(\mathrm{X}_{4}\right)=0 \quad \text { for values of } \mathrm{X}_{4} \text { between } 0-11 \quad\left(\mathrm{D}_{4}=0\right) \\
& \mathrm{F}_{4}\left(\mathrm{X}_{4}\right)=1,500 \quad \text { for values of } \mathrm{X}_{4} \text { between } 12-23 \quad\left(\mathrm{D}_{4}=1\right) \\
& \mathrm{F}_{4}\left(\mathrm{X}_{4}\right)=3,000 \quad \text { for values of } \mathrm{X}_{4} \text { between } 24-35 \quad\left(\mathrm{D}_{4}=2\right) \\
& F_{4}\left(X_{4}\right)=4,500 \quad \text { for values of } X_{4} \text { between } 36-48 \quad\left(D_{4}=3\right)
\end{aligned}
$$

Optimal Solution, $\mathrm{F}_{1}(48)$ : The optimal solution is found by optimally allocating the remaining 48 pounds to items 1 through 4
Recursion Relation: If $\mathrm{X}_{\mathrm{j}}$ pounds remain for items j through 4, and the number of items of type $j$ taken is $D_{j}$, the weight used by these $D_{j}$ items is $W_{j} D_{j}$, contributing a value of $\mathrm{V}_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}$ to the overall objective. This leaves $X_{j}-W_{j} D_{j}$ pounds to allocate optimally to stages $j+1$ through 4, indicated by $\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}-\mathrm{W}_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}\right)$. Thus the recursion relation is:

$$
\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)=\underset{\text { over all feasible } \mathrm{D}_{\mathrm{j}}}{\text { Maximum }}\left[\mathrm{V}_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}+\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}-W_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}\right)\right]
$$

The feasible values for $D_{j}$ must satisfy two conditions at each stage $j$ :

1. $D_{j}$ cannot exceed the number of remaining items of type $j$.
2. $W_{j} D_{j}$ cannot exceed the total weight available, $X_{j}$.

## THE INTERMEDIATE STAGES

Theoretically, the function $\mathrm{F}_{\mathrm{j}}(\mathrm{x})$ should be calculated at every possible value for x . But it is easy to see that many intervals for x produce the same result. These intervals have been grouped together in forming tables for stages 3 and 2 shown in Tables 13.9 and 13.10.

Table 13.9 Stage 3: Laser Printer (2 max)

| Weight <br> Remaining for <br> Stages 3 and 4 | Possible Allocation to Stage 3 <br> Number <br> Weight | Remaining <br> Weight <br> for Stage 4 | Max Total <br> Value | Optimal <br> Value/Dec |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0-11$ | 0 | 0 | $0-11$ | $0^{*}$ | $\mathrm{F}_{3}(\mathrm{x})=0$ <br> $\mathrm{D}_{3}=0$ |
| $12-20$ | 0 | 0 | $12-20$ | $1500^{*}$ | $\mathrm{~F}_{3}(\mathrm{x})=1500$ |
|  |  |  |  |  | $\mathrm{D}_{3}=0$ |
| $21-23$ | 0 | 0 | $21-23$ | 1500 | $\mathrm{~F}_{3}(\mathrm{x})=4000$ |
|  | 1 | 21 | $0-2$ | $4000^{*}$ | $\mathrm{D}_{3}=1$ |
| $24-32$ | 0 | 0 | $24-32$ | 3000 | $\mathrm{~F}_{3}(\mathrm{x})=4000$ |
|  | 1 | 21 | $3-11$ | $4000^{*}$ | $\mathrm{D}_{3}=1$ |
| $33-35$ | 0 | 0 | $33-35$ | 3000 | $\mathrm{~F}_{3}(\mathrm{x})=5500$ |
|  | 1 | 21 | $12-14$ | $5500^{*}$ | $\mathrm{D}_{3}=1$ |
| $36-41$ | 0 | 0 | $36-41$ | 4500 | $\mathrm{~F}_{3}(\mathrm{x})=5500$ |
|  | 1 | 21 | $15-20$ | $5500^{*}$ | $\mathrm{D}_{3}=1$ |
| $42-44$ | 0 | 0 | $42-44$ | 4500 | $\mathrm{~F}_{3}(\mathrm{x})=8000$ |
|  | 1 | 21 | $21-23$ | 5500 | $\mathrm{D}_{3}=2$ |
|  | 2 | 42 | $0-2$ | $8000^{*}$ |  |
| $45-48$ | 0 | 0 | $45-48$ | 4500 | $\mathrm{~F}_{3}(\mathrm{x})=8000$ |
|  | 1 | 21 | $24-27$ | 7000 | $\mathrm{D}_{3}=2$ |
|  | 2 | 42 | $3-6$ | $8000^{*}$ |  |

## DETERMINING THE OPTIMAL SOLUTION $\mathrm{F}_{\mathbf{1}}(48)$

Since there are 48 total pounds to be distributed among stages 1 through 4 , the optimal solution is found by calculating $\mathrm{F}_{1}(48)$ as shown in Table 13.11.

Retracing the steps, at stage $1, D_{1}=1$, leaving $X_{2}=48-4=44$ for stage 2. For $X_{2}=44, D_{2}=0$, leaving $X_{3}=44-0=44$ for stages 3-4. For $X_{3}=44, D_{3}=$ 2 , leaving $X_{4}=44-2(21)=2$ for stage 4 . For $X_{4}=2, D_{4}=0$. Thus, in addition to the quantities already committed to the flight, NWC should ship two additional laser printers and one additional box of buttons. Summarizing:

| Item | Quantity | Weight <br> (Ibs.) | Value |
| :--- | :---: | :---: | :---: |
| Boxes of buttons | 2 | 8 | $\$ 1,200$ |
| Boxes of brochures | 1 | 9 | $\$ 1,100$ |
| Laser printers | 4 | 84 | $\$ 16,000$ |
| Notebook computers | 2 | $\underline{24}$ | $\underline{125}$ |

Note: There are 2 pounds of unused cargo space.

Table 13.10 Stage 2: Boxes of Brochures (4 max)

| Weight Remaining for Stages 2-4 | Remaining |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number | Weight | for Stages 3-4 | Value | Value/Dec |
| 0-8 | 0 | 0 | 0-8 | 0* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =0 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
| 9-11 | 0 | 0 | 9-11 | 0 | $\mathrm{F}_{2}(\mathrm{x})=1100$ |
|  | 1 | 9 | 0-2 | 1100* | $\mathrm{D}_{2}=1$ |
| 12-17 | 0 | 0 | 12-17 | 1500* | $\mathrm{F}_{2}(\mathrm{x})=1500$ |
|  | 1 | 9 | 3-8 | 1100 | $\mathrm{D}_{2}=0$ |
| 18-20 | 0 | 0 | 18-20 | 1500 | $\mathrm{F}_{2}(\mathrm{x})=2200$ |
|  | 1 | 9 | 9-11 | 1100 | $\mathrm{D}_{2}=2$ |
|  | 2 | 18 | 0-2 | 2200 |  |
| 21-23 | 0 | 0 | 21-23 | 4000* | $\mathrm{F}_{2}(\mathrm{x})=4000$ |
|  | 1 | 9 | 12-14 | 2600 | $\mathrm{D}_{2}=0$ |
|  | 2 | 18 | 3-5 | 2200 |  |
| 24-26 | 0 | 0 | 24-26 | 4000* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =4000 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 15-17 | 2600 |  |
|  | 2 | 18 | 6-8 | 2200 |  |
| 27-29 | 0 | 0 | 27-29 | 4000* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =8000 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 18-20 | 2600 |  |
|  | 2 | 18 | 9-11 | 2200 |  |
|  | 3 | 27 | 0-2 | 3300 |  |
| 30-32 | 0 | 0 | 30-32 | 4000 | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =5100 \\ \mathrm{D}_{2} & =1 \end{aligned}$ |
|  | 1 | 9 | 21-23 | 5100* |  |
|  | 2 | 18 | 12-14 | 3700 |  |
|  | 3 | 27 | 3-5 | 3300 |  |
| 33-35 | 0 | 0 | 33-35 | 5500* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =5500 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 24-26 | 5100 |  |
|  | 2 | 18 | 15-17 | 3700 |  |
|  | 3 | 27 | 6-8 | 3300 |  |
| 36-38 | 0 | 0 | 36-38 | 5500* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =5500 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 27-29 | 5100 |  |
|  | 2 | 18 | 18-20 | 3700 |  |
|  | 3 | 27 | 9-11 | 3300 |  |
|  | 4 | 36 | 0-2 | 4400 |  |
| 39-41 | 0 | 0 | 39-41 | 5500 | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =6200 \\ \mathrm{D}_{2} & =2 \end{aligned}$ |
|  | 1 | 9 | 30-32 | 5100 |  |
|  | 2 | 18 | 21-23 | 6200* |  |
|  | 3 | 27 | 12-14 | 4800 |  |
|  | 4 | 36 | 3-5 | 4400 |  |
| 42-44 | 0 | 0 | 42-44 | 8000* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =8000 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 33-35 | 6600 |  |
|  | 2 | 18 | 24-26 | 6200 |  |
|  | 3 | 27 | 15-17 | 4800 |  |
|  | 4 | 36 | 6-8 | 4400 |  |
| 45-47 | 0 | 0 | 45-47 | 8000* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =8000 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 36-38 | 6600 |  |
|  | 2 | 18 | 27-29 | 6200 |  |
|  | 3 | 27 | 18-20 | 4800 |  |
|  | 4 | 36 | 9-11 | 4400 |  |
| 48 | 0 | 0 | 48 | 8000* | $\begin{aligned} \mathrm{F}_{2}(\mathrm{x}) & =8000 \\ \mathrm{D}_{2} & =0 \end{aligned}$ |
|  | 1 | 9 | 39 | 6600 |  |
|  | 2 | 18 | 30 | 6200 |  |
|  | 3 | 27 | 21 | 7300 |  |
|  | 4 | 36 | 12 | 6300 |  |

Table 13.11 Stage 1: Boxes of Buttons (3 max)

| Weight <br> Remaining for <br> Stages 1-4 | Possible Allocation to Stage 1 <br> Number <br> Weight | Remaining <br> Weight <br> for Stages 2-4 | Max Total <br> Value | Optimal <br> Value/Dec |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 48 | 0 | 0 | 48 | 8000 | $F_{1}(48)=8600$ |
|  | 1 | 4 | 44 | 8600 | $D_{1}=1$ |
|  | 2 | 8 | 40 | 7400 |  |
|  | 3 | 12 | 36 | 7300 |  |

## RELIABILITY PROBLEMS

Product reliability and safety are significant concerns for consumers and manufacturers alike. Accordingly, products must be designed with an acceptable probability of operating satisfactorily. To meet this objective, key elements of a product's design are high-quality components and/or redundancy of components. Cost considerations, of course, play a key role in determining the level of quality and redundancy in a product.

Given certain design limitations, if one makes the right set of simplifying assumptions, a dynamic programming approach can be used to determine the minimum cost that will ensure a guaranteed minimum level of reliability or achieve the highest possible degree of reliability. At Playco Toys, Inc., management wants to accomplish the latter.

## PLAYCO TOYS, INC.

Playco Toys, Inc. manufactures the Watkins Glen remote-control race car, which is sold nationwide in leading toy stores. Price reductions of competitive models have forced the company to look for ways to reduce its production costs. To that end, Playco has already changed the amount of plastic, the style of the wheels, and the amount of packaging used to produce each car. Any further cost reductions must come from the three electronic components of the product: (1) a power unit that provides the energy for the car; (2) a sound unit that generates race car sounds (a big contributor to the product's success); and (3) a re-mote-control unit. All three of these products must be operational for the toy to be functional.

Playco currently spends $\$ 25$ on these components: $\$ 12$ on the power unit, $\$ 5$ on the sound unit, and $\$ 8$ on the remote-control unit. Management now feels that, to be price competitive, it must reduce the total cost of these three units to no more than $\$ 18$.

The company has contracted alternative suppliers for each component; while these suppliers have offered reduced price components, the lower cost components have proven to be less reliable than the existing components. Table 13.12 gives the bids from each supplier for each component and the corresponding reliability (probability of being operational) for each component.

Playco needs to determine which manufacturer's components to use in order to produce the product with the highest degree of reliability without exceeding the $\$ 18$ limit.

Table 13.12 Bids from Playco Suppliers

|  | Power |  | Sound |  | Remote |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Manufacturer | Cost | Reliability | Cost | Reliability | Cost | Reliability |
| DSL, Inc. | $\$ 12^{*}$ | .998 | $\$ 5^{*}$ | .995 | $\$ 5$ | .998 |
| Karrow Industries | $\$ 10$ | .994 | $\$ 4$ | .987 | $\$ 8^{*}$ | .999 |
| ELO Electric | $\$ 5$ | .975 | $\$ 2$ | .980 | $\$ 4$ | .995 |
| $*=$ Current supplier. |  |  |  |  |  |  |

## SOLUTION

For this situation Playco must:

- Determine the manufacturer of each component to use in the production of the Watkins Glen race car
- Maximize product reliability
- Remain at or below a total cost of $\$ 18$ for the three components

It is important to note that, for the race car to operate successfully, all three components must be operational. Since one can envision selecting each component in stages, a dynamic programming approach can be used. First define:
$P_{j}\left(D_{j}\right)=$ the probability that component $j$ is operational if it is purchased for $\$ D_{j}$
Then, assuming independence between the units (the performance of one item has no effect on the performance of any other unit), the probability that the entire unit is functional is the probability that all three components operate successfully. This is given by: $\left(\mathrm{P}_{1}\left(\mathrm{D}_{1}\right)\right)\left(\mathrm{P}_{2}\left(\mathrm{D}_{2}\right)\right)\left(\mathrm{P}_{3}\left(\mathrm{D}_{3}\right)\right)$. Currently, this reliability is $\left(\mathrm{P}_{1}(12)\right)\left(\mathrm{P}_{2}(5)\right)\left(\mathrm{P}_{3}(8)\right)$ $=(.998)(.995)(.999)=.992$, attained at a cost of $\$ 12+\$ 5+\$ 8=\$ 25$.

A combination costing only $\$ 18$ for all three parts will necessarily decrease the overall reliability of the unit. However, the following dynamic programming approach can be used to determine the maximum product reliability at this lower total component cost.

Stage Variable, j: The electrical components, j, of the Watkins Glen car
State Variable, $\mathrm{X}_{\mathrm{j}}$ : The amount of money left to purchase component j and subsequent components
Decision Variable $\mathrm{D}_{\mathrm{j}}$ : The amount spent for component j (i.e., the selection of the manufacturer of the component)
Stage Return Function $\mathrm{P}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)$ : The reliability of component j purchased at a cost of $\$ D_{j}$
Optimal Value Function $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ : The highest probability that all components j through 3 will function if $\$ X_{j}$ is spent to purchase these components
Boundary Conditions $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)$ : Playco must spend at least $\$ 4$ on remote controls (stage 3) to obtain a functional component from one of the three suppliers. For $\$ 4$, it can purchase a remote control with reliability . 995 ; for $\$ 5$, it can purchase a remote control with reliability .998. Playco cannot purchase the most reliable component (.999) unless at least $\$ 8$ is available at this stage. Hence

| $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)=0$ | for values of $\mathrm{X}_{3}$ between $0-3$ | $\left(\mathrm{D}_{3}=0\right)$ |
| :--- | :--- | :--- |
| $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)=.995$ | for $\mathrm{X}_{3}=4$ | $\left(\mathrm{D}_{3}=4\right)$ |
| $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)=.998$ | for values of $\mathrm{X}_{3}$ between $5-7$ | $\left(\mathrm{D}_{3}=5\right)$ |
| $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)=.999$ | for values of $\mathrm{X}_{3}$ between $8-18$ | $\left(\mathrm{D}_{3}=8\right)$ |

Optimal Solution, $\mathrm{F}_{1}(18)$ : The optimal solution is found by optimally allocating the $\$ 18$ to components 1 through 3.
Recursion Relation: If at stage $\mathrm{j}, \$ \mathrm{X}_{\mathrm{j}}$ is available for stages j through 3 and $\$ D_{j}$ is spent for component $\mathrm{j}, \$\left(\mathrm{X}_{\mathrm{j}}-\mathrm{D}_{\mathrm{j}}\right)$ is left to allocate optimally to the remaining stages beginning with component $\mathrm{j}+1$; this is denoted by $\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}-\mathrm{D}_{\mathrm{j}}\right)$. The total maximum reliability of components j through 3 can be found by:

$$
\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)=\underset{\text { all feasible } \mathrm{D}_{\mathrm{j}}}{\operatorname{MAXIMUM}} \mathrm{P}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right) \mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}-\mathrm{D}_{\mathrm{j}}\right)
$$

At each stage, the feasible values for $\mathrm{D}_{\mathrm{j}}$ are the costs of the potential components that do not exceed $\$ X_{j}$. Note that $D_{j}$ must at least equal the lowest contractor cost or Playco cannot purchase any component of type j and the race car would be inoperative!

## Solving for the Optimal Solution

The optimal solution is then calculated as follows.
Stage 3 (Boundary Conditions): The values for $\mathrm{F}_{3}\left(\mathrm{X}_{3}\right)$ are stated in the boundary conditions above.
Stage 2: At least $\$ 6$ is required to obtain both a sound unit and a remotecontrol unit; if $\$ 13$ or more is available for these units, Playco can purchase the components with the highest reliability. Thus values for $\mathrm{F}_{2}\left(\mathrm{X}_{2}\right)$, for values of $\mathrm{X}_{2}$ between $\$ 6$ and $\$ 13$, are determined as shown in Table 13.13.

Table 13.13 Stage 2: Soundunit

| Amount to Allocate to Stages 2 and 3 $\mathrm{X}_{2}$ | Allocation to Stage 2 $\mathrm{D}_{2}$ | Reliability of Components 2 and 3 $\mathrm{P}\left(\mathrm{D}_{2}\right) \mathrm{F}_{3}\left(\mathrm{X}_{2}-\mathrm{D}_{2}\right)$ | Optimal Value and Decision $\mathrm{F}_{2}\left(\mathrm{X}_{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 0-5 | 0 | ---- | 0 |
| 6 | 2 | $(.980)(.995)=.975100 *$ | $\begin{aligned} & .975100 \\ & \left(\mathrm{D}_{2}=2\right) \end{aligned}$ |
| 7 | 2 | $(.980)(.998)=.978040 *$ | $\begin{aligned} & .978040 \\ & \left(D_{2}=2\right) \\ & \hline \end{aligned}$ |
| 8 | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | $\begin{aligned} & (.980)(.998)=.978040 \\ & (.987)(.995)=.982065^{*} \end{aligned}$ | $\begin{aligned} & .982065 \\ & \left(\mathrm{D}_{2}=4\right) \end{aligned}$ |
| 9 | $\begin{aligned} & 2 \\ & 4 \\ & 5 \end{aligned}$ | $\begin{aligned} & (.980)(.998)=.978040 \\ & (.987)(.998)=.985026 \\ & (.995)(.995)=.990025^{*} \end{aligned}$ | $\begin{aligned} & .990025 \\ & \left(\mathrm{D}_{2}=5\right) \end{aligned}$ |
| 10 | $\begin{aligned} & 2 \\ & 4 \\ & 5 \end{aligned}$ | $\begin{aligned} & (.980)(.999)=.979020 \\ & (.987)(.998)=.985026 \\ & (.995)(.998)=.993010^{*} \end{aligned}$ | $\begin{aligned} & .993010 \\ & \left(D_{2}=5\right) \end{aligned}$ |
| 11 | $\begin{aligned} & 2 \\ & 4 \\ & 5 \end{aligned}$ | $\begin{aligned} & (.980)(.999)=.979020 \\ & (.987)(.998)=.985026 \\ & (.995)(.998)=.993010^{*} \end{aligned}$ | $\begin{aligned} & .993010 \\ & \left(D_{2}=5\right) \end{aligned}$ |
| 12 | $\begin{aligned} & 7 \\ & 4 \\ & 5 \end{aligned}$ | $\begin{aligned} & (.980)(.999)=.979020 \\ & (.987)(.999)=.986013 \\ & (.995)(.998)=.993010^{*} \end{aligned}$ | $\begin{aligned} & .993010 \\ & \left(D_{2}=5\right) \end{aligned}$ |
| 13-18 | 5 | $(.995)(.999)=.994005^{*}$ | $\begin{aligned} & .994005 \\ & \left(D_{2}=5\right) \end{aligned}$ |

Stage 1: For stage 1 , only $\mathrm{F}_{1}(18)$ needs to be calculated, as shown in Table 13.14.

Table 13.14 Stage 1: Power Supply

| Amount to |  |  |  |
| :---: | :---: | :---: | :---: |
| Allocate to |  |  |  |
| States 1, 2, 3 | Allocation to Stage 1 |  |  |
| $\mathrm{X}_{1}$ | $\mathrm{D}_{1}$ | Reliability of <br> $\mathrm{P}\left(\mathrm{D}_{1}\right) \mathrm{F}_{2}\left(\mathrm{X}_{1}-\mathrm{D}_{1}\right)$ | Optimal Value <br> and Decision <br> $F_{1}\left(\mathrm{X}_{1}\right)$ |
| 18 | 5 | $(.975)(.994005)=.969155$ | .976173 |
|  | 10 | $(.994)(.982065)=.976173$ | $\left(\mathrm{D}_{1}=10\right)$ |
|  | 12 | $(.998)(.975100)=.973150$ |  |

The optimal solution derived from this analysis is

| Component | Manufacturer | Cost | Reliability |
| :--- | :--- | :--- | :--- |
| Power supply | Karrow Industries | $\$ 10$ | .994 |
| Sound unit | Karrow Industries | $\$ 4$ | .987 |
| Remote unit | Elo Electric | $\$ 4$ | .995 |
| Total |  | $\$ 18$ | $\underline{.976173}$ |

## PRODUCTION AND INVENTORY PROBLEMS

During the course of a lengthy production run, certain parameters may vary. For example, a producer of instant coffee may experience a dramatic change in the price of coffee beans over a very short period, a grain distributor may find that the cost of storing product varies from season to season, or the warehouse capacity available to a manufacturer to store its products might suddenly change. Although a detailed discussion of inventory and production models was presented in Chapter 8 , here it is shown how dynamic programming can be used to determine an optimal production and inventory storage schedule. To illustrate, consider the situation at CJM Industries.

## CJM INDUSTRIES

CJM Industries builds classic "replicars" using original car bodies from the 1920s, $1930 \mathrm{~s}, 1940 \mathrm{~s}$, and 1950 s . The company's name is a compilation of the first names of the three high school buddies who founded the company, Clancy Hines, Jose Amaro, and Mac Barnes, the company's only full-time employees. In the summer, CJM hires part-time employees. In addition, at least one of the owners works on every car. The much lower salaries paid to the part-time workers reduce the vehicle's unit production cost.

CJM does business as follows. The owners scour the country until they find 15 usable bodies of a particular model of a classic or semiclassic car, which are then refurbished using all new components (e.g., new engine, seats, etc.). After estimating its costs, CJM advertises the car model in trade publications. Once it receives 15 orders, production begins.

CJM is now planning a five-month production run of 1957 Chrysler convertibles, which it will sell for $\$ 35,000$ each. To maximize its profits, CJM must minimize its production and inventory costs. Normally, the maximum production level
is four cars per month. This July, however, due to the partners' overlapping vacation schedules, the maximum production level is three cars. During the months in which CJM works on cars, the company incurs fixed setup costs (utilities, workers compensation, etc.); these fixed costs are not incurred during any month that CJM decides to shut down production.

Up to two completed vehicles may be stored and displayed in a secure facility at the Grand Palace Theater at a cost of $\$ 2500$ per car per month ( $\$ 3000$ for May, when the country music show is in town). At the same time, displaying the cars at the Grand Palace gives the company high visibility, as thousands of theater patrons (and potential future customers) view the cars in the lobby. CJM has no other storage facilities.

Table 13.15 gives the projected monthly fixed setup costs $\left(\mathrm{S}_{\mathrm{i}}\right)$, unit production costs $\left(P_{j}\right)$, and promised car delivery schedules $\left(C_{j}\right)$ for the fifteen 1957 Chryslers. CJM wants to develop a production schedule that minimizes its total cost of producing and storing the vehicles over the five-month production period.

Table 13.15 Costs and Delivery Schedules for 1957 Chryslers

| Month <br> $j$ | Fixed Cost <br> $\mathrm{S}_{\mathrm{j}}$ | Production Cost <br> $\mathrm{P}_{\mathrm{j}}$ | Cars to Be Delivered <br> $C_{j}$ |
| :--- | :---: | :---: | :---: |
| May | $\$ 2,000$ | $\$ 21,000$ | 3 |
| June | $\$ 3,000$ | $\$ 16,000$ | 2 |
| July | $\$ 4,000$ | $\$ 9,000$ | 1 |
| August | $\$ 3,000$ | $\$ 13,000$ | 5 |
| September | $\$ 2,000$ | $\$ 23,000$ | 4 |

## SOLUTION

CJM must:

- Determine a monthly production schedule of 1957 Chrysler replicars
- Minimize total production, storage, and fixed costs over a five-month period from May through September
- Remain at or below production limits in any one month
- Meet the target delivery schedule
- Remain at or below an inventory of two stored cars (at the Palace Theater) during any one month

To use the dynamic programming approach, both a stage and a state variable must be defined. It is obvious the stages are the months, but it may be less obvious what the state variable should be. To determine the appropriate state variable, imagine that CJM retains a consultant (who knows about dynamic programming) sometime in the middle of the five-month production period. What would the consultant need to know in addition to the data given above?

The answer is the current inventory position of the company (i.e., how many cars currently are in storage). Certainly, the consultant's recommendation will differ if there are two cars in inventory at the beginning of September than if there are none. Thus the company's inventory position is the state variable.

A dynamic programming approach for this problem can now be developed as follows.

Stage Variable, j: The current month, j, of production
State Variable, $\mathrm{X}_{\mathrm{j}}$ : The number of cars in inventory at the beginning of month j
Decision Variable $\mathrm{D}_{\mathrm{j}}$ : The production quantity for month j
Stage Cost Functions: Three costs (fixed, production and holding) are incurred each month:

## 1. Fixed Costs $\mathrm{FC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)$

Fixed costs (denoted $\mathrm{S}_{\mathrm{j}}$ in Table 13.17) are incurred in any month in which there is car production; no fixed costs are incurred if there is no production for the month:

$$
\begin{aligned}
\mathrm{FC}_{j}\left(\mathrm{D}_{\mathrm{j}}\right) & =\mathrm{S}_{\mathrm{j}} \quad\left(\text { if } \mathrm{D}_{\mathrm{j}}>0\right) \\
\mathrm{FC}_{\mathrm{j}}(0) & =0
\end{aligned}
$$

## 2. Production Costs $\mathrm{PC}_{\mathbf{j}}\left(\mathrm{D}_{\mathrm{j}}\right)$

The production costs for the period are directly proportional to the number of cars produced during the period (denoted $\mathrm{P}_{\mathrm{j}}$ in Table 13.17):

$$
\mathrm{PC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)=\mathrm{P}_{\mathrm{j}} \mathrm{D}_{\mathrm{j}}
$$

## 3. Holding (Storage) Costs $\mathbf{H C}_{\mathbf{j}}\left(\mathbf{D}_{\mathbf{j}}\right)$

If period j begins with $\mathrm{X}_{\mathrm{j}}$ cars in inventory, and if $\mathrm{D}_{\mathrm{j}}$ cars are produced and $\mathrm{C}_{\mathrm{j}}$ cars are delivered, then, at the end of the period, $\mathrm{X}_{\mathrm{j}}+\mathrm{D}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}}$ cars need to be stored. The holding cost is $\$ 3000$ per car for May (period 1 ) and $\$ 2500$ per car for the other months:

$$
\begin{aligned}
\mathrm{HC}_{1}\left(\mathrm{D}_{1}\right) & =3000\left(\mathrm{X}_{1}+\mathrm{D}_{1}-\mathrm{C}_{1}\right)=3000\left(0+\mathrm{D}_{1}-3\right)=3000 \mathrm{D}_{1}-9000 \\
\mathrm{HC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right) & =2500\left(\mathrm{X}_{\mathrm{j}}+\mathrm{D}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}}\right) \quad \text { for months } \mathrm{j}=2,3,4, \text { and } 5
\end{aligned}
$$

Optimal Value Function, $\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)$ : The minimum total costs incurred from months j through 5 (September), given $\mathrm{X}_{\mathrm{j}}$ cars in inventory at the beginning of month j .
Boundary Conditions, $\mathrm{F}_{5}\left(\mathrm{X}_{5}\right)$ : September (stage 5) begins with zero, one, or two cars in inventory. Since 4 cars must be delivered at the end of September and no inventory should be left at the end of the month, production is 4,3 , or 2 cars, depending on the inventory position at the beginning of September. The costs for September consist only of the fixed cost for the month (\$2000) and the production costs $\left(23,000 \mathrm{D}_{\mathrm{j}}\right)$. Thus the boundary conditions are:

$$
\begin{array}{ll}
\mathrm{F}_{5}(0)=2000+23,000(4)=\$ 94,000 & \left(\mathrm{D}_{5}=4\right) \\
\mathrm{F}_{5}(1)=2000+23,000(3)=\$ 71,000 & \left(\mathrm{D}_{5}=3\right) \\
\mathrm{F}_{5}(2)=2000+23,000(2)=\$ 48,000 & \left(\mathrm{D}_{5}=2\right)
\end{array}
$$

Optimal Solution, $\mathrm{F}_{1}(0)$ : The optimal solution is found by determining the minimum cost from month 1 (May) to month 5 (September), given that May begins with 0 cars in inventory.
Recursion Relation: As noted above, if month j begins with $\mathrm{X}_{\mathrm{j}}$ cars in inventory, then the inventory at the beginning of the next month is $\left(\mathrm{X}_{\mathrm{j}}+\mathrm{D}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}}\right)$, at which point the decision maker should proceed optimally (denoted $\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}+\mathrm{D}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}}\right)$ ). This calculation is added to the fixed, production, and storage costs, incurred during month j by the production of $\mathrm{D}_{\mathrm{j}}$ cars. Thus the recursion relation is

$$
\mathrm{F}_{\mathrm{j}}\left(\mathrm{X}_{\mathrm{j}}\right)=\underset{\text { all feasible } \mathrm{D}_{\mathrm{i}}}{\operatorname{MINIMUM}}\left[\mathrm{FC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{i}}\right)+\mathrm{PC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)+\mathrm{HC}_{\mathrm{j}}\left(\mathrm{D}_{\mathrm{j}}\right)\right]+\mathrm{F}_{\mathrm{j}+1}\left(\mathrm{X}_{\mathrm{j}}+\mathrm{D}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}}\right)
$$

In this relation, $D_{j}$ is feasible only if it satisfies the following four conditions:

1. $D_{j}$ is large enough to meet the delivery quotas:

$$
\mathrm{D}_{\mathrm{j}}+\mathrm{X}_{\mathrm{j}} \geq \mathrm{C}_{\mathrm{j}}
$$

2. $\mathrm{D}_{\mathrm{j}}$ does not exceed the production capacity for the month:

$$
\begin{aligned}
& D_{3} \leq 3 \text { (July) } \\
& D_{j} \leq 4 \text { if } j=1,2,4,5 \text { (months other than July) }
\end{aligned}
$$

3. The inventory at the end of any month does not exceed 2 :

$$
\mathrm{D}_{\mathrm{j}}+\mathrm{X}_{\mathrm{j}}-\mathrm{C}_{\mathrm{j}} \leq 2
$$

4. $\mathrm{D}_{\mathrm{j}}$ is a nonnegative integer:

$$
\mathrm{D}_{\mathrm{j}} \geq 0 \text { and integer }
$$

## THE INTERMEDIATE STAGES

The boundary conditions give the results for stage 5 (September). The calculations for stages 4 (August), 3 (July), and 2 (June) are given in Tables 13.16, 13.17, and 13.18, respectively. Note that for each stage, the third column from the left gives the ending inventory for the corresponding production quantity. This, in turn, determines the minimal cost from the subsequent stage. This has already been calculated and is shown for stages 1 through 4 in the third column from the right.

Table 13.16 Stage 4: August (Cars to Be Delivered $C_{4}=5$ )


Table 13.17 Stage 3: July (Cars to Be Delivered C ${ }_{3}=1$ )
-Note at least 1 car must be stored for stage 4

| $X_{3}$ <br> Begin Inv. | Possible $\mathrm{D}_{3}$ <br> Production | $\mathrm{X}_{3}+\mathrm{D}_{3}-\mathrm{C}_{3}$Number Stored | $\mathrm{FC}_{3}$ <br> Fixed | $\mathrm{PC}_{3}$ <br> Prod. | COSTS (in \$1000's) |  |  | Optimal Value/Dec. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\mathrm{HC}_{3}$ <br> Hold. | $\begin{gathered} \mathrm{F}_{4}\left(\mathrm{X}_{3}+\mathrm{D}_{3}-\mathrm{C}_{3}\right) \\ \text { Remaining } \end{gathered}$ | Total Cost |  |
| 0 | 2 | 1 | 4 | 18 | 2.5 | 149.0 | 173.5 | $\mathrm{F}_{3}=164.5$ |
|  | 3 | 2 | 4 | 27 | 5.0 | 128.5 | 164.5* | $\mathrm{D}_{3}=3$ |
| 1 | 1 | 1 | 4 | 9 | 2.5 | 149.0 | 164.5 | $\mathrm{F}_{3}=155.5$ |
|  | 2 | 2 | 4 | 18 | 5.0 | 128.5 | 155.5* | $\mathrm{D}_{3}=2$ |
| 2 | 0 | 1 | 0 | 0 | 2.5 | 149.0 | 151.5 | $\mathrm{F}_{3}=146.5$ |
|  | 1 | 2 | 4 | 9 | 5.0 | 128.5 | 146.5* | $\mathrm{D}_{3}=1$ |

Table 13.18 Stage 2: June (Cars to Be Delivered $C_{2}=2$ )

| $X_{2}$ <br> Begin Inv. | Possible $\mathrm{D}_{2}$ <br> Production | $\mathrm{X}_{2}+\mathrm{D}_{2}-\mathrm{C}_{2}$ <br> Number Stored | $\mathrm{FC}_{2}$ Fixed | $\mathrm{PC}_{2}$ <br> Prod. | COSTS (in \$1000's) $\longrightarrow$ |  |  | Optimal Value/Dec. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\mathrm{HC}_{2}$ <br> Hold. | $\begin{gathered} \mathrm{F}_{3}\left(\mathrm{X}_{2}+\mathrm{D}_{2}-\mathrm{C}_{2}\right) \\ \text { Remaining } \end{gathered}$ | Total Cost |  |
| 0 | 2 | 0 | 3 | 32 | 0 | 164.5 | 199.5* | $\mathrm{F}_{2}=199.5$ |
|  | 3 | 1 | 3 | 48 | 2.5 | 155.5 | 209.0 | $\mathrm{D}_{2}=2$ |
|  | 4 | 2 | 3 | 64 | 5.0 | 146.5 | 218.5 |  |
| 1 | 1 | 0 | 3 | 16 | 0 | 164.5 | 183.5* | $\mathrm{F}_{2}=183.5$ |
|  | 2 | 1 | 3 | 32 | 2.5 | 155.5 | 193.0 | $\mathrm{D}_{2}=1$ |
|  | 3 | 2 | 3 | 48 | 5.0 | 146.5 | 202.5 |  |
| 2 | 0 | 0 | 0 | 0 | 0 | 164.5 | 164.5 | $\mathrm{F}_{2}=164.5$ |
|  | 1 | 1 | 3 | 16 | 2.5 | 155.5 | 177.0* | $\mathrm{D}_{2}=0$ |
|  | 2 | 2 | 3 | 32 | 5.0 | 146.5 | 186.5 |  |

## DETERMINING THE OPTIMAL SOLUTION $\mathrm{F}_{\mathbf{1}}(\mathbf{0})$

Since CJM starts the five-month period with 0 cars in inventory, the optimal solution is found by calculating $\mathrm{F}_{1}(0)$. This is shown in Table 13.19.

Table 13.19 Stage 1: June (Cars to Be Delivered $C_{1}=3$ )

| $\mathrm{X}_{1}$ <br> Begin Inv. | Possible $\mathrm{D}_{1}$ <br> Production | $\mathrm{X}_{1}+\mathrm{D}_{1}-\mathrm{C}_{1}$ <br> Number Stored | $\mathrm{FC}_{1}$ <br> Fixed | $\mathrm{PC}_{1}$ <br> Prod. | COSTS (in $\$ 1000$ 's) <br> HC <br> Hold. | $\mathrm{F}_{2}\left(\mathrm{X}_{1}+\mathrm{D}_{1}-\mathrm{C}_{1}\right)$ <br> Remaining | Total <br> Rost | Optimal <br> Value/Dec. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 3 | 0 | 2 | 63 | 0 | 199.5 | $264.5^{*}$ | $\mathrm{~F}_{1}=264.5$ |
|  | 4 | 1 | 2 | 84 | 3.0 | 183.5 | 272.5 | $\mathrm{D}_{1}=3$ |

Retracing these steps, it is seen that during May CJM should produce 3 cars and store 0 . Beginning June with 0 cars at stage 2 , it should produce 2 and store 0 . Beginning July with 0 cars at stage 3, CJM should produce 3 and store 2. Beginning August with 2 cars at stage 4, it should produce 4 and store 1 . Finally, beginning September with 1 car, it should produce 3, leaving no inventory at the end of the month. The total cost of this plan over the five-month period is $\$ 264,500$.

## ANALYSIS OF OUTPUT

Unlike linear programming, output from this dynamic programming approach does not produce sensitivity analyses. Thus, if one wishes to investigate changes in any of the input parameters, a trial-and-error approach that simply changes the input parameters may be the only way to obtain meaningful results. For example, in the CJM problem, if they wanted to evaluate the effects of changes in the storage or production cost on the optimal solution, new values for these parameters would have to be entered and the problem re-solved.

## CJM INDUSTRIES: ADDITIONAL CONSIDERATIONS

The owners of CJM are interested in evaluating the following scenarios.

1. Leasing a secure garage for the five-month period. Instead of displaying up to two cars in the lobby of the Grand Palace Theater, CJM would use the garage to store up to three cars for a fixed rental cost of $\$ 8000$ over the 5-month period, independent of the number of cars actually stored during the month.
2. Sending all part-time summer employees to a one-week restoration training course sponsored by Cbrysler. This will cost CJM $\$ 10,000$, but the skills learned from such a course should improve efficiency, thereby raising production capacities and lowering unit production costs for the months of June, July, and August. CJM estimates that production capacities for these months will rise from 4,3 , and 4 to 5,4 , and 5 , respectively, and the per unit production costs will decrease by $\$ 1000$ per vehicle during the same threemonth period.

## SOLUTION

1. Leasing the secure garage means that, for the five-month period, CJM will incur a fixed storage cost of $\$ 8000$, but it will not incur any additional storage costs. CJM is also able to store up to three vehicles in the garage instead of two, resulting in the following changes: (1) the holding costs are now zero for each month; and (2) the storage capacity for each month is now three.
2. Sending part-time employees to the Chrysler training course requires an additional $\$ 10,000$ on top of the total cost from the optimal dynamic programming solution. The changes here are: (1) the maximum production capacities for May through September are 4, 5, 4, 5, 4, respectively; and (2) the per unit production costs are now $\$ 21,000, \$ 15,000, \$ 8000, \$ 12,000$, and $\$ 23,000$, respectively.

These changes were made and analyzed. Although the details are omitted here, the following memorandum to the owners of CJM Industries summarizes the results.

## MEMORANDUM

To: CJM Industries Clancy Hines
Jose Amaro Mac Barnes
From: Student Consulting Group
Subj: Production Scheduling for the 1957 Chrysler Convertible Project
We have prepared a cost analysis for the 1957 Chrysler Convertible Project to be undertaken at CJM Industries during the months of May through September of this year. Since the 15 replicars produced will be sold for $\$ 35,000$ each, this report focuses on controlling costs at CJM during the fivemonth project.

Mr. Amaro has supplied the following information:

- Monthly production capabilities
- Monthly fixed operating expenses
- Monthly unit production costs per vehicle
- Required monthly delivery schedules

In addition, we have been informed that CJM currently has no storage facilities but can display up to two vehicles at the Grand Palace Theater for $\$ 2500$ per month each ( $\$ 3000$ each in May). In lieu of displaying finished vehicles at the Grand Palace, CJM is considering leasing a secure garage that will hold up to three vehicles for $\$ 8000$ over the life of the project.

CJM is also interested in determining how cost effective it is to send all part-time employees to a Chrysler training program. While CJM is convinced that successful completion of the course will increase production capabilities and reduce per unit production costs, the concern is whether these benefits will be more than offset by the $\$ 10,000$ cost of the course.

In this report, we have used a dynamic programming approach to evaluate the optimal production schedule under the following scenarios:

- Current conditions
- Current conditions with leased storage (in lieu of using the Grand Palace Theater)
- Chrysler training of part-time employees
- Chrysler training of part-time employees and leased storage (in lieu of using the Grand Palace Theater)


## OPTIMAL PRODUCTION POLICIES

The optimal monthly production schedule varies, depending on which option CJM chooses. Figure I depicts the relative total costs of each option. Table I compares the production schedules and total costs of each policy.


FIGURE I Cost Options for CJM Industries
Table I Production Schedules/Policy Costs

| Policy | Production Schedule |  |  |  |  | Costs (\$1000s) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | May | Jun | Jul | Aug | Sep | Production | Fixed | Training | Storage | Total |
| Current | 3 | 2 | 3 | 4 | 3 | \$243 | \$14 | \$ 0 | \$ 7.5 | \$264.5 |
| Lease | 3 | 3 | 3 | 4 | 2 | \$236 | \$14 | \$ 0 | \$ 8.0 | \$258.0 |
| Train | 3 | 2 | 3 | 5 | 2 | \$223 | \$14 | \$10 | \$10.0 | \$257.0 |
| Lease/train | 3 | 2 | 4 | 5 | 1 | \$208 | \$14 | \$10 | \$ 8.0 | \$240.0 |

Thus, given the options available to CJM, we recommend the following:

## Recommendation

1. Lease the storage facility.
2. Send the part-time workers to the Chrysler training school.
3. Adhere to the following production/storage schedule.

|  | Required | Production | Store |
| :--- | :---: | :---: | ---: |
| May | 3 | 3 | 0 |
| June | 2 | 2 | 0 |
| July | 1 | 4 | 3 |
| August | 5 | 5 | 3 |
| September | 4 | 1 | 0 |
| Total project revenues: $15(\$ 35,000)$ |  | $\$ 525,000$ |  |
| Total project costs: |  | $\$ 240,000$ |  |
| Total project net profit |  | $\$ 285,000$ |  |

## ANALYSIS OF RECOMMENDATION

Table II summarizes the monthly expenditures associated with this recommendation.

Table II Monthly Cost Analysis

|  | Costs |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Month |  | Production | Fixed | Storage | Training | Total |
| May |  | $\$ 63,000$ | $\$ 2,000$ | $\$ 1,600$ | $\$ 10,000$ | $\$ 76,600$ |
| June |  | $\$ 30,000$ | $\$ 3,000$ | $\$ 1,600$ | $\$$ | 0 |

Note that, due to the production capacities and the storage limit of three vehicles in any month, one car must be produced in September, the month with the highest unit production costs. A fixed cost of $\$ 2000$ is also incurred for producing just one car. Since CJM can do little more to increase its production capacities, we recommend undertaking a concerted effort to find another/additional storage facilities. If storage could be found that afforded CJM the opportunity to store at least four cars per month, this would reduce the total cost to $\$ 222,000$, or $\$ 18,000$ less than the policy recommended above. Table III details the optimal policy barring any storage capacity limitations and does not include storage costs.
Table III Monthly Cost Analyses (Unlimited Storage)

| Month | Production Quantity | Storage Quantity | Costs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Production | Fixed | Training | Total |
| May | 3 | 0 | \$ 63,000 | \$ 2,000 | \$10,000 | \$ 75,000 |
| June | 3 | 1 | \$ 45,000 | \$ 3,000 | \$ 0 | \$ 48,000 |
| July | 4 | 4 | \$ 32,000 | \$ 4,000 | \$ 0 | \$ 36,000 |
| August | 5 | 4 | \$ 60,000 | \$ 3,000 | \$ | \$ 63,000 |
| September | 0 | 0 | \$ 0 | \$ 0 | \$ 0 | \$ 0 |
| Totals | 15 | 9 | \$200,000 | \$12,000 | \$10,000 | \$222,000 |

Thus any such storage arrangement that can be secured for less than $\$ 18,000$ over the duration of the project provides a cost benefit to CJM. These options include the following:

1. Find a larger storage facility that can be leased for less than $\$ 3600$ per month (=\$18,000/5).
2. Arrange to lease space on a per unit basis at a cost of less than $\$ 2000$ (=\$18,000/9) per vehicle per month.
3. Utilize the storage option at the Grand Palace Theater (during the months of July and August), train workers and lease the secure threevehicle garage.

The monthly expenditures incurred under this third option are summarized in Table IV.

Table IV Monthly Cost Analyses (Leasing Secure Storage Facility and Utilizing the Grand Palace Theater)

| Month | Production Quantity | Storage Garage | Grand <br> Palace | Costs |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Production | Fixed | Training | Storage | Total |
| May | 3 | 0 | 0 | \$ 63,000 | \$ 2,000 | \$10,000 | \$ 1,600 | \$ 76,600 |
| June | 3 | 1 | 0 | \$ 45,000 | \$ 3,000 | \$ 0 | \$ 1,600 | \$ 49,600 |
| July | 4 | 3 | 1 | \$ 32,000 | \$ 4,000 | \$ 0 | \$ 4,100 | \$ 40,100 |
| Aug. | 5 | 3 | 1 | \$ 60,000 | \$ 3,000 | \$ 0 | \$ 4,100 | \$ 67,100 |
| Sept. | 0 | 0 | 0 | \$ 0 | \$ 0 | \$ 0 | \$ 1,600 | \$ 1,600 |
| Totals | 15 | 7 | 2 | \$200,000 | \$12,000 | \$10,000 | \$13,000 | \$235,000 |

Besides being cost effective, by eliminating the September production this option gives CJM a one-month advance on its next project. We would be pleased to provide additional analyses to CJM should there be any changes in the data provided or should additional options become available.

### 13.5 Goal Programming

In real life, virtually all problems have several objectives, not just one. For example, if a manufacturing company concentrates solely on cost containment, it might neglect the environmental or social concerns of the community it serves. If a health care company concentrates solely on top-quality health care, its owners' profit could be slighted. If a publishing company puts too much emphasis on developing an error-free textbook, the amount of time spent reviewing a potential text might push the publishing date beyond that required for adoptions. In short, finding optimal solutions to a model formulated with a single objective can seriously affect other aspirations and goals that are important to an organization.

A goal programming model seeks to simultaneously take into account several objectives or goals that are of concern to a decision maker. While a linear programming model consists of constraints and a single objective function to be maximized or minimized, a goal programming model consists of constraints and a set of goals that are prioritized in some sense.

In both linear and goal programming problems, if the constraints are inconsistent, there are no feasible solutions for the model. In goal programming, however, one can expect that although there is a set of feasible solutions satisfying the constraints, none of them may simultaneously satisfy all the conflicting goals of the
organization. The objective of goal programming is to find a solution that satisfies the true constraints and comes closest to meeting the stated goals.

Goal programming approaches analyze how much a proposed solution deviates from each stated goal. Accordingly, for each goal a pair of deviation variables are defined (one equaling the amount by which the solution overachieves the goal; the other equaling the amount by which it fails to meet the goal). For example, suppose a company is considering three forms of advertising: television ( $\mathrm{X}_{1}$ ), radio $\left(\mathrm{X}_{2}\right)$, and newspaper $\left(\mathrm{X}_{3}\right)$. Each television spot costs $\$ 3000$ to run and reaches 1000 new potential customers; each radio spot costs $\$ 800$ to run and reaches 500 new customers; and each newspaper ad costs $\$ 250$ to run and reaches 200 new customers. Suppose the company has three goals:

Goal 1: Spend no more than $\$ 25,000$ on advertising.
Goal 2: Reach at least 30,000 new potential customers.
Goal 3: Run at least 10 television spots.
If these were constraints rather than goals, the functional constraints would be written as

$$
\begin{aligned}
3000 \mathrm{X}_{1}+800 \mathrm{X}_{2}+250 \mathrm{X}_{3} & \leq 25,000 \\
1000 \mathrm{X}_{1}+500 \mathrm{X}_{2}+200 \mathrm{X}_{3} & \geq 30,000 \\
\mathrm{X}_{1} & \geq 10
\end{aligned}
$$

If the third constraint, $X_{1} \geq 10$, is satisfied, then the minimum value for the left side of the first constraint must be $(3000)(10)=30,000$. Since this exceeds the maximum limit of 25,000 , no feasible solution (with the Xj's $\geq 0$ ) exists that satisfies all three of these conditions simultaneously.

If these conditions were simply goals or targets instead of constraints, then for each goal, i, define

$$
\mathrm{U}_{\mathrm{i}}=\text { the amount by which the left side falls short of (under) its }
$$ right-hand side value

$\mathrm{E}_{\mathrm{i}}=$ the amount by which the left side exceeds its right-hand side value
The goals can now be written as equations:

$$
\begin{array}{rlr}
3000 \mathrm{X}_{1}+800 \mathrm{X}_{2}+250 \mathrm{X}_{3}+\mathrm{U}_{1}-\mathrm{E}_{1} & =25,000 \\
1000 \mathrm{X}_{1}+500 \mathrm{X}_{2}+200 \mathrm{X}_{3} & =30,000 \\
\mathrm{X}_{1} & +\mathrm{U}_{2}-\mathrm{E}_{2} & \\
& =\mathrm{U}_{3}-\mathrm{E}_{3} & =10
\end{array}
$$

Here, $\mathrm{E}_{1}$ (the amount spent over $\$ 25,000$ ), $\mathrm{U}_{2}$ (the number of potential new customers under 30,000 reached), and $\mathrm{U}_{3}$ (the number of television ads below 10 aired) represent the detrimental deviations for this problem. However, coming in under budget $\left(\mathrm{U}_{1}>0\right)$, reaching more than 30,000 potential new customers ( $\mathrm{E}_{2}>0$ ), or running more than 10 television ads ( $\mathrm{E}_{3}>0$ ) are all indications that the respective goals have been met. The objective of a goal programming problem somehow involves minimizing the detrimental variables. Just how this is done differentiates two approaches to solving goal programming problems-the nonpreemptive and the preemptive approach.

## NONPREEMPTIVE GOAL PROGRAMMING

In the nonpreemptive approach to goal programming, relative weights are assigned to the detrimental deviations. These act as a per unit penalty for failure to meet a stated goal. Using these weights one can convert the goal programming
model into a linear programming model having the objective of minimizing the total weighted deviations from the goals. The resulting linear programming model then has the following form:

MINIMIZE (the total weighted deviations from the goals)
ST (1) (Expressions for the goal equations)
(2) [Functional constraints, if any]
(3) (Nonnegativity constraints of all decision and deviation variables)

In the above example, suppose management determines that each extra dollar spent on advertising above $\$ 25,000$ costs the company $\$ 1$ and that the company suffers a loss of $\$ 5$ for each potential customer not reached below the goal of 30,000 . Accordingly, the weight on the detrimental deviation variable $\mathrm{U}_{2}$ is five times the weight placed on $\mathrm{E}_{1}$. This calculation is relatively straightforward. The weight assigned to the ramifications of having fewer than 10 television spots may be just a subjective estimate, however. The decision maker may simply have a "gut feeling" that each television spot (below 10) is worth 100 times each dollar over budget.

The objective of a nonpreemptive solution approach is to minimize the sum of the total weighted detrimental deviations from the goals. This approach assumes that no advantage is gained by overachieving the goals. Thus the nonpreemptive goal programming objective function for this problem is: MINIMIZE $\mathrm{E}_{1}+5 \mathrm{U}_{2}+100 \mathrm{U}_{3}$. The complete model is: ${ }^{3}$

MINIMIZE

$$
\mathrm{E}_{1}+5 \mathrm{U}_{2}+100 \mathrm{U}_{3}
$$

ST

$$
\begin{aligned}
3000 \mathrm{X}_{1}+800 \mathrm{X}_{2}+250 \mathrm{X}_{3}+\mathrm{U}_{1}- & \mathrm{E}_{1} & & =25,000 \\
1000 \mathrm{X}_{1}+500 \mathrm{X}_{2}+200 \mathrm{X}_{3} & & & =30,000 \\
\mathrm{X}_{1} & & \mathrm{U}_{2}-\mathrm{E}_{2} & \\
+ & \mathrm{U}_{3}-\mathrm{E}_{3} & = & 10
\end{aligned}
$$

This is now a linear programming model and can easily be solved using Excel Solver.

## PREEMPTIVE GOAL PROGRAMMING

The preemptive goal programming method takes a slightly different approach. This approach forces the decision maker to prioritize his or her goals into different priority levels (1, 2, 3, etc.), each of which contains one or more goals. If a priority level has two or more goals, these goals can be weighted in the same manner as used in nonpreemptive goal programming.

By placing the goals into different priority levels, the decision maker is actually saying, "Let me do the best I can to achieve my priority 1 goals; then I'll consider my priority 2 goals, then my priority 3 goals," and so on. In the previous example, management's first concerns may be meeting its budget and attracting new potential customers; these are priority 1 goals. Running 10 television spots is then a priority 2 goal.

The idea behind the preemptive goal programming approach is that lower priority level goals should not be attained at the expense of higher priority goalsthey are preempted! That is, if the minimum total weighted deviation of priority 1 goals is some value, $V_{1}$, then, when seeking to minimize the total weighted deviations of priority 2 goals, one must ensure that the priority 1 value stays at $V_{1}$. If the weighted deviation of the priority 2 goals under this condition is $V_{2}$, then, when seeking to minimize the total weighted deviations of priority 3 goals, the priority 1
${ }^{3}$ Some functional constraints may also be associated with the model; these are not included here.
objective function value must remain $V_{1}$, and the priority 2 objective function value must remain $\mathrm{V}_{2}$, and so on.

To illustrate, consider a problem with seven goals-two in priority level 1 , three in priority level 2, and two in priority level 3; the detrimental deviations from the goals are $\mathrm{E}_{1}, \mathrm{U}_{2}, \mathrm{E}_{3}, \mathrm{U}_{4}, \mathrm{E}_{5}, \mathrm{U}_{6}$, and $\mathrm{E}_{7}$, respectively. Assume that the weights $W_{1}, W_{2}$ have been established between the level 1 goals, the weights $W_{3}$, $W_{4}, W_{5}$ between the level 2 goals, and the weights $W_{6}, W_{7}$ between the level 3 goals.

The preemptive goal programming approach first solves a priority 1 level linear program as follows:

| Priority 1 | MINIMIZE | $W_{1} \mathrm{E}_{1}+W_{2} \mathrm{U}_{2}$ |
| :--- | :--- | :--- |
|  | ST | Goal equations |
|  |  | Functional constraints |
|  |  | Nonnegativity constraints |

Suppose the solution yields a minimum objective function value, $V_{1}$. Then the following priority 2 linear programming problem is solved.

$$
\begin{array}{lll}
\text { Priority } 2 & \begin{array}{l}
\text { MINIMIZE } \\
\text { ST }
\end{array} & \begin{array}{l}
\mathrm{W}_{3} \mathrm{E}_{3}+\mathrm{W}_{4} \mathrm{U}_{4}+\mathrm{W}_{5} \mathrm{E}_{5} \\
\\
\\
\\
\\
\\
\end{array} \\
& \text { Gonctional constraints } \\
& \mathrm{W}_{1} \mathrm{E}_{1}+\mathrm{W}_{2} \mathrm{U}_{2}=\mathrm{V}_{1} \leftarrow \text { new constraint } \\
& \text { Nonnegativity constraints }
\end{array}
$$

Suppose the solution yields a minimum objective function value, $V_{2}$. Then the following priority 3 linear programming problem is solved:

$$
\begin{array}{lll}
\text { Priority } 3 & \begin{array}{l}
\text { MINIMIZE } \\
\\
\text { ST }
\end{array} & \mathrm{W}_{6} \mathrm{U}_{6}+\mathrm{W}_{7} \mathrm{E}_{7} \\
& \text { Goal equations } \\
& \text { Functional constraints } \\
& \mathrm{W}_{1} \mathrm{E}_{1}+\mathrm{W}_{2} \mathrm{U}_{2}=\mathrm{V}_{1} \\
& \mathrm{~W}_{3} \mathrm{E}_{3}+\mathrm{W}_{4} \mathrm{U}_{4}+\mathrm{W}_{5} \mathrm{E}_{5}=\mathrm{V}_{2} \quad \leftarrow \text { new constraint }
\end{array}
$$

Nonnegativity constraints

The optimal solution to the priority 3 problem is then the optimal solution to the goal programming problem.

To illustrate the concept of preemptive goal programming, consider the situation faced by the New England Cycle Company.

## NEW ENGLAND CYCLE COMPANY

The New England Cycle Company is planning next month's production of its two bicycles: its B2 tandem bicycle built for two and its S10 single-rider 10-speed model. Both models use the same seats and tires. Management has been informed that 2000 seats, 1000 gear assemblies (only the S 10 requires a gear assembly), and 2400 tires are available next month for production. On the average, it takes two hours to produce a B2 and three hours to produce a S10 bicycle. The accounting department estimates that each B2 yields a profit of $\$ 40$ and each S10 yields a profit of $\$ 100$.

Management has set the following prioritized goals:
Priority 1: Fulfill a contract for 400 B 2 bicycles that it promised to deliver to vendors in Ocean City, Maryland, next month.

Priority 2: Produce at least 1000 total bicycles during the month.
Priority 3: (1) Achieve at least $\$ 100,000$ profit for the month.
(2) Use no more than 1600 labor-hours during the month.

Each $\$ 1000$ short of the $\$ 100,000$ goal is considered 30 times as important as utilizing an extra labor-hour.

Priority 4: The company is developing a new cycle, so it would like to have:
(1) At least 200 tires left over at the end of the month.
(2) At least 100 gear assemblies left over at the end of the month.

Each leftover gear assembly is deemed twice as important as a leftover tire.
Management wants to determine the production schedule that best meets its prioritized objectives.

## SOLUTION

Management at the New England Cycle Company wishes to:

- Determine next month's production quantities of B 2 and S 10 bicycles
- Avoid exceeding expected availabilities of seats, gear assemblies, and tires
- Come as close as possible to meeting its priority 1 goal first (production of 400 B2 cycles)
- Meet its priority 2 goal (production of 1000 cycles total) as closely as possible without disturbing the optimal level of its priority 1 goal
- Meet as closely as possible its priority 3 goals ( $\$ 100,000$ in profit, utilization of no more than 1600 man-hours) in a ratio of 30 to 1 (thousands of dollars to man-hours) without disturbing the optimal levels of its priority 1 and 2 goals
- Meet as closely as possible its priority 4 goals ( 200 leftover tires and 100 leftover gear assemblies) in a ratio of $1: 2$ without disturbing the optimal levels of its priority 1,2 , and 3 goals.


## DECISION VARIABLES

The decision variables for this model are:
$\mathrm{X}_{1}=$ the number of B2s to be produced next month
$\mathrm{X}_{2}=$ the number of S 10 s to be produced next month

## FUNCTIONAL/NONNEGATIVITY CONSTRAINTS

The functional constraints are:

$$
\begin{aligned}
2 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 2000 & \text { Seats } \\
\mathrm{X}_{2} \leq 1000 & \text { Gear Assemblies } \\
2 \mathrm{X}_{1}+2 \mathrm{X}_{2} \leq 2400 & \text { Tires } \\
\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0 & \text { Nonnegativity }
\end{aligned}
$$

## GOAL EQUATIONS

The goal equations for the four priority levels are:
Priority 1: (Goal 1) Production of at least 400 B 2 cycles:

$$
\mathrm{X}_{1} \quad+\mathrm{U}_{1}-\mathrm{E}_{1}=400
$$

Priority 2: (Goal 2) Production of at least 1000 total cycles:

$$
\mathrm{X}_{1}+\quad \mathrm{X}_{2}+\mathrm{U}_{2}-\mathrm{E}_{2}=1000
$$

Priority 3: (Goal 3) Profit of at least $\$ 100,000$ :

$$
.04 \mathrm{X}_{1}+.10 \mathrm{X}_{2}+\mathrm{U}_{3}-\mathrm{E}_{3}=100(\text { in } \$ 1000 \mathrm{~s})
$$

(Goal 4) Use a maximum of 1600 labor-hours:

$$
2 X_{1}+3 X_{2}+U_{4}-E_{4}=1600
$$

Priority 4: (Goal 5) Hence, at least 200 leftover tires (this is equivalent to using no more than 2200 tires):

$$
2 \mathrm{X}_{1}+2 \mathrm{X}_{2}+\mathrm{U}_{5}-\mathrm{E}_{5}=2200
$$

(Goal 6) Hence at least 100 leftover gear assemblies (this is equivalent to using no more than 900 gear assemblies):

$$
\mathrm{X}_{2}+\mathrm{U}_{6}-\mathrm{E}_{6}=900
$$

## PRIORITY LEVEL OBJECTIVES

The detrimental deviations, respectively, are:

| Priority 1: | Underachieving 400 B 2 s | $\mathrm{U}_{1}$ |
| :--- | :--- | :--- |
| Priority 2: | Underachieving a 1000 production level | $\mathrm{U}_{2}$ |
| Priority 3: | Underachieving a $\$ 100,000$ profit | $\mathrm{U}_{3}$ |
|  | Using more than 1600 labor-hours | $\mathrm{E}_{4}$ |
| Priority 4: | Using more than 2200 tires | $\mathrm{E}_{5}$ |
|  | Using more than 900 gear assemblies | $\mathrm{E}_{6}$ |

Thus, the corresponding priority objectives are:

$$
\begin{array}{lll}
\text { Priority 1: } & \text { MINIMIZE } & \mathrm{V}_{1}=\mathrm{U}_{1} \\
\text { Priority 2: } & \text { MINIMIZE } & \mathrm{V}_{2}=\mathrm{U}_{2} \\
\text { Priority 3: } & \text { MINIMIZE } & \mathrm{V}_{3}=30 \mathrm{U}_{3}+\mathrm{E}_{4} \\
\text { Priority 4: } & \text { MINIMIZE } & \mathrm{V}_{4}=\mathrm{E}_{5}+2 \mathrm{E}_{6}
\end{array}
$$

The goal programming solution approach can be illustrated graphically. First, the functional and nonnegativity constraints are graphed, forming the feasible region depicted in Figure 13.2.


FIGURE 13.2 Feasible Region for New England Cycle Company

FIGURE 13.3 Minimizing the Priority 1 Objective

FIGURE 13.4 Minimizing the Priority 2 Objective

## PRIORITY 1 PROGRAM (MINIMIZE $U_{1}$ )

In Figure 13.3, the line for goal 1 is added: $\mathrm{X}_{1}=400 . \mathrm{U}_{1}$ is positive only if $\mathrm{X}_{1}<400$. All points to the right of the line $X_{1}=400$ in the feasible region satisfy the constraints and give $X_{1} \geq 400$ (i.e., $\mathrm{U}_{1}=0$ ). These points give a minimum value of $V_{1}=0$ for the priority 1 objective. For succeeding priorities, the line $X_{1} \geq 400$ becomes a constraint that ensures $V_{1}=0$.


## PRIORITY 2 PROGRAM: (MINIMIZE $\mathbf{U}_{2}$ )

In Figure 13.4, the line for goal 2 is added: $\mathrm{X}_{1}+\mathrm{X}_{2}=1000 . \mathrm{U}_{2}$ is positive only if $\mathrm{X}_{1}$ $+\mathrm{X}_{2}<1000$. All points above this line in the shaded area satisfy all the current constraints and give $X_{1}+X_{2} \geq 1000$ (that is, $U_{2}=0$ ). These points provide the minimum value of $\mathrm{U}_{2}=0$ for the priority 2 objective. For succeeding priorities, the line $X_{1}+X_{2} \geq 1000$ becomes a constraint that ensures $V_{2}=0$.


## PRIORITY 3 PROGRAM (MINIMIZE $30 \mathbf{U}_{3}+E_{4}$ )

In Figure 13.5, the line for goal 3 is added: . $04 \mathrm{X}_{1}+.10 \mathrm{X}_{2}=100$, and the line for goal 4: $2 \mathrm{X}_{1}+3 \mathrm{X}_{2}=1600$. The points for which $\mathrm{U}_{3}=0$ lie above the line $.04 \mathrm{X}_{1}+$ $.10 \mathrm{X}_{2}=100$, and the points for which $\mathrm{E}_{4}=0$ lie below the line $2 \mathrm{X}_{1}+3 \mathrm{X}_{2}=$ 1600. In Figure 13.6, neither of these priority 3 goals is satisfied by the current set of constraints. Thus both $\mathrm{U}_{3}$ and $\mathrm{E}_{4}$ must be positive. (Since $\mathrm{U}_{3}>0, \mathrm{E}_{3}$ must be 0 ; and since $E_{4}>0, U_{4}$ must be 0 .)

FIGURE 13.5 No Feasible Points Meet the Priority

FIGURE 13.6 Minimizing the Priority 3 Objective


Setting $\mathrm{E}_{3}=0$ and $\mathrm{U}_{4}=0$, the goal equations become:

$$
.04 \mathrm{X}_{1}+.10 \mathrm{X}_{2}+\mathrm{U}_{3}=100 \text { or } \mathrm{U}_{3}=100-.04 \mathrm{X}_{1}-.10 \mathrm{X}_{2}
$$

and

$$
2 \mathrm{X}_{1}+3 \mathrm{X}_{2}-\mathrm{E}_{4}=1600 \text { or } \quad \mathrm{E}_{4}=2 \mathrm{X}_{1}+3 \mathrm{X}_{2}-1600
$$

The priority 3 objective function (MINIMIZE $30 \mathrm{U}_{3}+\mathrm{E}_{4}$ ) can then be expressed as: MINIMIZE $30\left(100-.04 \mathrm{X}_{1}-.10 \mathrm{X}_{2}\right)+\left(2 \mathrm{X}_{1}+3 \mathrm{X}_{2}-1600\right)$. Combining the terms gives:

$$
\text { MINIMIZE } 1400+.8 \mathrm{X}_{1}
$$

Since 1400 is a constant, this function is minimized by minimizing $.8 \mathrm{X}_{1}$. Imposing this objective function on the feasible region obtained by satisfying the priority 2 gives the situation shown in Figure 13.6. Here, all points on the line $X_{1}=400$ between $X_{2}=600$ and $X_{2}=800$ are optimal. This gives $V_{3}=.8(400)+1400=1720$. Thus the feasible region for the priority 4 problem is the line segment on the line $X_{1}=400$ from $(400,600)$ to $(400,800)$. Points on this line have $V_{3}=1720$.


FIGURE 13.7 Minimizing the Priority 4 Objective

## PRIORITY 4 PROGRAM [MINIMIZE ( $E_{5}+2 E_{6}$ )]

In Figure 13.7, the lines for goal 5: $2 \mathrm{X}_{1}+2 \mathrm{X}_{2}=2200$, and for goal 6: $\mathrm{X}_{2}=900$ are added. All solutions on the line $X_{1}=400$ from $(400,600)$ to $(400,800)$ have $\mathrm{X}_{2}<900$; hence goal 6 is satisfied $\left(\mathrm{E}_{6}=0\right)$ by all remaining feasible solutions.


Goal 5 (having at least 200 tires left over) is met by all values such that $2 \mathrm{X}_{1}+$ $2 X_{2} \leq 2200$. Since all remaining feasible solutions have $X_{1}=400$, this goal is equivalent to $2 \mathrm{X}_{2} \leq 1400$, or $\mathrm{X}_{2} \leq 700$. The points on the line $\mathrm{X}_{1}=400$ between $(400,600)$ and $(400,700)$ satisfy this constraint.

Thus the optimal solution is:

$$
\begin{aligned}
& X_{1}=400 \\
& X_{2}=\text { any value between } 600 \text { and } 700
\end{aligned}
$$

That is, during next month's production run the New England Cycle Company should produce 400 B2 models and between 600 and 700 S10 models.

## USING EXCEL SOLVER TO SOLVE GOAL PROGRAMMING MODELS

The above is a graphical illustration of preemptive goal programming. One way Excel Solver can be used sequentially to solve the preemptive goal programming model is to manually add the new constraints at each priority level and readjust the objective function. Although this is a bit clumsy, it avoids the need to develop and use macros in Excel, which is beyond the scope of this text. Figures $13.8 a-e$ illustrate the process. This could be done on a single worksheet; however, here (and in file New England Cycle.xls) separate worksheets are used for each priority level to preserve the Solver dialogue box that generate the results for the corresponding level.

As illustrated in Figures 13.8a-e, the steps are as follows:

- Include sections for the priority level objective functions, the functional constraints, and the goal constraints as shown in Figure 13.8a. In Solver, for Priority 1:
- Target Cell (Min)—The priority 1 objective function value (Cell Q6)
- Constraints-The functional constraints and the priority 1 (goal 1) constraint
- The result is the worksheet in Figure $13.8 b$. This shows that the minimum value for the priority 1 objective in (cell Q6) is 0 . For priority 2:
- Target Cell (Min)-The priority 2 objective function value (Cell Q7)
- Constraints-Add to the previous constraints the priority 2 (goal 2 constraint), and a constraint requiring the objective function value of the priority 1 (cell Q6) be 0 .
- The result is the worksheet in Figure 13.8c. This shows that the minimum value for the priority 2 objective in (cell Q7) is also 0 . For priority 3:
- Target Cell (Min)—The priority 3 objective function value (Cell Q8)
- Constraints-Add to the previous constraints the priority 3 (goals 3 and 4 constraints), and a constraint requiring the objective function value of the priority 2 (cell Q7) be 0 .
- The result is the worksheet in Figure 13.8d. This shows that the minimum value for priority 3 objective in (cell Q8) is 1720. For priority 4:
- Target Cell (Min)-The priority 4 objective function value (Cell Q9)
- Constraints-Add to the previous constraints the priority 4 (goals 5 and 6 constraints), and a constraint requiring the objective function value of the priority 3 (cell Q8) be 1720 .
- The result is shown in Figure 13.8e. This gives one of the possible solutionsmanufacturing 400 Model B2 bicycles and 700 Model C10 bicycles.


FIGURE 13.8a New England Cycle Priority 1

FIGURE 13.86 New England Cycle Priority 2

FIGURE 13.8c New England Cycle Priority 3



FIGURE 13.8d New England Cycle Priority 4

FIGURE 13.8e New England Cycle Optimal Solution



### 13.6 Nonlinear Programming Concepts

In this and the next two sections, nonlinear programming is discussed by considering the topic in its most general form: ${ }^{4}$

MAXIMIZE $\quad \mathrm{F}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right)$
ST

$$
\begin{array}{cl}
\mathrm{G}_{1}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right) & \leq \mathrm{B}_{1} \\
\mathrm{G}_{2}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right) & \leq \mathrm{B}_{2} \\
\cdot \\
\cdot & \\
\mathrm{G}_{\mathrm{m}}\left(\mathrm{X}_{1}, \dot{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right) & \leq \mathrm{B}_{\mathrm{m}}
\end{array}
$$

A nonlinear programming problem (NLP) is one in which the objective function, F , and/or one or more of the constraint functions, $\mathrm{G}_{\mathrm{i}}$ (if there are any), possess nonlinear terms. A nonlinear term is any term other than one of the form $A X$, where $A$ is a constant and $X$ is a variable raised to the first power. $5 \mathrm{X}^{3}, 3 \mathrm{XY}, 2 \mathrm{e}^{-4 \mathrm{X}}$, $6 \sqrt{\mathrm{X}}, 5 \mathrm{X} / \mathrm{Y}, \operatorname{Sin}(\pi, \mathrm{X}), 2 \ln (\mathrm{X})$, and $7|\mathrm{X}|$ are all examples of nonlinear terms. The objective function and constraints can also contain discontinuities or be valid for only specific (not necessarily integer) values of the variables.

The infinite number of possibilities for the nonlinear terms give rise to an infinite variety of geometrical shapes for the objective function and the feasible region. Because of this diversity, no universal algorithm exists that can guarantee finding the optimal solution to every nonlinear program. In fact, many algorithms that attempt to solve nonlinear problems converge only to local optimum points, to other nonoptimal points, or not at all, depending on the structure of the objective function and the constraints.

## CONVEX PROGRAMMING

One class of NLP problems, known as convex programming problems, can be solved by algorithms that are guaranteed to converge to the optimal solution. Fortunately, many nonlinear models meet the following requirements for a convex program.

## Properties of Convex Programming Problems

1. The objective is to maximize a concave function or to minimize a convex function.
2. The set of constraints forms a convex set.

## What Are Concave and Convex Functions?

The discussion of concave and convex functions is motivated by first considering functions with one variable. A concave function can be rigorously defined for functions with one variable, but the basic "feel" is as follows:

1. They are smooth functions (with no sharp points or discontinuities).
2. They have one "hump" at the top.
3. A line drawn between any two points on the curve of the function will lie on or below the curve.
[^70]A convex function is the opposite of a concave function; that is, it is a smooth function with a hump at the bottom, and a line drawn between any two points on the curve of the function will lie on or above the curve. Figures $13.9 a-e$ show, respectively, a concave function, a convex function, a function that is both concave and convex (a straight line), and two functions that are neither concave nor convex.


FIGURE 13.9a A Concave Function
FIGURE 13.9b A Convex Function


FIGURE 13.9c A Function That Is Both Concave and Convex


FIGURE 13.9d A Function Which Is Neither Concave nor Convex


FIGURE 13.9e A Function Which Is Neither Concave nor Convex

Although concave and convex functions have been expressed in terms of one variable, these ideas extend to problems with many variables. ${ }^{5}$ To imagine a problem with two variables, picture slicing a basketball in half; the surface of the upper half is a concave function, whereas the surface of the lower half is a convex function.

[^71]
## What Is a Convex Set?

A convex set is a set such that if any two points in the set are joined by a straight line the entire straight line lies in the set. Figures $13.10 a$ and $13.10 b$ are examples of convex sets, whereas Figures $13.10 c$ and $d$ are examples of sets that are not convex. Recall that the constraints ( $\mathrm{G}_{\mathrm{i}}$ 's) of an NLP were assumed to be " $\leq$ " constraints. If all the $\mathrm{G}_{\mathrm{i}}$ are convex functions, the resulting feasible region is a convex set. ${ }^{6}$


FIGURE 13.10a A Convex Set


FIGURE 13.10c A Nonconvex Set
FIGURE 13.10d A Nonconvex Set

### 13.7 Unconstrained Nonlinear Programming

## ONE-VARIABLE UNCONSTRAINED PROBLEMS

The economic law of supply and demand implies that the lower the demand for an item, the higher the value of the item, and vice versa. Equivalently, the higher the price of an item, the lower the demand for the item, and vice versa. To illustrate this concept, consider the case of Toshi Camera.

## TOSHI CAMERA

Toshi.xls
Toshi Camera of Japan has just developed a new instant load, automatic advance, super-zoom camera, called the Zoomcam. Market research indicates that demand for the initial production run will be linearly related to the price, as seen in Table 13.20.

Toshi estimates it costs $\$ 50$ to produce each Zoomer and wants to determine the production quantity that will maximize the total profit from the initial production run.

[^72]| Table $\mathbf{1 3 . 2 0}$ <br> for the Toshi Zoomcam |  |
| :--- | :---: |
| Price Price-Demand Analysis |  |
| P | Estimated Demand |
| $\$ 100$ | X |
| $\$ 150$ | 350,000 |
| $\$ 200$ | 300,000 |
| $\$ 250$ | 250,000 |
| $\$ 300$ | 200,000 |
| $\$ 350$ | 150,000 |

## SOLUTION

Toshi wants to:

- Determine a production quantity for its initial run
- Determine a price for the camera
- Maximize its total profit from the production run

If $X=$ the estimated demand and $P=$ the price of the camera, then Toshi can expect revenues of PX from the production of X cameras. Production costs for producing $X$ cameras are $50 X$. Thus the total profit $F(X)$ from producing $X$ cameras can be expressed as total revenue - total costs, or:

$$
F(X)=P X-50 X
$$

As Table 13.22 indicates, the demand, X , and the price, P , are linearly related by the function:

$$
\mathrm{P}=450-.001 \mathrm{X}
$$

Substituting this expression for P into the objective function gives:

$$
F(X)=P X-50 X=(450-.001 X) X-50 X=400 X-.001 X^{2}
$$

$\mathrm{F}(\mathrm{X})$ is now a nonlinear function with one variable! As Figure 13.11 illustrates, it is a concave function.


From elementary calculus, the maximum value of an unconstrained function is the point at which the slope of the curve (found by taking its derivative) is 0 :

$$
\frac{\mathrm{dF}}{\mathrm{dX}}=400-.002 \mathrm{X}=0
$$

Solving for X in this case gives $\mathrm{X}=200,000$. Since $\mathrm{P}=450-.001 \mathrm{X}$, the selling price $\mathrm{P}=450-.001(200,000)=\$ 250$.

Finding where the derivative is 0 is only a necessary condition for this point to be a maximum; for it to be a sufficient condition, the second derivative must also be negative (indicating that the slope is decreasing) at this point. In this problem, it can be easily shown that the second derivative for all points is given by

$$
\frac{\mathrm{d}^{2} \mathrm{~F}}{\mathrm{~d} \mathrm{X}^{2}}=-.002
$$

Thus the optimal solution for Toshi is to produce 200,000 Zoomcams and sell them at a price $\mathrm{P}=\$ 250$. The optimal profit will be:

$$
F(200,000)=400(200,000)-.001(200,000)^{2}=\$ 40,000,000
$$

## OPTIMAL SOLUTIONS FOR CONCAVE/CONVEX FUNCTIONS WITH ONE VARIABLE

The second derivative is nonpositive at all points of a concave function. (A convex function has a nonnegative second derivative at all points.) Thus, when maximizing concave functions, the fact that the first derivative of the function is 0 is both a necessary and a sufficient condition for optimality:

## Optimal Solutions for Concave/Convex Functions

The point $X^{*}$ gives the maximum value for a concave function (or the minimum value for a convex function), $F(X)$, if at $X^{*}$ :

$$
\frac{\mathrm{dF}}{\mathrm{dX}}=0
$$

## USING SOLVER TO SOLVE UNCONSTRAINED NONLINEAR MODELS WITH ONE VARIABLE

Solving one-variable nonlinear models with Excel Solver is quite easy. One cell is reserved on the spreadsheet for the value of the variable (the changing cell) and in a second cell (the target cell) the formula for the objective function is entered. Figure 13.12 shows the result for the Toshi Camera model. In the formula bar you see that the formula entered to express the objective function $400 \mathrm{X}-.001 \mathrm{X}^{2}$ in cell C5 is: $=400^{*} \mathrm{C} 3-.001^{*} \mathrm{C} 3 * 2$. Note that in the Options dialogue box in Solver, "Assume Linear Model" would not be checked, since this is a nonlinear model. Since the price charged is expressed as $400-.001 \mathrm{X}$, this formula is entered into cell G3 as $=400-.001^{*} \mathrm{C} 3$. Figure 13.12 shows that the optimal solution is to charge $\$ 250$, sell 20,000 cameras yielding an optimal profit of $\$ 40,000,000$.

FIGURE 13.12 Optimal Solution for the Unconstrained Toshi Camera Model


## MORE COMPLEX NONLINEAR OBJECTIVE FUNCTIONS

Simply knowing that the objective function is concave (convex for a minimization problem) does not mean that one can easily find the optimal solution as was done for the Toshi Camera problem. For example, $F(X)=-2 X^{6}-4 X^{4}-4 X^{2}+$ 2248 X is a concave function. Thus, finding the value of X such that $\mathrm{dF} / \mathrm{dX}=0$ gives the optimal value. Solving, we have:

$$
\frac{d F}{d X}=-12 X^{5}-16 X^{3}-8 X+2248=0
$$

But determining the value of X that solves this equation is not a trivial exercise. A number of approximation "search" techniques have been developed to obtain optimal solutions for concave functions with one variable. One such technique, known as the Golden Search technique, is given in Appendix 13.1 at the end of the chapter.

Many algorithms for constrained nonlinear problems involve finding an optimal solution to an unconstrained nonlinear problem at each iteration of the process. Thus being able to solve unconstrained one-variable problems efficiently is quite important in mathematical programming!

## EXTENSIONS TO PROBLEMS WITH MORE THAN ONE VARIABLE

Determining whether a function with more than one variable is concave or convex requires an analysis of the second partial derivatives of the function. This approach is discussed in Appendix 13.2. For problems with more than one variable, the necessary and sufficient conditions for a point, $\mathrm{X}^{*}$, to be the optimal solution to an unconstrained problem with a concave objective function (convex for minimization) is a natural extension to the one-variable case-that all the partial derivatives
evaluated at the point must be 0 . These conditions for a problem with three variables, $X_{1}, X_{2}$, and $X_{3}$, are summarized as follows.

## Optimal Solutions for Concave/Convex with Three Variables ${ }^{7}$

A point $\left(X_{1}{ }^{*}, X_{2}{ }^{*}, X_{3}{ }^{*}\right)$ gives the maximum value of a concave function (minimum value for a convex function) $F\left(X_{1}, X_{2}, X_{3}\right)$ if at that point:

$$
\begin{aligned}
& \frac{\partial F}{\partial X_{1}}=0 \\
& \frac{\partial F}{\partial X_{2}}=0 \\
& \frac{\partial F}{\partial X_{3}}=0
\end{aligned}
$$

These conditions yield three equations in the three variables $X_{1}, X_{2}$, and $X_{3}$. One technique for generating an approximate solution for this system of equations, known as the Method of Steepest Ascent, is given in Appendix 13.3.

### 13.8 Constrained Nonlinear Programming Problems

## ONE-VARIABLE CONSTRAINED NONLINEAR PROGRAMMING PROBLEMS

A problem with one variable, $X$, can have constraints only of the form $X \geq$ (a constant) or $\mathrm{X} \leq$ (a constant)-for instance, $\mathrm{X} \geq 5$ or $\mathrm{X} \leq 10$. Thus the feasible region in this case is the line segment between 5 and 10 . If the objective function is linear, the optimal solution must occur at an extreme point, like $X=5$, or $X=10$. But, as illustrated in the following application, this may not be the case with nonlinear objective functions.

## TOSHI CAMERA (REVISITED)

Toshi.xls
Toshi Camera has three vice presidents, each of whom has her own ideas about constraining the production levels for the initial production run of Zoomcam cameras. Linda Hayashi wishes to set the production levels between 150,000 and 300,000; Jill Hall wants production to be between 50,000 and 175,000; and Kerry Reed wants it to be between 150,000 and 350,000 . Since only one opinion will prevail, Toshi Camera wants to know the optimal production level in each case.

## SOLUTION

In each case, the problem can be modeled as a one-variable nonlinear programming problem. In Linda's case, the problem is:

MAXIMIZE $\quad \mathrm{F}(\mathrm{X})=400 \mathrm{X}-.001 \mathrm{X}^{2}$
ST

$$
\begin{aligned}
& X \geq 150,000 \\
& X \leq 300,000
\end{aligned}
$$

[^73]For Jill the problem is:
MAXIMIZE $\quad \mathrm{F}(\mathrm{X})=400 \mathrm{X}-.001 \mathrm{X}^{2}$
ST

$$
\begin{aligned}
& X \geq 50,000 \\
& X \leq 175,000
\end{aligned}
$$

And for Kerry, the problem is:
MAXIMIZE $\quad \mathrm{F}(\mathrm{X})=400 \mathrm{X}-.001 \mathrm{X}^{2}$
ST

$$
\begin{aligned}
& X \geq 250,000 \\
& X \leq 350,000
\end{aligned}
$$

Figures $13.13 a-c$ illustrate each of these cases. The following observations can be made:

1. The optimal point may (case A) or may not (cases B and C) occur where the derivative of the objective function is 0 .
2. At the optimal point, there may be slack on one or more of the constraints.
3. When there is slack on a constraint, changing its right-hand side slightly will not affect the optimal solution.
4. When the optimal solution occurs at a boundary point, the objective function value can be improved by relaxing the right-hand side; this means reducing the right-hand side when the optimal solution occurs at the limit of the " $\geq$ " constraint and increasing the right-hand side when the optimal solution occurs at the limit of the " $\leq$ " constraint.




FIGURE 13.13c Toshi Camera-Kerry's Restrictions

For a " $\leq$ " constraint, the instantaneous improvement in the value of the objective function when the optimal solution occurs at a boundary point is the value of the derivative $\mathrm{dF} / \mathrm{dX}$ evaluated at that point; for a " $\geq$ " constraint it is the negative of this value.

These results are summarized in Table 13.21, which uses the following notation:
$\mathrm{S}_{1}=$ the surplus on the first (" $\geq$ ") constraint
$S_{2}=$ the slack on the second (" $\leq$ ") constraint
$\mathrm{Y}_{1}=$ the instantaneous improvement in the value of the objective function if the RHS of the first (" $\geq$ ") constraint is decreased
$\mathrm{Y}_{2}=$ the instantaneous improvement in the value of the objective function if the RHS of the second (" $\leq$ ") constraint is increased

Table 13.21 Optimal Results for Toshi Camera for each Vice President

| Vice President | $X^{*}$ | $d F / d X=0 ?$ | $\geq$ Constraint | $\leq$ Constraint |
| :--- | :---: | :---: | :---: | :---: |
| Linda | 200,000 | Yes | $S_{1}>0, \mathrm{Y}_{1}=0$ | $\mathrm{~S}_{2}>0, \mathrm{Y}_{2}=0$ |
| Jill | 175,000 | No | $\mathrm{S}_{1}>0, \mathrm{Y}_{1}=0$ | $\mathrm{~S}_{2}=0, \mathrm{Y}_{2}>0$ |
| Kerry | 250,000 | No | $\mathrm{S}_{1}=0, \mathrm{Y}_{1}>0$ | $\mathrm{~S}_{2}>0, \mathrm{Y}_{2}=0$ |

## USING SOLVER TO SOLVE CONSTRAINED NONLINEAR MODELS WITH ONE VARIABLE

To solve one-variable nonlinear models with constraints using Excel Solver simply requires adding constraints on the changing cell. For example, Figure 13.14 shows the modification to the dialogue box for the Toshi Camera model shown for Linda's model.


FIGURE 13.14 Toshi Camera-Linda's Model

## ANALYSIS OF THE ONE-VARIABLE CASE

Suppose the problems for each of the vice presidents are written in the form of the general mathematical problem described in Section 13.6; that is, a problem in which all constraints are " $\leq$ " constraints:

$$
\begin{aligned}
& \text { MAXIMIZE } \quad \mathrm{F}(\mathrm{X}) \\
& \text { ST } \\
& \\
& \\
& \mathrm{G}_{1}(\mathrm{X}) \leq \mathrm{B}_{1} \\
& \mathrm{G}_{2}(\mathrm{X}) \leq \mathrm{B}_{2}
\end{aligned}
$$

For example, Linda's problem is:

$$
\begin{aligned}
& \text { MAXIMIZE } \quad \mathrm{F}(\mathrm{X})=400 \mathrm{X}-.001 \mathrm{X}^{2} \\
& \text { ST } \\
& \qquad \begin{array}{l}
-\mathrm{X}
\end{array} \leq-150,000 \\
& \mathrm{X} \leq 300,000
\end{aligned}
$$

For each of these problems, $G_{1}(X)=-X$ and $G_{2}(X)=+X$. Referring to Table 13.21, the following conditions hold at the optimal point, $\mathrm{X}^{*}$ :

1. $\mathrm{X}^{*}$ is feasible
2. $\mathrm{Y}_{1}, \mathrm{Y}_{2} \geq 0$
3. $\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0$
4. $\frac{\mathrm{dF}}{\mathrm{dX}}=\left(\frac{\mathrm{dG}_{1}}{\mathrm{dX}}\right)\left(\mathrm{Y}_{1}\right)+\left(\frac{\mathrm{dG}_{2}}{\mathrm{dX}}\right)\left(\mathrm{Y}_{2}\right)$

Each of these conditions for optimality can be interpretted as follows:

1. $X^{*}$ is feasible-Constraints must be satisfied

Obviously, the optimal point must be a feasible solution. Note that any feasible solution must have slack variables, $\mathrm{S}_{1}$ and $\mathrm{S}_{2} \geq 0$.
2. $\mathrm{Y}_{1}, \mathrm{Y}_{2} \geq 0$-Nonnegative shadow prices

The instantaneous "improvement" gained by relaxing a binding constraint parallels the concept of a shadow price in linear programming and must be positive. In nonlinear programming, the shadow prices are frequently referred to as "Lagrange multipliers."
3. $\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0,\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0$-Complementary slackness

If a resource is not used up ( $S_{i}>0$ ), the value of the objective function is not improved by adding more units of this resource $\left(\mathrm{Y}_{\mathrm{i}}=0\right)$. If the value of the objective function can be improved by adding more units of this resource ( $\mathrm{Y}_{\mathrm{i}}>0$ ), then the resource must have been used up ( $\mathrm{S}_{\mathrm{i}}=0$ ). Since for each constraint, i , either $Y_{i}=0$ or $S_{i}=0$, we can express these conditions as $\left(Y_{i}\right)\left(\mathrm{S}_{\mathrm{i}}\right)=0$. These are equivalent to the complementary slackness conditions in linear programming.
4. Total per unit change

The total instantaneous per unit change in the value of the objective function ( $\mathrm{dF} / \mathrm{dX}$ ) is the sum of the net effects of changing the right-hand sides of each constraint. The $\mathrm{dG}_{\mathrm{i}} / \mathrm{dX}$ 's give the direction, and the $\mathrm{Y}_{\mathrm{i}}$ give the per unit changes. For the Toshi Camera problem, $\mathrm{dG}_{1} / \mathrm{dX}=-1$ (the negative direction) and $\mathrm{dG}_{2} / \mathrm{dX}=+1$ (the positive direction).

To illustrate these four conditions in Linda's problem, first note that the optimal solution is $X^{*}=200,000$, which occurs at the point at which $\mathrm{dF} / \mathrm{dX}=0$. Here there is a slack of $\mathrm{S}_{1}=50,000$ for the first constraint and $\mathrm{S}_{2}=100,000$ for the second constraint; hence, $\mathrm{Y}_{1}=0$ and $\mathrm{Y}_{2}=0$. Thus the conditions are satisfied as follows:

1. $X^{*}=200,000$ is feasible
2. Shadow prices: $\mathrm{Y}_{1}=0, \mathrm{Y}_{2}=0$
3. Complementary slackness: $(0)(50,000)=0 ; 0(100,000)=0$
4. Total per unit change: $0=(-1)(0)+(+1)(0)$

For Jill's problem, the optimal solution is $\mathrm{X}^{*}=175,000$. At this point, the slack is $\mathrm{S}_{1}=125,000$ for the first constraint, but there is no slack for the second constraint, $\mathrm{S}_{2}=0$. The derivative at $\mathrm{X}^{*}=175,000$ is $\mathrm{dF} / \mathrm{dX}=400-.002(175,000)=$ 50. This is value of $\mathrm{Y}_{2}$, the per unit improvement if the upper limit of the second constraint $(175,000)$ is increased. Since there is slack for the first constraint, $\mathrm{Y}_{1}=$ 0 . Thus the conditions for Jill's problem are satisfied as follows:

1. $\mathrm{X}^{*}=175,000$ is feasible
2. Shadow prices: $\mathrm{Y}_{1}=0, \mathrm{Y}_{2}=50$
3. Complementary slackness: $(0)(125,000)=0 ; 50(0)=0$
4. Total per unit change: $50=(-1)(0)+(+1)(50)$

It can be verified that the conditions are satisfied for Kerry's problem as follows:

1. $X^{*}=250,000$ is feasible
2. Shadow prices: $Y_{1}=100,{ }^{8} Y_{2}=0$
3. Complementary slackness: $(100)(0)=0 ; 0(100,000)=0$
4. Total per unit change: $-100=(-1)(100)+(+1)(0)$
${ }^{8} \mathrm{dF} / \mathrm{dX}=-100$, so the "improvement" by moving in the negative $(-1)$ direction is $\mathrm{Y}_{1}=-(-100)=100$.

## EXTENSIONS TO PROBLEMS WITH MORE THAN ONE VARIABLE: THE KUHN-TUCKER OPTIMALITY CONDITIONS FOR CONVEX NONLINEAR PROGRAMS

The four conditions developed for the one-variable case extend naturally to problems with $m$ constraints and $n$ variables, in which condition 4 is replaced by a series of equivalent expressions written in terms of partial derivatives. These conditions, known as the Kuhn-Tucker (K-T) conditions, comprise a set of necessary conditions for optimality for most nonlinear programs. If the problem is a convex nonlinear programming problem, the K-T conditions are also a sufficient set of conditions for a point $X^{*}$ to be optimal.

## Kuhn-Tucker Necessary Conditions for Optimality

1. $X^{*}$ is feasible
2. $Y_{1}, Y_{2}, \ldots Y_{m} \geq 0$
3. $\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0,\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0, \ldots\left(\mathrm{Y}_{\mathrm{m}}\right)\left(\mathrm{S}_{\mathrm{m}}\right)=0$,
4. 

$$
\begin{gathered}
\frac{\partial F}{\partial X_{1}}=\left(Y_{1}\right)\left(\frac{\partial G_{1}}{\partial X_{1}}\right)+\left(Y_{2}\right)\left(\frac{\partial G_{2}}{\partial X_{1}}\right)+\cdots+\left(Y_{m}\right)\left(\frac{\partial G_{m}}{\partial X_{1}}\right) \\
\vdots \\
\frac{\partial F}{\partial X_{n}}=\left(Y_{1}\right)\left(\frac{\partial G_{1}}{\partial X_{n}}\right)+\left(Y_{2}\right)\left(\frac{\partial G_{2}}{\partial X_{n}}\right)+\cdots+\left(Y_{m}\right)\left(\frac{\partial G_{m}}{\partial X_{n}}\right)
\end{gathered}
$$

Although deriving an optimal solution from the Kuhn-Tucker conditions for most problems of any practical size is virtually impossible, it can sometimes be done for small problems. The Kuhn-Tucker conditions do, however, provide a way to check a potential solution for optimality. If the solution fails to satisfy these conditions, it is not the optimal solution.

To illustrate how the Kuhn-Tucker conditions can be used in a trial-anderror approach to determine an optimal solution for a small problem, consider the situation at PBI Industries.

## PBI INDUSTRIES

PBI Industries wants to determine an optimal production schedule for its compact disc (CD) players during the month of April. It manufactures two styles: a portable CD and a deluxe table model CD. Each portable CD costs $\$ 50$, and each deluxe CD costs $\$ 90$ to produce. In addition, because of setups, shift changes, and the like, the company estimates that it suffers an "intermix" cost of $\$ 0.01$ times the product of the number of units of each model produced during the month.

A recent forecast conducted by a management science team for the company indicates that PBI can sell $\mathrm{X}_{1}$ portable CDs per month at a price of $\left(\$ 150-.01 \mathrm{X}_{1}\right)$ and $\mathrm{X}_{2}$ deluxe CDs per month at a price of $\left(\$ 350-.02 \mathrm{X}_{2}\right)$.

Monthly production in April is limited only by an inventory of 10,000 units of a particular electrical component and the fact that only 1500 labor-hours are available during the month. Each portable CD requires one of the electrical components and requires .1 labor hour to produce, whereas each deluxe CD requires two of the electrical components and .3 labor hour to produce.

## SOLUTION

PBI wants to:

- Determine the number of each type of CD player to produce during April
- Maximize its profit for the month of April
- Avoid using more than 10,000 electrical components in April
- Avoid using more than 1500 labor-hours in April


## DECISION VARIABLES

$\mathrm{X}_{1}=$ the number of portable CD players to be produced in April $\mathrm{X}_{2}=$ the number of deluxe CD players to be produced in April

## OBJECTIVE FUNCTION

PBI wants to maximize its gross profit in April. The revenue is derived from sales. Thus the revenue derived from producing $X_{1}$ portable CD players and $X_{2}$ deluxe CD players is $\left(150-.01 X_{1}\right) X_{1}$ and $\left(350-.02 X_{2}\right) X_{2}$, respectively. Costs include the variable costs $50 \mathrm{X}_{1}$ and $90 \mathrm{X}_{2}$, respectively, and an intermix cost of $.01 \mathrm{X}_{1} \mathrm{X}_{2}$. Thus, the objective function is:

$$
\text { MAXIMIZE } \quad\left(150-.01 \mathrm{X}_{1}\right) \mathrm{X}_{1}+\left(350-.02 \mathrm{X}_{2}\right) \mathrm{X}_{2}-50 \mathrm{X}_{1}-90 \mathrm{X}_{2}-.01 \mathrm{X}_{1} \mathrm{X}_{2}
$$

or

$$
\text { MAXIMIZE }-.01 \mathrm{X}_{1}^{2}-.02 \mathrm{X}_{2}^{2}-.01 \mathrm{X}_{1} \mathrm{X}_{2}+100 \mathrm{X}_{1}+260 \mathrm{X}_{2}
$$

## CONSTRAINTS

The following constraints exist:

1. Use at most 10,000 electrical components in April:

$$
X_{1}+2 X_{2} \leq 10,000
$$

2. Use no more than 1500 labor-hours in April:

$$
.1 \mathrm{X}_{1}+.3 \mathrm{X}_{2} \leq 1,500
$$

3.-4. The production level cannot be negative: $X_{1} \geq 0$ and $X_{2} \geq 0$, or

$$
\begin{aligned}
& -X_{1} \leq 0 \\
& -X_{2} \leq 0
\end{aligned}
$$

Summarizing, the NLP is:
MAXIMIZE $-.01 \mathrm{X}_{1}{ }^{2}-.02 \mathrm{X}_{2}{ }^{2}-.01 \mathrm{X}_{1} \mathrm{X}_{2}+100 \mathrm{X}_{1}+260 \mathrm{X}_{2}$ ST

$$
\begin{array}{rrr}
\mathrm{X}_{1}+2 \mathrm{X}_{2} & \leq 10,000 \\
.1 \mathrm{X}_{1}+.3 \mathrm{X}_{2} & \leq 1,500 \\
-\mathrm{X}_{1} & \leq & 0 \\
-\mathrm{X}_{2} & \leq & 0
\end{array}
$$

Using $S_{1}, S_{2}, S_{3}$, and $S_{4}$ to denote the slack for each of the constraints and $Y_{1}$, $Y_{2}, Y_{3}$, and $Y_{4}$ as the nonnegative shadow prices for each of the corresponding constraints, the Kuhn-Tucker conditions for this problem requires that
$\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ satisfy the above constraints as well as the complementary slackness conditions:

$$
\begin{aligned}
& \mathrm{Y}_{1} \mathrm{~S}_{1}=0 \\
& \mathrm{Y}_{2} \mathrm{~S}_{2}=0 \\
& \mathrm{Y}_{3} \mathrm{~S}_{3}=0 \\
& \mathrm{Y}_{4} \mathrm{~S}_{4}=0
\end{aligned}
$$

and the expressions for the partial derivatives:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=\left(\mathrm{Y}_{1}\right)\left(\frac{\partial \mathrm{G}_{1}}{\partial \mathrm{X}_{1}}\right)+\left(\mathrm{Y}_{2}\right)\left(\frac{\partial \mathrm{G}_{2}}{\partial \mathrm{X}_{1}}\right)+\left(\mathrm{Y}_{3}\right)\left(\frac{\partial \mathrm{G}_{3}}{\partial \mathrm{X}_{1}}\right)+\left(\mathrm{Y}_{4}\right)\left(\frac{\partial \mathrm{G}_{4}}{\partial \mathrm{X}_{1}}\right) \\
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{2}}=\left(\mathrm{Y}_{1}\right)\left(\frac{\partial \mathrm{G}_{1}}{\partial \mathrm{X}_{2}}\right)+\left(\mathrm{Y}_{2}\right)\left(\frac{\partial \mathrm{G}_{2}}{\partial \mathrm{X}_{2}}\right)+\left(\mathrm{Y}_{3}\right)\left(\frac{\partial \mathrm{G}_{3}}{\partial \mathrm{X}_{2}}\right)+\left(\mathrm{Y}_{4}\right)\left(\frac{\partial \mathrm{G}_{4}}{\partial \mathrm{X}_{2}}\right)
\end{aligned}
$$

These last two conditions can be written as:

$$
\begin{aligned}
& -.02 \mathrm{X}_{1}-.01 \mathrm{X}_{2}+100=\mathrm{Y}_{1}(1)+\mathrm{Y}_{2}(.1)+\mathrm{Y}_{3}(-1)+\mathrm{Y}_{4}(0) \\
& -.01 \mathrm{X}_{1}-.04 \mathrm{X}_{2}+260=\mathrm{Y}_{1}(2)+\mathrm{Y}_{2}(.3)+\mathrm{Y}_{3}(0)+\mathrm{Y}_{4}(-1)
\end{aligned}
$$

Hence, the optimal solution must satisfy:

- The four constraints of the problem
- The nonnegativity conditions for $\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}$, and $\mathrm{Y}_{4}$
- The four complementary slackness conditions
- The two partial derivative conditions

To solve the equations, assume the company produces both models-that is, $X_{1}>0$ and $X_{2}>0$. This implies both $S_{3}>0$ and $S_{4}>0$, which, by complementary slackness, requires $Y_{3}=0$ and $Y_{4}=0$. It is further assumed that there is no slack on either of the first two constraints of the NLP. This implies $X_{1}+2 X_{2}=10,000$ and $.1 \mathrm{X}_{1}+.3 \mathrm{X}_{2}=1500$. Solving these two equations gives us $\mathrm{X}_{1}=0, \mathrm{X}_{2}=5000$. But this solution contradicts the previous assumption that $X_{1}>0$ ! DRATS!

So let us try another possibility. Again assume that both models are produced (which still implies that $Y_{3}$ and $Y_{4}$ are 0), but this time assume that there is no slack on the first constraint $\left(S_{1}=0\right)$, and there is slack on the second $\left(S_{2}>0\right)$. Since $S_{2}>0$, this requires $Y_{2}=0$. Substituting the values $Y_{2}=0, Y_{3}=0$, and $Y_{4}=0$ into the partial derivative equations above, gives:

$$
\begin{aligned}
& -.02 \mathrm{X}_{1}-.01 \mathrm{X}_{2}+100=\mathrm{Y}_{1} \\
& -.01 \mathrm{X}_{1}-.04 \mathrm{X}_{2}+260=2 \mathrm{Y}_{1}
\end{aligned}
$$

Since there is no slack on the first constraint $\left(\mathrm{S}_{1}=0\right)$, this implies:

$$
\mathrm{X}_{1}+2 \mathrm{X}_{2}=10,000
$$

Solving these three equations for $X_{1}, X_{2}$, and $Y_{1}$ gives $X_{1}=1000, X_{2}=4500$, $\mathrm{Y}_{1}=35$, respectively. These are all nonnegative values, so they satisfy Kuhn-Tucker conditions 2, 3, and 4. The only thing left to check is whether this is a feasible point. Since the point was derived from $X_{1}+2 X_{2}=10,000$, and both $X_{1}>0$ and $X_{2}>0$, one only needs to check the second constraint of the NLP. Substituting $X_{1}=1000, X_{2}=4500$ into $.1 X_{1}+.3 X_{2} \leq 1500$, gives $.1(1000)+$ $.3(4500)=1450$, which is indeed less than the upper limit of 1500 .

Using the method outlined in Appendix 13.2, it can be shown that the objective function is concave. Since the constraints are linear, they form a convex set. This is a convex NLP, and a solution satisfying the Kuhn-Tucker conditions is optimal. Thus during April, PBI should produce $\mathrm{X}_{1}=1000$ portable CDs and $\mathrm{X}_{2}=4500$ deluxe CDs, yielding a profit of $\mathrm{F}(1000,4500)=-.01(1000)^{2}-.02(4500)^{2}-$ $.01(1000)(4500)+100(1000)+260(4500)=\$ 810,000$.

The only positive shadow price, $\mathrm{Y}_{1}=35$, implies that, at this point, the instantaneous value of additional electrical components is $\$ 35$. Since $Y_{2}=0$, no additional profit is gained by securing additional labor-hours.

## SOLUTION APPROACHES FOR GENERAL NONLINEAR PROGRAMMING PROBLEMS

As stated above, while the Kuhn-Tucker conditions can be used to determine whether or not a proposed solution is optimal, they may not always prove useful in actually generating the optimal solution. If nonlinear problems are not solved directly by the Kuhn-Tucker conditions, how are they solved? Various methods have been proposed for both convex and nonconvex problems. All are far more complicated than the simplex method and involve solving smaller optimization problems at each iteration.
"The" optimal solution might not be found exactly. Instead the solutions generated at each iteration only converge toward a point that could be the optimal solution. In most algorithms, a trial solution is generated at each iteration and tested to see how closely the Kuhn-Tucker conditions are satisfied. The algorithm is terminated when these conditions fall within some small amount of being satisfied.

As shown in Figure 13.15a, Excel Solver can be used to solve nonlinear models. Note that in the Options dialogue box "Assume Linear Model" would not be checked for nonlinear models.

Details of the solution and value of the $\mathrm{Y}_{1}$ 's (called Lagrange multipliers) are given in the corresponding Answer and Sensitivity Reports shown in Figures $13.15 b$ and $13.15 c$.

FIGURE 13.15a Optimal Spreadsheet for PBI Industries

FIGURE 13.15b Answer Report for PBI Industries

FIGURE 13.15c Sensitivity Report for PBI Industries


## A SPECIAL CASE—QUADRATIC PROGRAMMING

Specialized algorithms have been developed for different special cases of nonlinear programming problems. One such case occurs when the objective function is a concave quadratic function and the constraints are linear. Such problems are known as quadratic programming problems. A number of important financial applications have been shown to fit this structure.

Many computer programs have codes for solving quadratic programming problems. The approach used in these programs, which is described in Appendix 13.4, is a simple modification of the simplex method of linear programming. Output from the program includes the optimal solution and the optimal set of shadow prices (Lagrange multipliers).

The model for PBI Industries is a quadratic programming model that can also be solved using the quadratic programming approach.

### 13.9 Summary

In this chapter mathematical programming problems that violate at least one of the assumptions of linear programming have been illustrated.

Dynamic programming can be used to solve models when decisions are made in sequence. The guiding principle behind the dynamic programming approach is Bellman's principle of optimality. There is no univeral dynamic programming formulation. However; each has a recurrence relation that can determine the optimal values at a given stage for any possible state of the system. Backwards recursion can be used to generate these values.

Goal programming is appropriate when a problem includes many objectives. In the nonpreemptive goal programming approach, weights are determined for the amount the solution deviates from each of the stated goals. This approach minimizes the total sum of the weighted deviations from the goals. In the preemptive goal programming approach, the decision maker must organize his or her goals into priority groupings. Within each grouping the goal deviations can be weighted in a manner similar to that of the nonpreemptive approach. This technique minimizes the total sum of the weighted deviations within each priority level, while ensuring that lower level goals are not achieved at the expense of higher level goals.

Problems in which nonlinear terms are found in the objective function and/or one or more of the constraints are nonlinear programming problems. The optimal solution to a constrained nonlinear program need not occur at a boundary point. The Kuhn-Tucker conditions are a set of necessary conditions that may be used to test a claim of optimality. A solution to a problem which has a concave objective function (convex for minimization), a set of constraints that form a convex feasible region, and that satisfies the Kuhn-Tucker conditions is an optimal solution.

Algorithms for unconstrained and constrained nonlinear programs can be both time consuming and complex. In many cases, the optimal solution is approached but never attained.

## Also on the CD-ROM

Excel spreadsheet of a goal
New England Cycle.xls
programming model

- Excel spreadsheet of an unconstrained

Toshi.xls and constrained nonlinear model with one variable

- Excel spreadsheet of a general PBI Industries.xls nonlinear model


## APPENDIX 13.1

# The Golden Section Search Technique for Finding the Optimal Solution to a Unimodal Problem with One Variable 

The golden section search technique can be used to find the optimal solution to a unimodal problem (a problem with only one "hump") with one variable. Since a concave function is a special case of a unimodal function, this method can be used to find the maximum value of a concave function $\mathrm{F}(\mathrm{X})$. The technique is illustrated using the problem introduced in Section 13.7:

$$
\text { MAXIMIZE } \mathrm{F}(\mathrm{X})=-2 \mathrm{X}^{6}-4 \mathrm{X}^{4}-4 \mathrm{X}^{2}+2248 \mathrm{X}
$$

The first derivative is $\frac{d F}{d X}=-12 X^{5}-16 X^{3}-8 X+2248$; the second derivative is $\frac{d^{2} F}{d X^{2}}=-60 X^{4}-48 X^{2}-8$. As can be seen, the second derivative is negative for all values of $X$. Hence, the slope is constantly decreasing-a requirement for $F(X)$ to be concave. Thus, the optimal solution occurs at the point at which $\mathrm{dF} / \mathrm{dX}=0$.

When $\mathrm{X}=2, \mathrm{dF} / \mathrm{dX}=-12(32)-16(8)-8(2)+2248=1720$. When $\mathrm{X}=$ $3, \frac{\mathrm{dF}}{\mathrm{dX}}=-12(243)-16(27)-8(3)+2248=-1124$. Since $\frac{\mathrm{dF}}{\mathrm{dX}}$ is positive at $X=2$ and negative at $X=3$, the optimal solution $X^{*}$ (at which $\frac{d F}{d X}=0$ ) must occur at some value between $\mathrm{X}=2$ and $\mathrm{X}=3$.

Let us define:
$\mathrm{L}=$ a lower bound for the value of $\mathrm{X}^{*}$
$\mathrm{U}=$ an upper bound for the value of $\mathrm{X}^{*}$
$\mathrm{D}=$ the length of the interval of uncertainty within which $\mathrm{X}^{*}$ lies; $=\mathrm{U}-\mathrm{L}$
Thus, $\mathrm{L} \leq \mathrm{X}^{*} \leq \mathrm{U}$. The initial values we will use for these values are: $\mathrm{L}=2$ and $\mathrm{U}=3$ and $\mathrm{D}=3-2=1$.

The idea behind the search procedure is to narrow this interval of uncertainty until it is small enough to be acceptable to the decision maker. Let us assume that the decision maker will accept a value of X in an interval of uncertainty of .01 . At that point, if the approximation is set to the midpoint of this interval, it will be within .005 of the true value of $\mathrm{X}^{*}$.

The reasoning behind the method is as follows. Suppose $\mathrm{F}(\mathrm{X})$ is evaluated at two points, a and b , in the interval from L to U . Exhibits A13.1a-e represent cases that can occur. Exhibits A13.1 $a$ and A13.1b are the cases in which $\mathrm{F}(\mathrm{b})>$ $\mathrm{F}(\mathrm{a})$. In either case, the optimal solution must occur at a point to the right of a. Thus the value of $X$ in the interval from $L$ to a can be eliminated from the interval of uncertainty. The next iteration then begins with $L=a$ and $U=$ (the current value of) U. Exhibit A13.1c shows the case in which $F(a)=F(b)$. The same argument applies and, in the next iteration, $L=a$ and $U=$ (the current value of) U .

Exhibits A13.1d and $13.1 e$ illustrate cases in which $\mathrm{F}(\mathrm{b})<\mathrm{F}(\mathrm{a})$. In both of these cases, the optimal solution must occur at a point to the left of $b$. Thus the


EXHIBIT A13.1a Unimodal Function:
$F(b)>F(a)$-Case I


EXHIBIT A13.1c Unimodal Function: $F(b)=F(a)$


EXHIBIT A13.1b Unimodal Function: $F(b)>F(a)-C a s e ~ I I$


EXHIBIT A13.1d Unimodal Function: $\mathrm{F}(\mathrm{b})<\mathrm{F}(\mathrm{a})$-Case I


EXHIBIT A13.1e Unimodal Function:
$\mathrm{F}(\mathrm{b})<\mathrm{F}(\mathrm{a})$-Case II
values of X in the interval from b to U are eliminated from the interval of uncertainty. The next iteration then begins with $\mathrm{L}=$ (the current value of) L and $\mathrm{U}=\mathrm{b}$.

The only question is how to choose the points $a$ and $b$. In the golden section search method, at an iteration with an interval of uncertainty equal to $\mathrm{D}, \mathrm{a}=\mathrm{U}-$ $g \mathrm{D}$ and $\mathrm{b}=\mathrm{L}+\mathrm{gD}$, where $\mathrm{g}=$ the positive root of the equation $\mathrm{g}^{2}+\mathrm{g}-1=0$, or $\mathrm{g} \approx .618$ and $\mathrm{g}^{2} \approx .382$. If this value is chosen, the distance from L to b always equals the distance from a to U , and the following transition applies from one iteration to the next.

## Golden Section Search Method

## If $F(b) \geq F(a):$

The interval from $L$ to $a$ is eliminated and for the next iteration:

$$
\begin{aligned}
& \text { New } \mathrm{L}=\text { Old } \mathrm{a} \\
& \text { New } \mathrm{a}=\text { Old } \mathrm{b} \\
& \text { New } \mathrm{b}=\text { Old } \mathrm{a}+.618(\text { New } D)=\text { Old } a+.382(\text { Old } D) \\
& \text { New } U=\text { Old } U \\
& \text { New } \mathrm{D}=\text { New } \mathrm{U}-\text { New } \mathrm{L}=.618(\text { Old } D)
\end{aligned}
$$

If $F(b)<F(a)$ :
The interval from $b$ to $U$ is eliminated and for the next iteration:

$$
\begin{aligned}
& \text { New } L=\text { Old } L \\
& \text { New } a=\text { Old } b-.618(\text { New } D)=\text { Old } b-.382(\text { Old } D) \\
& \text { New } b=\text { Old } a \\
& \text { New } U=\text { Old } b \\
& \text { New } D=\text { New } U-\text { New } L=.618(\text { Old } D)
\end{aligned}
$$

Note that at each iteration, only one new value is generated. Applying the golden section approach to this problem, one begins iteration 1 with $\mathrm{L}=2$ and $\mathrm{U}=3$. Then, $\mathrm{D}=3-2=1$ and $\mathrm{a}=3-.618(1)=2.382$ and $\mathrm{b}=2+.618(1)=2.618$. Then the following are caluclated:

$$
\begin{aligned}
& \mathrm{F}(\mathrm{a})=\mathrm{F}(2.382)=-2(2.382)^{6}-4(2.382)^{4}-4(2.382)^{2}+2248(2.382)=4836.05 \\
& \mathrm{~F}(\mathrm{~b})=\mathrm{F}(2.618)=-2(2.618)^{6}-4(2.618)^{4}-4(2.618)^{2}+2248(2.618)=5026.00
\end{aligned}
$$

Since $F(b)>F(a)$, the values of $X$ in the interval from $L$ to a from consideration. For the next iteration:

$$
\begin{aligned}
& \text { New } \mathrm{L}=\text { Old } \mathrm{a}=2.382 \\
& \text { New } \mathrm{a}=\text { Old } \mathrm{b}=2.618 \\
& \text { New } \mathrm{b}=\text { Old } \mathrm{a}+.382(\text { Old } \mathrm{D})=2.382+.382(1)=2.764 \\
& \text { New } \mathrm{U}=\text { Old } \mathrm{U}=3.000 \\
& \text { New } D=.618(\text { Old } D)=.618(1)=.618
\end{aligned}
$$

At iteration 2, since $\mathrm{F}(\mathrm{X})$ for $\mathrm{X}=\mathrm{a}=2.618$ has already been calculated, only $\mathrm{F}(\mathrm{X})$ at one new point, $\mathrm{X}=\mathrm{b}=2.764$ needs to be evaluated:

$$
\mathrm{F}(\mathrm{~b})=\mathrm{F}(2.764)=-2(2.764)^{6}-4(2.764)^{4}-4(2.764)^{2}+2248(2.764)=5057.67
$$

Since $\mathrm{F}(\mathrm{b})>\mathrm{F}(\mathrm{a})$ again, the values of X in the interval from L to a can be eliminated from consideration. For the next iteration:

$$
\begin{aligned}
& \text { New } \mathrm{L}=\text { Old } \mathrm{a}=2.618 \\
& \text { New } \mathrm{a}=\text { Old } \mathrm{b}=2.764 \\
& \text { New } \mathrm{b}=\text { Old } \mathrm{a}+.382(\text { Old } \mathrm{D})=2.618+.382(.618)=2.854 \\
& \text { New } \mathrm{U}=\text { Old } \mathrm{U}=3.000 \\
& \text { New } \mathrm{D}=.618(\text { Old } \mathrm{D})=(.618)(.618)=.382
\end{aligned}
$$

At iteration 3, $\mathrm{F}(\mathrm{X})$ for $\mathrm{X}=\mathrm{a}=2.764$, has already been calculated. Hence the point, $\mathrm{X}=\mathrm{b}=2.854$ needs to be evaluated:

$$
\begin{gathered}
\mathrm{F}(\mathrm{~b})=\mathrm{F}(2.854)=-2(2.854)^{6}-4(2.854)^{4}-4(2.854)^{2}+2248(2.854) \\
=5037.01
\end{gathered}
$$

This time, since $\mathrm{F}(\mathrm{b})<\mathrm{F}(\mathrm{a})$, the values of x in the interval from b to U can be eliminated from consideration. For the next iteration:

$$
\begin{aligned}
& \text { New } \mathrm{L}=\text { Old } \mathrm{L}=2.618 \\
& \text { New } \mathrm{a}=\text { Old } \mathrm{b}-.382(\text { Old } \mathrm{D})=2.854-.382(.382)=2.708 \\
& \text { New } \mathrm{b}=\text { Old } \mathrm{a}=2.764 \\
& \text { New } \mathrm{U}=\text { Old } \mathrm{b}=2.854 \\
& \text { New } \mathrm{D}=.618(\text { Old } \mathrm{D})=(.618)(.382)=.146
\end{aligned}
$$

The process is then repeated until the width of the interval of uncertainty, $\mathrm{D}<.01$. Table A13.1 summarizes the results for each iteration.

Table A13.1

| Iteration | D | L | a | b | U | $\mathrm{F}(\mathrm{a})$ | $\mathrm{F}(\mathrm{b})$ | Result |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.000 | 2.000 | 2.382 | 2.618 | 3.000 | 4836.05 | 5026.00 | Replace L |
| 2 | .618 | 2.382 | 2.618 | 2.764 | 3.000 | 5026.00 | 5057.67 | Replace L |
| 3 | .382 | 2.618 | 2.764 | 2.854 | 3.000 | 5057.67 | 5037.01 | Replace U |
| 4 | .236 | 2.618 | 2.708 | 2.764 | 2.854 | 5054.43 | 5057.67 | Replace L |
| 5 | .146 | 2.708 | 2.764 | 2.798 | 2.854 | 5057.67 | 5053.77 | Replace U |
| 6 | .090 | 2.708 | 2.742 | 2.764 | 2.798 | 5057.80 | 5057.67 | Replace U |
| 7 | .056 | 2.708 | 2.730 | 2.742 | 2.764 | 5057.09 | 5057.80 | Replace L |
| 8 | .034 | 2.730 | 2.742 | 2.751 | 2.764 | 5057.80 | 5057.97 | Replace L |
| 9 | .022 | 2.742 | 2.751 | 2.755 | 2.764 | 5057.97 | 5057.95 | Replace $U$ |
| 10 | .013 | 2.742 | 2.747 | 2.751 | 2.755 | 5057.93 | 5057.97 | Replace L |
| 11 | .008 | 2.747 |  |  | 2.755 |  |  |  |

At iteration 11 , since $\mathrm{D}<.01$, the algorithm terminates. The approximate $\mathrm{X}^{*}$ by averaging of L and U :

$$
X^{*} \approx(2.747+2.755) / 2=2.751
$$

The estimate for the maximum value of $\mathrm{F}(\mathrm{X})$ is then:

$$
\mathrm{F}\left(\mathrm{X}^{*}\right)=\mathrm{F}(2.571) \approx 5057.97
$$

## APPENDIX 13.2

## Tests for Concavity and Convexity

The Hessian matrix, H , for a function of more than one variable is the following matrix of second partial derivatives evaluated at a given point:

$$
\left(\begin{array}{c}
\frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{1}^{2}} \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{1} \partial \mathrm{X}_{2}} \cdots \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{1} \partial \mathrm{X}_{\mathrm{n}}} \\
\cdot \\
\cdot \\
\frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}} \partial \mathrm{X}_{1}} \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}} \partial \mathrm{X}_{2}} \ldots \cdots \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}^{2}}}
\end{array}\right)
$$

The $\mathrm{i} \times \mathrm{i}$ principal minor of H is found by deleting $\mathrm{n}-\mathrm{i}$ rows and the corresponding n - i columns. Thus a function in four variables has $1 \times 1,2 \times 2,3 \times 3$, and 4 $\times 4$ principal minors. In fact, there are four $1 \times 1$ principal minors (these are the diagonal elements of the Hessian matrix), six $2 \times 2$ principal minors (found by deleting row and columns 1 and 2,1 and 3,1 and 4,2 and 3,2 and 4 , and 3 and 4) four $3 \times 3$ principal minors (found by deleting row and column 1 , row and column 2 , row and column 3, and row and column 4), and one $4 \times 4$ principal minor (the entire matrix).

A function is convex if the determinants of all the principal minors are nonnegative. ${ }^{9}$ A function is concave if the determinants of all $1 \times 1$ principal minors are nonpositive, of all $2 \times 2$ principal minors are nonnegative, of all $3 \times 3$ principal minors are nonpositive, of all $4 \times 4$ principal minors are nonnegative, and so on. This approach can be used to show that the objective function for the PBI Industries problem in Section 13.8, MAXIMIZE $-0.1 \mathrm{X}_{1}^{2}-0.2 \mathrm{X}_{2}^{2}-.01 \mathrm{X}_{1} \mathrm{X}_{2}+$ $100 \mathrm{X}_{1}+260 \mathrm{X}_{2}$, is concave as follows.

Taking first partial derivatives, gives:

$$
\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02 \mathrm{X}_{1}-.01 \mathrm{X}_{2}+100
$$

and

$$
\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{2}}=-.01 \mathrm{X}_{1}-.04 \mathrm{X}_{2}+260
$$

Thus the two $1 \times 1$ principal minors are:

$$
\begin{aligned}
& \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{1}^{2}}=-.02 \\
& \frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{2}^{2}}=-.04
\end{aligned}
$$

${ }^{9}$ Note that, for a function of one variable, the equations reduce to $\frac{d^{2} F}{d X^{2}}>0$ for a convex function and
$\frac{d^{2} F}{d X^{2}}<0$ for a concave function.

The off-diagonal entries are found by:

$$
\frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{1} \partial \mathrm{X}_{2}}=\frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{X}_{2} \partial \mathrm{X}_{1}}=-.01
$$

Thus the Hessian matrix is:

$$
\mathrm{H}=\left(\begin{array}{ll}
-.02 & -.01 \\
-.01 & -.04
\end{array}\right)
$$

The determinants of both $1 \times 1$ principal minors are negative ( -.02 and -.04 ), and the determinant of the second principal minor is:

$$
\operatorname{det} \mathrm{H}=(-.02)(-.04)-(-.01)(-.01)=.0007>0
$$

Hence this function is concave.

## APPENDIX 13.3

## The Method of Steepest Ascent for Finding Optimal Solutions for Unconstrained Problems with More Than One Variable

Given the problem of finding an optimal solution to the unconstrained problem

$$
\text { MAXIMIZE } F\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

a necessary condition for optimality is that:

$$
\begin{gathered}
\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=0 \\
\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=0 \\
\vdots \\
\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}=0
\end{gathered}
$$

Given any point $\left(\mathrm{X}_{1^{\prime}}, \mathrm{X}_{2^{\prime}}, \ldots, \mathrm{X}_{\mathrm{n}^{\prime}}\right)$ at which the partial derivatives do not equal 0 , the direction given by the partial derivatives, $\left(\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}, \ldots, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}\right)$, is the direction that gives the largest instantaneous per unit increase in the value of the objective function; that is, it gives the direction of steepest ascent.

A new point is then generated by moving a distance d in that direction. Hence, from a current point ( $\mathrm{X}_{1^{\prime}}, \mathrm{X}_{2^{\prime}}, \ldots, \mathrm{X}_{\mathrm{n}^{\prime}}$ ), a new point with a better objective function is obtained as follows:

New Point $=($ Old Point $)+\mathrm{d}($ direction of steepest ascent $)$

$$
\begin{aligned}
& \left.=X_{1^{\prime}}, X_{2^{\prime}}, \ldots, X_{n^{\prime}}\right)+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{1}}, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}, \ldots, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}\right) \\
& =\left(\mathrm{X}_{1^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{1}}\right), \mathrm{X}_{2^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}\right), \ldots, \mathrm{X}_{\mathrm{n}^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}\right)\right)
\end{aligned}
$$

The value of the objective function at the new point is:

$$
\mathrm{F}(\text { New Point })=\mathrm{F}\left(\mathrm{X}_{1^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{1}}\right), \mathrm{X}_{2^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}\right), \ldots, \mathrm{X}_{\mathrm{n}^{\prime}}+\mathrm{d}\left(\frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}\right)\right)
$$

The values of $\mathrm{X}_{1^{\prime}}, \mathrm{X}_{2^{\prime}}, \ldots$, and $\mathrm{X}_{\mathrm{n}^{\prime}}$ and the values of $\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}, \ldots$, and $\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{\mathrm{n}}}$, are known, and thus the function reduces to a function of only one variable, d : that is, $F($ New Point $)=f(d)$, where $f(d)$ is the expression of the objective function in terms of d.

Using calculus or the golden search method, one can find the maximum possible improvement by determining $\mathrm{d}^{*}$, the optimal value to $\mathrm{f}(\mathrm{d})$. The process is then repeated using the new point as a trial solution. The algorithm continues until all the partial derivatives equal 0 ; that is, $\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=0, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=0, \ldots, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{\mathrm{n}}}=0$. Since finding a point at which all the partial derivatives exactly equal 0 may be impossible, a small value, $\epsilon$, is chosen so that if $\left|\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{\mathrm{J}}}\right|<\epsilon$ for all J, the procedure terminates.

The procedure is summarized as follows:

## Method of Steepest Ascent

1. At the current trial solution $\left(X_{1^{\prime}}, X_{2^{\prime}}, \ldots, X_{n^{\prime}}\right)$, determine the values for each of the partial derivatives, $\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}, \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}, \ldots$, and $\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{\mathrm{n}}}$, if $\left|\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{\mathrm{j}}}\right|<\epsilon$ for all j , STOP.
2. Substitute $\left(X_{1^{\prime}}+d\left(\frac{\partial F}{\partial X_{1}}\right), X_{2^{\prime}}+d\left(\frac{\partial F}{\partial X_{2}}\right), \ldots, X_{n^{\prime}}+d\left(\frac{\partial F}{\partial X_{n}}\right)\right)$ into $F\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ to form the function $f(d)$.
3. Use calculus or the golden section search method to solve for $d^{*}$, the optimal value of $f(d)$.
4. Construct a new point by

$$
\begin{gathered}
\text { New } X_{1^{\prime}}=X_{1^{\prime}}+d^{*}\left(\frac{\partial F}{\partial X_{1}}\right) \\
\text { New } X_{2^{\prime}}=X_{2^{\prime}}+d^{*}\left(\frac{\partial F}{\partial X_{2}}\right) \\
\vdots \\
\text { New } X_{n^{\prime}}=X_{n^{\prime}}+d^{*}\left(\frac{\partial F}{\partial X_{n}}\right) \\
\text { GO TO STEP } 1 .
\end{gathered}
$$

To illustrate, assume that there are no constraints in the problem for PBI Industries illustrated in Section 13.8. The objective function is:

MAXIMIZE $F\left(X_{1}, X_{2}\right)=-.01 \mathrm{X}_{1}^{2}-.02 \mathrm{X}_{2}^{2}-.01 \mathrm{X}_{1} \mathrm{X}_{2}+100 \mathrm{X}_{1}+260 \mathrm{X}_{2}$
For any point, $\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)$, the partial derivatives expressed in terms of the coordinates are:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02 \mathrm{X}_{1}-.01 \mathrm{X}_{2}+100 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01 \mathrm{X}_{1}-.04 \mathrm{X}_{2}+260
\end{aligned}
$$

Assume an initial trial solution of $\mathrm{X}_{1^{\prime}}=3000, \mathrm{X}_{2^{\prime}}=5000$, and that the user will accept as a good approximation any solution in which all partial derivatives are within $\pm .5$ of 0 ; that is, $\left|\frac{\partial \mathrm{F}}{\partial \mathrm{X}_{\mathrm{j}}}\right|<.5$ for all j .

ITERATION 1 :
$\mathrm{X}_{1^{\prime}}=3000$
$\mathrm{X}_{2^{\prime}}=5000$

Step 1:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02(3000)-.01(5000)+100=-10 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01(3000)-.04(5000)+260=30
\end{aligned}
$$

Thus the new values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2^{\prime}}$ can be expressed by

$$
\begin{aligned}
& \text { New } \mathrm{X}_{1^{\prime}}=3000-10 \mathrm{~d} \\
& \text { New X X }
\end{aligned}
$$

Step 2: Expressing $\mathrm{F}(\mathrm{X})$ as $\mathrm{f}(\mathrm{d})$ by substituting the new values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2}$, into $\mathrm{F}(\mathrm{X})$, gives:

$$
\begin{aligned}
\mathrm{f}(\mathrm{~d})= & -.01(3000-10 \mathrm{~d})^{2} \\
& -.02(5000+30 \mathrm{~d})^{2}-.01(3000-10 \mathrm{~d})(5000+30 \mathrm{~d}) \\
& +100(3000-10 \mathrm{~d})+260(5000+30 \mathrm{~d}) \\
= & -16 \mathrm{~d}^{2}+1000 \mathrm{~d}+860,000
\end{aligned}
$$

Step 3: The optimal solution to $f(d)$ is found where $\frac{\mathrm{dF}}{\mathrm{dd}}=0$.

$$
\frac{\mathrm{dF}}{\mathrm{dd}}=-32 \mathrm{~d}+1000=0
$$

Solving this linear equation gives $\mathrm{d}^{*}=31.25$.
Step 4: Thus the new values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2^{\prime}}$ are:

$$
\begin{aligned}
& \text { New } X_{1^{\prime}}=3000-10(31.25)=2687.5 \\
& \text { New } X_{2^{\prime}}=5000+30(31.25)=5937.5
\end{aligned}
$$

Step 1: The partial derivatives are:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02(2687.5)-.01(5937.5)+100=-13.125 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01(2687.5)-.04(5937.5)+260=-4.375
\end{aligned}
$$

and
New $X_{1^{\prime}}=2687.5-13.125 \mathrm{~d}$
New $X_{2^{\prime}}=5937.5-4.375 \mathrm{~d}$

Step 2: Substituting to find $f(\mathrm{~d})$, gives:

$$
\begin{aligned}
\mathrm{f}(\mathrm{~d})= & -.01(2687.5-13.125 \mathrm{~d})^{2}-.02(5937.5-4.375 \mathrm{~d})^{2} \\
& -.01(2687.5-13.125 \mathrm{~d})(5937.5-4.375 \mathrm{~d})+100(2687.5-13.125 \mathrm{~d}) \\
& +260(5937.5-4.375 \mathrm{~d}) \\
= & -2.68 \mathrm{~d}^{2}+141.406 \mathrm{~d}+875625.04
\end{aligned}
$$

Step 3: Solving for $\mathrm{d}^{*}$ by $\frac{\mathrm{dF}}{\mathrm{dd}}=0$ :

$$
\frac{\mathrm{dF}}{\mathrm{dd}}=-5.36 \mathrm{~d}+141.406=0
$$

This gives $\mathrm{d}^{*}=26.382$.
Step 4: New values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2}$ :

$$
\begin{aligned}
& \text { New } \mathrm{X}_{1^{\prime}}=2687.5-(13.125)(26.382)=2341.24 \\
& \text { New } \mathrm{X}_{2^{\prime}}=5937.5-(4.375)(26.382)=5822.08
\end{aligned}
$$

ITERATION 3:
$\mathrm{X}_{1^{\prime}}=2341.24$
$\mathrm{X}_{2^{\prime}}=5822.08$

Step 1: The partial derivatives are:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02(2341.24)-.01(5822.08)+100=-5.046 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01(2341.24)-.04(5822.08)+260=3.704
\end{aligned}
$$

and

$$
\begin{aligned}
& \text { New } \mathrm{X}_{1^{\prime}}=2341.24-5.046 \mathrm{~d} \\
& \text { New } \mathrm{X}_{2^{\prime}}=5822.08+3.704 \mathrm{~d}
\end{aligned}
$$

Step 2: Substituting to find $\mathrm{f}(\mathrm{d})$, gives:

$$
\begin{aligned}
\mathrm{f}(\mathrm{~d})= & -.01(2341.24-5.046 \mathrm{~d})^{2}-.02(5822.08+3.704 \mathrm{~d})^{2} \\
& -.01(2341.24-5.046 \mathrm{~d})(5822.08+3.704 \mathrm{~d})+100(2341.24-5.046 \mathrm{~d}) \\
& +260(5822.08+3.704 \mathrm{~d}) \\
= & -.342 \mathrm{~d}^{2}+39.181 \mathrm{~d}+878,809.70
\end{aligned}
$$

Step 3: Solving for $\mathrm{d}^{*}$ by $\frac{\mathrm{dF}}{\mathrm{dd}}=0$ :

$$
\frac{\mathrm{dF}}{\mathrm{dd}}=-.684 \mathrm{~d}+39.181=0
$$

This gives $\mathrm{d}^{*}=57.282$.

Step 4: New values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2^{\prime}}$ :

$$
\begin{aligned}
& \text { New } X_{1^{\prime}}=2341.24-(5046)(57.282)=2052.20 \\
& \text { New } X_{2^{\prime}}=5822.08+(3.704)(57.282)=6034.25
\end{aligned}
$$

ITERATION 4:
$\mathrm{X}_{1^{\prime}}=2052.20$
$\mathrm{X}_{2^{\prime}}=6034.25$

Step 1: The partial derivatives are:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02(2052.20)-.01(6034.25)+100=-1.387 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01(2052.20)-.04(6034.25)+260=-1.892
\end{aligned}
$$

and

$$
\begin{aligned}
& \text { New } X_{1^{\prime}}=2052.20-1.387 \mathrm{~d} \\
& \text { New } \mathrm{X}_{2^{\prime}}=6034.25-1.892 \mathrm{~d}
\end{aligned}
$$

Step 2: Substituting to find $\mathrm{f}(\mathrm{d})$, gives:

$$
\begin{aligned}
\mathrm{f}(\mathrm{~d})= & -.01(2052.20-1.387 \mathrm{~d})^{2}-.02(6034.25-1.892 \mathrm{~d})^{2} \\
& -.01(2052.20-1.387 \mathrm{~d})(6034.25-1.892 \mathrm{~d})+100(2052.20-1.387 \mathrm{~d}) \\
& +260(6034.25-1.892 \mathrm{~d}) \\
= & -.117 \mathrm{~d}^{2}+5.501 \mathrm{~d}+879,931.60
\end{aligned}
$$

Step 3: Solving for $\mathrm{d}^{*}$ by $\frac{\mathrm{dF}}{\mathrm{dd}}=0$ :

$$
\frac{\mathrm{dF}}{\mathrm{dd}}=-.234 \mathrm{~d}+5.501=0
$$

This gives $\mathrm{d}^{*}=23.509$.
Step 4: New values for $\mathrm{X}_{1^{\prime}}$ and $\mathrm{X}_{2}$ :

$$
\begin{aligned}
& \text { New } X_{1^{\prime}}=2052.20-(1.387)(23.509)=2019.59 \\
& \text { New } X_{2^{\prime}}=6034.25-(1.892)(23.509)=5989.77
\end{aligned}
$$

ITERATION 5:
$\mathrm{X}_{1^{\prime}}=2019.59$
$\mathrm{X}_{2^{\prime}}=5989.77$

Step 1:

$$
\begin{aligned}
& \frac{\partial \mathrm{F}}{\partial \mathrm{X}_{1}}=-.02(2019.59)-.01(5989.77)+100=-.290 \\
& \frac{\partial \mathrm{~F}}{\partial \mathrm{X}_{2}}=-.01(2019.59)-.04(5989.77)+260=.213
\end{aligned}
$$

Since the absolute values of both partial derivatives are less than .5 , the algorithm terminates, giving an approximate solution of $\mathrm{X}_{1}{ }^{*} \approx 2019.59, \mathrm{X}_{2}{ }^{*} \approx 5989.77 .{ }^{10}$

In this case, the objective function is a concave function. Thus the above solution is an approximate optimal solution. For functions that are not concave, the solution generated by this method could have been an approximate optimal solution, a local optimal point, or a saddle point.
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## APPENDIX 13.4

## The Modified Simplex Approach for Solving Quadratic Programming Models

A quadratic programming problem is one that has a quadratic objective function, $\mathrm{F}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right)$ and linear constraints. If the problem is a maximization problem and the objective function is concave, a modified simplex approach can be used to derive an optimal solution. To illustrate the approach, consider the PBI Industries problem of Section 13.8. To develop the approach, the nonnegativity constraints are rewritten as " $\leq$ " constraints so that the model has the following form:

MAXIMIZE $F\left(X_{1}, X_{2}\right)=-.01 X_{1}^{2}-.02 X_{2}^{2}-.01 X_{1} X_{2}+100 X_{1}+260 \mathrm{X}_{2}$ ST

$$
\begin{array}{rlr}
\mathrm{X}_{1}+2 \mathrm{X}_{2} & \leq 10,000 \\
.1 \mathrm{X}_{1}+.3 \mathrm{X}_{2} & \leq 1,500 \\
-\mathrm{X}_{1} & \leq 0 \\
-X_{2} & \leq & 0
\end{array}
$$

## The Modified Simplex Approach

Step 1: Write the Kuhn-Tucker conditions for the problem. For the nonnegativity constraints, instead of using the notation $\mathrm{Y}_{3}$ and $\mathrm{Y}_{4}$ for the shadow prices, the notation $W_{1}$ and $W_{2}$; that is $W_{1} \equiv Y_{3}$ and $W_{2} \equiv Y_{4}$ is used. In Section 13.8 it was seen that these conditions are:

1. $X^{*}$ is feasible; that is, it satisfies the above constraints.
2. $\mathrm{Y}_{1}, \mathrm{Y}_{2}, W_{1}, W_{2} \geq 0$
3. $\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0$
$\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0$
$\left(W_{1}\right)\left(\mathrm{S}_{3}\right)=0$
$\left(W_{2}\right)\left(S_{4}\right)=0$
4. $-.02 \mathrm{X}_{1}-.01 \mathrm{X}_{2}+100-\mathrm{Y}_{1}-.1 \mathrm{Y}_{2}+\mathrm{W}_{1}=0$
$-.01 \mathrm{X}_{1}-.04 \mathrm{X}_{2}+260-2 \mathrm{Y}_{1}-.3 \mathrm{Y}_{2}+\mathrm{W}_{2}=0$
Since $S_{3}$ is the slack for the constraint $-X_{1}+S_{3} \leq 0$, then $S_{3}$ will be 0 if and only if $X_{1}=0$; similarly, $S_{4}$ will be 0 if and only if $X_{2}=0$. Hence the last equations in condition 3 can be rewritten as $\left(W_{1}\right)\left(X_{1}\right)=0$ and $\left(W_{2}\right)\left(X_{2}\right)=0$. Thus the goal is to find a solution to the following system of equations:

$$
\begin{array}{rlrl}
\mathrm{X}_{1}+2 \mathrm{X}_{2} & +\mathrm{S}_{1} & & 10,000 \\
.1 \mathrm{X}_{1}+.3 \mathrm{X}_{2} & & \mathrm{~S}_{2} & = \\
\hline & 1,500 \\
.02 \mathrm{X}_{1}+.01 \mathrm{X}_{2}+\mathrm{Y}_{1}+.1 \mathrm{Y}_{2}-\mathrm{W}_{1} & & 100 \\
.01 \mathrm{X}_{1}+.04 \mathrm{X}_{2}+2 \mathrm{Y}_{1}+.3 \mathrm{Y}_{2}-W_{2} & = & 260 \\
\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{Y}_{1}, \mathrm{Y}_{2}, W_{1}, W_{2}, \mathrm{~S}_{1}, \mathrm{~S}_{2} \geq 0 & &
\end{array}
$$

and,

$$
\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0,\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0,\left(\mathrm{~W}_{1}\right)\left(\mathrm{X}_{1}\right)=0,\left(\mathrm{~W}_{2}\right)\left(\mathrm{X}_{2}\right)=0
$$

With the exception of the complementary slackness conditions $\left(\mathrm{Y}_{1}\right)\left(\mathrm{S}_{1}\right)=0$. $\left(\mathrm{Y}_{2}\right)\left(\mathrm{S}_{2}\right)=0\left(\mathrm{~W}_{1}\right)\left(\mathrm{X}_{1}\right)=0$, and $\left(\mathrm{W}_{2}\right)\left(\mathrm{X}_{2}\right)=0$, these are simply the constraints of a standard linear programming problem. The pair of variables matched in the complementary slackness conditions is called a pair of complementary variables. Note that at least one variable in each complementary variable pair must be 0 .

Step 2: Add artificial variables $\left(\mathrm{A}_{3}\right.$ and $\left.\mathrm{A}_{4}\right)$ to the third and fourth constraints, respectively, to obtain a first canonical form and set up an objective function of MINIMIZE $\mathrm{A}_{3}+\mathrm{A}_{4}$.

Step 3: Perform the normal simplex method on this problem, except that, when a variable is considered for the entering variable, its complementary variable cannot also be basic, or, if it is basic, it must be the one selected by the linear programming ratio test as the leaving variable. Otherwise, another variable must be considered for the entering variable.

At the conclusion of this procedure, if $\mathrm{A}_{3}=\mathrm{A}_{4}=0$, the Kuhn-Tucker conditions are satisfied, and thus the values for $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ provide the optimal solution for the quadratic programming problem.

## Using the Modified Simplex Approach to Solve the PBI Industries Problem

Since the objective function has a minimization criterion, the entering variable is selected from those variables with negative $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ values.

ITERATION 1

| BASIS | $\mathrm{C}_{\mathrm{J}}$ | $\begin{gathered} X_{1} \\ 0 \end{gathered}$ | $\mathrm{X}_{2}$ 0 | $Y_{1}$ 0 | $Y_{2}$ 0 | $W_{1}$ 0 | $W_{2}$ 0 | $S_{1}$ 0 | $S_{2}$ 0 | $\mathrm{A}_{1}$ 1 | $\mathrm{A}_{2}$ 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | 0 | 1 | 2 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 10,000 |
| $\mathrm{S}_{2}$ | 0 | . 1 | . 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1500 |
| $\mathrm{A}_{1}$ | 1 | . 02 | . 01 | 1 | . 1 | -1 | 0 | 0 | 0 | 1 | 0 | 100 |
| $\mathrm{A}_{2}$ | 1 | . 01 | . 04 | 2 | . 3 | 0 | -1 | 0 | 0 | 0 | 1 | 260 |
| $\mathrm{Z}_{J}$ |  | . 03 | . 05 | 3 | . 4 | -1 | -1 | 0 | 0 | 1 | 1 | 360 |
| $C_{j}-Z_{J}$ |  | -. 03 | -. 05 | -3 | -. 4 | 1 | 1 | 0 | 0 | 0 | 0 |  |

## Step 1: Entering variable

First choice for entering variable: $\mathrm{Y}_{1}\left(\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}=-3\right)$.
But $S_{1}$ is basic and would not be the leaving variable-TRY AGAIN.
Second choice for entering variable: $\mathrm{Y}_{2}\left(\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}=-.4\right)$. But $\mathrm{S}_{2}$ is basic and would not be the leaving variable-TRY AGAIN.
Third choice for entering variable is $\mathrm{X}_{2}\left(\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}=-.05\right) . \mathrm{W}_{2}$ is not basic; thus $\mathrm{X}_{2}$ is the entering variable.

## Step 2: Ratio test

There is a tie in the ratio test in the $\mathrm{X}_{2}$ column between $(10,000 / 2)$ and $(1500 / 3)=5000$. Here the first is arbitrarily chosen and $S_{1}$ is designated as the leaving variable.

Step 3: The next tableau
The pivot element is the 2 in the $X_{2}$ column, $S_{1}$ row, generating the following tableau:

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{Y}_{1}$ | $\mathrm{Y}_{2}$ | $\mathrm{~W}_{1}$ | $\mathrm{~W}_{2}$ | $\mathrm{~S}_{1}$ | $\mathrm{~S}_{2}$ | $\mathrm{~A}_{1}$ | $\mathrm{~A}_{2}$ |  |  |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| BASIS | $\mathrm{C}_{\mathrm{J}}$ | 0 <br> 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| $\mathrm{X}_{2}$ | 0 | .500 | 1 | 0 | 0 | 0 | 0 | .500 | 0 | 0 | 0 | 5000 |
| $\mathrm{~S}_{2}$ | 0 | -.050 | 0 | 0 | 0 | 0 | 0 | -.150 | 1 | 0 | 0 | 0 |
| $\mathrm{~A}_{1}$ | 1 | .015 | 0 | 1 | .1 | -1 | 0 | -.005 | 0 | 1 | 0 | 50 |
| $\mathrm{~A}_{2}$ | 1 | -.010 | 0 | 2 | .3 | 0 | -1 | -.020 | 0 | 0 | 1 | 60 |
| $\mathrm{Z}_{\mathrm{J}}$ | .005 | 0 | 3 | .4 | -1 | -1 | -.025 | 0 | 1 | 1 | 110 |  |
| $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ | -.005 | 0 | -3 | -.4 | 1 | 1 | .025 | 0 | 0 | 0 |  |  |

ITERATION 2

ITERATION 3

Step 1: Entering variable
First choice for entering variable: $\mathrm{Y}_{1}\left(\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}=-3\right)$
$S_{1}$ is not basic; thus $Y_{1}$ is the entering variable.
Step 2: Ratio test
The minimizing ratio is $60 / 2=30$, and $\mathrm{A}_{2}$ is the leaving variable.
Step 3: The next tableau
The pivot element is the 2 in the $\mathrm{Y}_{1}$ column, $\mathrm{A}_{2}$ row, generating the following tableau:

| BASIS | $\mathrm{C}_{\mathrm{J}}$ | $\begin{gathered} X_{1} \\ 0 \end{gathered}$ | $\begin{gathered} X_{2} \\ 0 \end{gathered}$ | $Y_{1}$ 0 | $\begin{gathered} Y_{2} \\ 0 \end{gathered}$ | $W_{1}$ 0 | $\begin{gathered} W_{2} \\ 0 \end{gathered}$ | $S_{1}$ 0 | $S_{2}$ 0 | $\mathrm{A}_{1}$ 1 | $\mathrm{A}_{2}$ 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X | 0 | . 500 | 1 | 0 | 0 | 0 | 0 | . 500 | 0 | 0 | 0 | 5000 |
| $\mathrm{S}_{2}$ | 0 | -. 050 | 0 | 0 | 0 | 0 | 0 | -. 150 | 1 | 0 | 0 | 0 |
| A | 1 | . 020 | 0 | 0 | -. 05 | -1 | . 5 | . 005 | 0 | 1 | -. 5 | 20 |
| $\mathrm{Y}_{1}$ | 0 | -. 005 | 0 | 1 | . 30 | 0 | -. 5 | -. 010 | 0 | 0 | . 5 | 30 |
| $\mathrm{Z}_{J}$ |  | . 020 | 0 | 0 | -. 05 | -1 | . 5 | . 005 | 0 | 1 | -. 5 | 20 |
| $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ |  | -. 020 | 0 | 0 | . 05 | 1 | -. 5 | -. 005 | 0 | 0 | 1.5 |  |

Step 1: Entering variable
First choice for entering variable: $W_{2}\left(\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}=-.5\right)$
But $\mathrm{X}_{2}$ is basic and would not be the leaving variable-TRY AGAIN.
Second choice for entering variable: $\mathrm{X}_{1}\left(\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}=-.02\right)$
$W_{1}$ is not basic; thus $X_{1}$ is the entering variable.
Step 2: Ratio test
The minimizing ratio is $20 / .02=1000$, and $\mathrm{A}_{1}$ is the leaving variable.
Step 3: The next tableau
The pivot element is the .02 in the $\mathrm{X}_{1}$ column, $\mathrm{A}_{1}$ row, generating the following tableau:

| BASIS | $\mathrm{C}_{J}$ | $\mathrm{X}_{1}$ 0 | $\mathrm{X}_{2}$ 0 | $Y_{1}$ 0 | $\begin{gathered} Y_{2} \\ 0 \end{gathered}$ | $\begin{gathered} \mathrm{W}_{1} \\ 0 \end{gathered}$ | $\begin{gathered} \mathrm{W}_{2} \\ 0 \end{gathered}$ | $\begin{gathered} \mathrm{S}_{1} \\ 0 \end{gathered}$ | $\begin{gathered} S_{2} \\ 0 \end{gathered}$ | $\begin{gathered} \mathrm{A}_{1} \\ 1 \end{gathered}$ | $\begin{gathered} \mathrm{A}_{2} \\ 1 \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{X}_{2}$ | 0 | 0 | 1 | 0 | 1.2500 | 25.00 | -12.500 | . 37500 | 0 | -25.00 | 12.500 | 4500 |
| $\mathrm{S}_{2}$ | 0 | 0 | 0 | 0 | -. 1250 | - 2.50 | 1.250 | -. 13750 | 1 | 2.50 | -1.250 | 50 |
| $\mathrm{X}_{1}$ | 0 | 1 | 0 | 0 | -2.5000 | -50.00 | 25.000 | . 25000 | 0 | 50.00 | -25.000 | 1000 |
| $Y_{1}$ | 0 | 0 | 0 | 1 | . 1375 | - . 25 | -. 375 | -. 00875 | 0 | . 25 | . 375 | 35 |
| $\mathrm{Z}_{J}$ |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{C}_{3}-\mathrm{Z}_{J}$ |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |

Since all $C_{\mathrm{J}}-Z_{\mathrm{J}} \geq 0$, this tableau is optimal. The optimal solution to the quadratic programming problem is $X_{1}=1000, X_{2}=4500$. Substituting these values into the objective function gives us the optimal objective function value of $\$ 810,000$.

## Problems

1. Fulton Oil Company (Fuloco) has a truck at the docks that, after loading its assigned cargo, has space available to legally transport an additional 650 pounds. It has decided to purchase oil from the leftover supplies of a major oil importer that also keeps a ship at the dock. The importer has enough light crude to fill six barrels, enough medium crude to fill four barrels, and enough heavy crude to fill three barrels. Fuloco's usual profit per barrel and the oil's weight per barrel are as follows:

| Oil | Availability <br> (Barrels) | Weight <br> per Barrel | Profit <br> per Barrel |
| :--- | :---: | :---: | :---: |
| Light | 6 | 100 | $\$ 4$ |
| Medium | 4 | 120 | $\$ 5$ |
| Heavy | 3 | 160 | $\$ 6$ |

If Fuloco must purchase full barrels from the importer, use a dynamic programming approach to determine the number of barrels of light, medium, and heavy crude oil Fuloco should purchase from the importer.
2. On December 8, 1992, U.S. troops landed in Somalia for a huge humanitarian relief effort. Their objective was to maximize the number of lives saved per day. Initially, five troop convoys were sent to various areas around the country: Chisimayu in the south; Mogadishu, the capital, in the central region; and Hargeisa in the northern mountain area, near the Ethiopian border. Experts constructed the following table, estimating the number of lives saved in each region daily based on the number of troop convoys dispersed to that region:

Lives Saved Daily

|  | Number of Troop Convoys |  |  |  |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 |
| Region | Chisimayu | 0 | 360 | 560 | 720 | 840 | 960 |
|  | Mogadishu | 0 | 400 | 560 | 640 | 800 | 1040 |
|  | Hargeisa | 0 | 160 | 360 | 600 | 880 | 1200 |

Formulate and solve this problem as a dynamic program. Give the recommended distribution of troop convoys and the overall expected number of lives saved daily.
3. Sometimes minor changes to a problem can alter the solution approach as well as the optimal solution. Consider the situation faced by Granite Industries of Helena, Montana, which has $\$ 6$ million to invest in capital improvements to one or more of its four plants. Investments will be made in $\$ 1$ million increments, and
no plant will receive more than $\$ 5$ million. Initial projections for the increase in annual profits for an \$X million investment at each plant are as follows:

|  | Plant |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Increase in profits | 7 X | 3 X | 4 X | 5 X |

Formulate and solve the problem as an integer linear program.
b. Suppose the estimates are revised as follows:

|  | Plant |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Increase in profits | $7 \mathrm{X}+2$ | $3 \mathrm{X}+9$ | $4 \mathrm{X}+8$ | $5 \mathrm{X}+6$ |

Formulate and solve this problem using a dynamic programming approach.
4. Atlantic Recycling has an aluminum recycling plant in West Orange, New Jersey; its four machines recycle aluminum to different purity specifications. Each machine fills different-sized containers, which are then shipped to Continental Aluminum, where the recycled aluminum is used to make various products, from door hinges to cans and foil. The profit Atlantic makes on each container, the container size, and the daily production capacity are summarized in the following table:

|  |  | $\begin{array}{c}\text { Maximum } \\ \text { Container } \\ \text { Container } \\ \text { Production } \\ \text { per Day }\end{array}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | \(\left.\begin{array}{c}Profit per <br>


Container\end{array}\right]\)| Machine | Purity | Size | 3 | $\$ 240$ |
| :--- | :---: | :---: | :---: | :---: |
| Masher | $95 \%$ | 1.0 tons | 2 | $\$ 300$ |
| Smasher | $96 \%$ | 1.2 tons | 4 | $\$ 180$ |
| Crusher | $90 \%$ | .7 tons | 4 | $\$ 380$ |
| Pounder | $98 \%$ | 1.5 tons | 2 |  |

Atlantic uses a 5-ton truck to make daily deliveries of recycled aluminum to Continental. However, Continental also contracts with Atlantic to ship other products from the West Orange area in the same truck. Thus the daily mix of containers varies, depending on the space available after the other products have been loaded. On December 13, Continental contracted with Atlantic to deliver 1.8 tons of other materials, so the
capacity that can be allocated to recycled aluminum is 3.2 tons.
a. Given that only full containers are delivered, use dynamic programming to determine the production schedule that will maximize Atlantic's profit on December 13.
b. Suggest a solution approach (other than dynamic programming) for solving this problem.
5. It is the beginning of June, and the production department at the Mann Company must plan its staffing strategy for the next three months (June, July, and August). Currently, the company employs 20 people, but it must implement a $5 \%$ cut (to 19 employees) at the beginning of September (three months from now).

In any given month the firm may hire two employees, hire one employee, retain the same level as the month before, lay off one employee, or lay off two employees. Production quotas for the summer require the following minimum staffing levels:

| June | 19 |
| :--- | :--- |
| July | 21 |
| August | 20 |

The cost to hire an employee is $\$ 5000$, and the cost to lay off a worker is $\$ 8000$. If more workers are employed than are indicated by the above staffing levels, each inactive worker costs the company $\$ 3000$ in idle time. Use a dynamic programming approach to determine an optimal staffing policy for the summer production at the Mann Company.
6. Equipment failure on a Global Airlines B767 has put in jeopardy its Oriental Eagle service flight from Los Angeles to Taipei, which is scheduled to leave in 24 hours. Management has determined that it can temporarily reschedule a B767 that it has been using on selected flights from New York to Miami for this flight and use a smaller B757 aircraft for the New York to Miami route.

The B767 is currently in New York. Rather than fly the plane empty from New York to Los Angeles the company would like to transport some much needed supplies and equipment from New York to various U.S. cities served by the airline. Accordingly, the plane will be loaded in New York and make stops at one mid-Atlantic city (Cleveland, Cincinnati, or Atlanta), one midwestern city (Chicago, St. Louis, or Dallas), and one western city (Denver, Las Vegas, or Phoenix) before reaching Los Angeles. The accompanying figure gives the airline mileage between the cities.
a. Formulate and solve a dynamic program to determine the minimum total distance flown by the aircraft before reaching Los Angeles.
b. The average flying speed of the aircraft between any two cities (including takeoff and landing times) is 420 miles per hour. If it takes two hours to load the plane in New York with supplies and two hours
to unload supplies in each city visited (including Los Angeles), using the solution from part a, determine the amount of time Global Airlines will have to prepare the aircraft for the Oriental Eagle service.

Airline Mileage for Problem 6

7. Mueller's Nautical of Minneapolis, Minnesota, manufactures a variety of boats that are sold to vacation rental operators. It is currently planning production of its Family Cruise houseboat for the upcoming fourmonth production run. Due to commitments during this period to other boat products that Mueller's manufactures, the unit production cost per houseboat, the maximum monthly production level, the monthly storage costs, and the capacities vary as shown in the following table. One houseboat is in inventory at the beginning of April.

| Month | Orders | Production <br> Cost/Boat | Maximum <br> Production | Maximum <br> Storage | Inventory <br> Cost/Boat |
| :--- | :---: | :---: | :---: | :---: | :---: |
| April | 1 | $\$ 20,000$ | 4 | 5 | $\$ 800$ |
| May | 3 | $\$ 21,600$ | 3 | 5 | $\$ 800$ |
| June | 3 | $\$ 24,000$ | 3 | 3 | $\$ 1600$ |
| July | 4 | $\$ 23,200$ | 3 | 0 | $\$-$ |

a. Develop and solve a dynamic programming model to minimize total production and inventory costs, given that all orders are to be filled each month.
b. Suppose that Mueller's offers a $\$ 2000$ month discount to its customers for each houseboat not delivered on time. Assume that no orders are lost if the delivery of a houseboat is delayed past its intended order date. Revise your formulation in part a to take these factors into account. Solve for the new optimal solution and compare the results with those determined in part (a).
8. Many models in management science can be solved by a variety of solution techniques. Consider the simple assignment problem in which four contractors have submitted bids for four different projects to be performed this summer in Framingham, Massachusetts. The city must select a different contractor to perform each of the four projects so that they are all completed by the end of the summer. The bids follow (in $\$ 1000 \mathrm{~s}$ ):

|  | Renovate <br> Child <br> Care Center | Refurbish <br> High School <br> Football <br> Field | Make <br> Improvements <br> in Gerontology <br> Center | Repave <br> Tennis <br> Courts |
| :--- | :---: | :---: | :---: | :---: |
| Crane Co. | $\$ 300$ | $\$ 70$ | $\$ 150$ | $\$ 65$ |
| Parker Ind. | $\$ 400$ | $\$ 95$ | $\$ 200$ | $\$ 75$ |
| Clanton Ent. | $\$ 285$ | $\$ 90$ | $\$ 175$ | $\$ 70$ |
| Tish Inc. | $\$ 375$ | $\$ 110$ | $\$ 195$ | $\$ 75$ |

Determine the least cost selection of contractors for the projects using:
a. Complete enumeration of all contractor-project possibilities
b. A linear programming model
c. A transportation model
d. An assignment model
e. A shortest path model
(Hint: Draw a network with a single node at stage 0; then four nodes representing the four possible contractors that can be assigned the first project (Child Care Center Renovation); then three nodes connecting each of the previous nodes signifying the remaining contractors available for the second project; then two nodes for each of these nodes denoting the remaining contractors available for the third project; and, finally, one node connecting each of the previous nodes denoting the contractor remaining to do the final project.)
f. A dynamic programming model
[Hint: Use the network generated in part (e).
9. Kohl Industries has just won a seven-year contract to produce a component for a new submarine for the U.S. Navy. Production of the component requires the use of a large, very precise drill press, which the company will purchase for $\$ 100,000$ at the beginning of year 1 . At the start of each year thereafter, Kohl must decide whether or not to keep the drill press or trade it in for a new one. The following tables give relevant information. Costs are in $\$ 1000$ s.

Purchase Price (in \$1000s) of a New Machine in Year N

| N | Price | N | Price | N | Price | N | Price |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\$ 100$ | 3 | $\$ 111$ | 5 | $\$ 122$ | 7 | $\$ 136$ |
| 2 | $\$ 105$ | 4 | $\$ 116$ | 6 | $\$ 130$ |  |  |


| Yearly Costs of an N-Year Old Machine |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Operating <br> Cost of an <br> N-Year <br> Old Machine | Trade-in <br> Value of an <br> N-Year <br> Old Machine | Salvage <br> Value of an <br> N-Year <br> Old Machine |
| 0 | $\$ 20$ | - | - |
| 1 | $\$ 26$ | $\$ 65$ | $\$ 50$ |
| 2 | $\$ 40$ | $\$ 45$ | $\$ 35$ |
| 3 | $\$ 65$ | $\$ 25$ | $\$ 20$ |
| 4 | $\$ 100$ | $\$ 15$ | $\$ 5$ |
| 5 | $\$ 150$ | $\$ 10$ | $\$ 0$ |
| 6 | $\$ 210$ | $\$ 0$ | $\$ 0$ |
| 7 | - | - | $\$ 0$ |

Formulate a dynamic programming model to determine an optimal equipment replacement policy for Kohl Industries. Rigorously define each of the eight components of the dynamic programming approach. Hints: (1) there are two possible values for the decision variable for each state at each stage: keep or trade (the cost consequences are different for each); (2) use the salvage value as the boundary condition at the end of year 7 .
10. Kellycomp is producing its new KC 10 and KC 20 computers. The profit and production requirements for the current production run are as follows:

|  |  |  | Inspection/ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Unit <br> Profit | Production <br> Time |  |  | Hard | Floppy | CD |
| KC10 | $\$ 200$ | .8 hr. | .2 hr. |  | 1 | 1 | 0 |
| KC20 | $\$ 600$ | 1 hr. | .5 hr. |  | 1 | 2 | 1 |

A total of 2000 hard drives, 2500 floppy drives, and 500 CD drives are available for this production run; additional drives meeting Kellycomp's specifications will not be available until the next production run.

How should Kellycomp schedule production for this run in light of the following goals for the production run?

## Priority 1

1. Meet commitment for $800 \mathrm{KC10}$ models.
2. Meet commitment for 400 KC 20 models. (These goals are equally important.)

## Priority 2

3. Earn a total profit of at least $\$ 480,000$.

Priority 3
4. Use no more than 1200 production time hours.
5. Use no more than 500 inspection/packaging hours. (Underachieving the hours in goal 5 is twice as detrimental as underachieving the hours in goal 4.)
11. Gresham Medical Supplies currently employs 20 sales representatives, each earning a base salary of $\$ 1500$ per month plus commissions. The following table details the average number of contacts and the average gross
profit dollars to Gresham per contact for each sales representative.

Sales Contacts/Gross Profit Data

|  | Physicians | Clinics | Hospitals |
| :--- | :---: | :---: | :---: |
| Average Number of Contracts <br> per Representative per Month | 60 | 24 | 16 |
| Average Gross Profit <br> per Contact | $\$ 200$ | $\$ 500$ | $\$ 1,000$ |

Thus the average monthly gross profit to the company per sales representative is $60(\$ 200)+24(\$ 500)+$ $16(\$ 1000)=\$ 40,000$.

Recently, however, Gresham has been experimenting with advertising on the World Wide Web. The following table summarizes additional contacts and sales estimated for every $\$ 10,000$ used to support the website activities. (These numbers are valid for web support up to $\$ 50,000$ monthly.)

Web Site Sales/Profit Data

|  | Physicians | Clinics | Hospitals |
| :--- | :---: | :---: | :---: |
| Average Number of Sales per <br> $\$ 10,000$ Website Support <br> per Month | 250 | 50 | 100 |
| Average Gross Profit per Sale | $\$ 80$ | $\$ 200$ | $\$ 1,200$ |

Thus the average monthly additional gross profit per $\$ 10,000$ in website support is $250(\$ 80)+50(\$ 200)+$ $100(\$ 1200)=\$ 150,000$.

Management at Gresham has already decided it will not lay off more than two sales representatives and it will spend at most $\$ 50,000$ monthly to pay the base salaries of its sales representatives and support website operations. Determine the number of sales representatives the company should retain and how much it should spend on World Wide Web operations if the company has the following prioritized goals:
Priority 1: Spend at least $\$ 10,000$ on website operations. Priority 2: Achieve at least $\$ 1$ million in monthly gross profit.
Priority 3: Maintain a total of (1) at least 2000 physician contacts; (2) at least 600 clinic contacts; and (3) at least 500 hospital contacts. The relative importance of failing to meet each of these goals is $1: 2: 4$, respectively, per occurrence.
12. Bernie Collins is an investment counselor for Paula Smith, a soon to be retired legal secretary. Paula has just received an inheritance of $\$ 100,000$, which she would like to invest in two Wilson mutual funds: the Wilson Income Fund and the Wilson Aggressive Growth Fund. The projected annual yield for the year and the risk index for each fund are as follows.

|  | Projected <br> Annual Yield | Estimated <br> Risk Factor |
| :--- | :---: | :---: |
| Wilson Income Fund | .08 | 10 |
| Wilson Aggressive Growth Fund | .20 | 80 |

Paula is concerned primarily about security; thus she desires a portfolio with a maximum risk factor of 25 . However, she would also like to supplement her retirement by $\$ 15,000$ annually from her investment and invest at least $\$ 25,000$ in the aggressive growth fund.
a. Show (graphically) that Paula's three goals are inconsistent; that is, they cannot all be met simultaneously.
b. Determine and solve a goal programming model for Paula with two prioritized goals: (i) Attaining a risk factor for the portfolio of no more than 25 ; and (ii) attaining an expected return from the portfolio of at least $\$ 15,000$ and investing at least $\$ 25,000$ in the aggressive growth fund. Dollar for dollar, failure to achieve the $\$ 15,000$ is weighted five times more important than failure to meet the $\$ 25,000$ invested in the aggressive growth fund.
13. KarKleen is a new product from the KarKare Company which sells for $\$ 20$ per bottle. The company plans to market KarKleen by phone solicitation and door-todoor canvassing and has the following goals:
Priority 1

1. Achieve $\$ 20,000$ in sales per week.
2. Spend no more than $\$ 10,000$ weekly on employee salaries.
(These goals are of equal importance.)
Priority 2
3. Reach 6000 potential customers per week.

Priority 3
4. Assign at least 10 employees to work the phones.
5. Assign at least 10 employees to canvass door to door. (These goals are of equal importance.)
Relevant data are given in the following table:

| Employee Status | Salary | Number of <br> Contacts | \% Successful <br> Sales |
| :--- | :---: | :---: | :---: |
| Phone contacts | $\$ 240 / \mathrm{wk}$. | 400 | $6 \%$ |
| Door to door | $\$ 300 / \mathrm{wk}$. | 150 | $20 \%$ |

Given its prioritized goals, how many employees should KarKare assign to phone solicitation and how many to door-to-door canvassing?
14. The Milwaukee Theatre Guild has just received an anonymous $\$ 250,000$ donation to be used as follows: block grants of $\$ 7500$ each to children's theater groups; grants of $\$ 6000$ each for new playwrights; and grants for theater scholarships of $\$ 5000$ each. The donor has stipulated that at least eight children's theater groups must be funded. Other than that, the Guild may award the donation any way it sees fit. The Guild has determined the following goals.
a. Award at least 40 block grants.
b. Give at least $60 \%$ of the total funding to education (children's theater and scholarships).
c. Keep the number of scholarships from exceeding the number of new playwright awards by more than five.
d. Award at least 15 of each type of grant.

Formulate a nonpreemptive goal program with the weight of 4 for each detrimental deviation from goal 1 , a weight of 3 for every $\$ 1000$ deviation from goal 2, a weight of 2 for each detrimental deviation from goal 3 , and a weight of 1 for each deviation from goal 4. Solve for the recommended allocation of the funds.
15. With seven days to go before the Iowa presidential caucuses, Larry Adler, the campaign manager for Paul Powell, is trying to organize his staff and volunteers to contact potential voters by (1) phone, (2) household visits, and (3) personal contacts at local business establishments (restaurants, strip malls, etc.). A group of 10 full-time experienced staff members and 200 volunteers are trying to convince likely caucus voters that "Paul is the man!"

Full-time staff members work 12 hours per day, while volunteers average 5 hours per day. The following table summarizes Larry's analysis of the situation.

|  | Phone Contacts | Household Visits | Personal Contact Hours |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Total | By Staff |
| Staff member | 5/hr. | 3/hr. |  |  |
| Volunteer | 8/hr. | 4/hr. |  |  |
| Minimum required | 15,000 | 6000 | 1500 | 200 |
| Target goal | 35,000 | 25,000 | 5000 | 700 |

Larry has decided to assign at least two experienced staff members to each of the three modes of voter contact. In addition, he feels that (1) each staff personal-contact hour below target is twice as detrimental as each total personal contact hour below target; (2) each total personal-contact hour below target is 100 times more detrimental than each household visit below target; and (3) each household visit below target is three times more detrimental than each phone contact hour below target.
a. Formulate and solve a nonpreemptive goal program for the allocation of experienced staff workers and volunteers during the 7 days.
b. Formulate and solve a nonpreemptive goal program for this problem if the two goals concerning personal contacts are considered priority 1 level goals and the two goals concerning phone and household visits are priority 2 level goals.
16. Larry Adler, campaign manager for Paul Powell (see problem 15), is also planning a television ad blitz during the seven days before the Iowa caucuses. Larry has produced two commercials for the Powell campaign. One is a 30 -second upbeat positive ad showing Paul and his family on a picnic discussing issues that are important to Iowa voters. The second is a one-minute, negative attack against Paul's principal opponent in the caucuses.

Larry has identified four possible television advertising options, determined ad costs and audience exposure, and estimated the maximum number of
minutes available to run ads during the upcoming week, as shown in the following table.

| Television Type/Time | Minutes Available | Exposures per Ad | Cost per Ad |
| :---: | :---: | :---: | :---: |
| Commercial/Daytime | 70 | 45,000 | $60 \mathrm{sec} .-\$ 10,000$ |
|  |  |  | $30 \mathrm{sec} .-\$ 7,000$ |
| Commercial/Evening | 35 | 250,000 | $60 \mathrm{sec} .-\$ 40,000$ |
|  |  |  | $30 \mathrm{sec} .-\$ 25,000$ |
| Cable/Evening | 140 | 40,000 | $60 \mathrm{sec} .-\$ 6,000$ |
|  |  |  | $30 \mathrm{sec} .-\$ 5,000$ |
| Late night | 200 | 8000 | $60 \mathrm{sec} .-\$ 2,000$ |
|  |  |  | $30 \mathrm{sec} .-\$ 1,500$ |

"Exposures per Ad" indicates the number of likely voters who will see the ad (whether or not for the first time), not the number of new voters reached with each ad. Larry has determined the following goals for the television advertising:
Priority 1
Goal 1: At least $50 \%$ of the ads should be positive ads.
Priority 2
Goal 2: The campaign should spend less than $\$ 1$ million on television advertising.
Priority 3
Goal 3: The ads should generate at least 5 million exposures.
Priority 4
Goal 4: The campaign should run at least 100 ads.
Goal 5: The campaign should run at least five positive ads in each of the four type/time slots.
Goal 6: The campaign should run at least 10 total ads during each of the four type/time slots.
Goal 7: The campaign should run at least 35 evening ads. (Failing to meet goals 4 and 7 is twice as detrimental per ad as failing to meet goals 5 and 6.)
Formulate and solve a goal programming model to determine how Larry should advertise on television.
17. The pairings for the first round of the Southern Section high school basketball tournament are to be held on Wednesday night, and tournament officials must assign referee crews to officiate the games. The Southern Section is divided into four regions: (1) Los Angeles County, (2) Orange County, (3) Riverside County, and (4) San Diego County.

In the first round, teams play within their own area, but the officiating crew must be from another area; that is, a Los Angeles crew cannot referee a Los Angeles playoff game. The following table gives the number of playoff-qualified, two-man officiating crews available, the number of games to be played in each area, and an estimate of the average driving distance between areas. Playoff officials are paid $\$ 50$ each for a playoff game (a fixed expense); in addition, the Southern Section pays one of the officials (the "driving official") 25 cents a mile. Each county is guaranteed a minimum of 12 playoff crew assignments.

| Average Driving Distances |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Los Angeles | Orange | Riverside | San Diego | Number of <br> Qualified Crews |
| Los Angeles | xxx | 40 | 50 | 120 | 42 |
| Orange | 40 | xxx | 35 | 90 | 24 |
| Riverside | 50 | 35 | xxx | 60 | 22 |
| San Diego | 120 | 90 | 60 | xxx | 30 |
| Total first round games | 26 | 18 | 16 | 20 |  |

The Southern Section has established the following priorities concerning the playoff official assignments:
Priority 1. Assign no more than $50 \%$ of the games in a county to officials from any one other county
Priority 2. Assign at least $50 \%$ of the qualified official crews from each county
Priority 3. Do not exceed more than $\$ 600$ in total travel expenses.
a. What is your recommendation for game assignments if each goal is treated as a separate priority level?
b. Will your recommendation in part (a) change if the first two priorities are reversed?
c. How sensitive is your recommendation to changes in the maximum amount allowed for travel expenses?
18. Pyramid Printers is about to introduce its new Q100 color printer. The marketing department has indicated that demand for the printer is linearly related to the price. It has forecast that if the printers sell for $\$ 1000$, demand will be 2000 per month, whereas if they sell for $\$ 300$, demand will be 9000 per month. Production costs are $\$ 200$ per printer. Fixed operating expenses amount to approximately $\$ 1$ million per month.
a. Determine a linear function that relates monthly demand, X , for the Q100 to its price, P .
b. Use the result of part a to form a profit function in terms of the one variable, X .
c. Using calculus, solve for the optimal monthly production quantity of Q100 printers. What should be the selling price P? What is the optimal monthly profit?
d. Suppose the production costs to Pyramid increased by $\$ 20$, to $\$ 220$. How much of this increase is passed along to the customer if Pyramid wishes to continue to maximize its total monthly profit?
19. Consider the problem faced by Pyramid Printers in problem 18(c). What are the optimal monthly production quantity and price in each of the following circumstances:
a. The price must be no more than $\$ 500$.
b. Monthly production cannot exceed 6000 .
c. Monthly production must be at least 6000 .
d. Monthly production cannot exceed 2500.
20. Consider the problem faced by Pyramid Printers in problem 18(c). Suppose that in addition to the Q100, Pyramid produces the Q20, a similar but noncolor version of the Q100. The production cost of this model is $\$ 170$; forecasts indicate that if its price were $\$ 1000$,
monthly demand would be only 100 , but if the price were $\$ 300$, monthly demand would be 5100 . The total monthly profit is reduced by .01 times the product of the production rates of the Q100 and the Q20.
a. Assuming demand for Q20 printers is linearly related to its price, formulate an unconstrained objective function and solve for the total monthly production of each product.
b. What should the price of each be?
c. What is the total monthly profit?
21. Consider the two-product production problem of Pyramid Printers in problem 20. Production facilities limit production to a maximum of 4000 of either product. Each Q100 requires . 5 labor-hour of production time, and each Q20 requires . 4 labor-hour of production time; 2800 labor-hours are available monthly.
a. Formulate this problem as a constrained nonlinear programming problem.
b. Write the Kuhn-Tucker conditions for this problem.
c. Solve for the optimal production quantities using Excel Solver.
d. Given the result to (c), verify that the Kuhn-Tucker conditions hold at the optimal solution.
e. What is the instantaneous value of an extra laborhour?
22. MS Investments uses a crude mathematical model for the return on two types of investments. Let $\mathrm{X}_{1}$ represent the amount invested in Pyramid Corporation and $\mathrm{X}_{2}$ the amount in Kar Kare Industries. The return per dollar is given by

$$
\begin{gathered}
\mathrm{R}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)=-.00016 \mathrm{X}_{1}^{2}-.00024 \mathrm{X}_{2}^{2}+.00032 \mathrm{X}_{1} \mathrm{X}_{2} \\
+.8 \mathrm{X}_{1}+1.6 \mathrm{X}_{2}
\end{gathered}
$$

MS has received authorization to invest up to $\$ 10,000$ in either one or both of the investments, with the restriction that no more than $\$ 7500$ be invested in either investment.
a. Formulate this problem as a nonlinear programming model.
b. Using the Kuhn-Tucker conditions, show that the optimal solution is to invest $\$ 5000$ in each investment.
c. What is the return if there is an extra dollar to invest?
23. Crater Crates, Inc. of Medford, Oregon, designs and manufactures crates that meet the specifications of its customers. One customer, Pets R Us, has asked Crater to design and manufacture a rectangular "doggie box" with the following characteristics: (1) The box is to have
a volume of at least 15 cubic feet; (2) the height of the box is not to exceed 2 feet; (3) the length is not to exceed the depth of the box by more than 6 inches ( $=.5$ foot); (4) each dimension must be at least 1 foot; and (5) the top, bottom, sides, and back of the box are to be molded plastic. The front of the box is to be made of a wire mesh that allows an enclosed animal to see and breathe.

The sturdy molded plastic Crater uses costs $\$ 0.30$ per square foot, and the wire mesh costs $\$ 0.25$ per square foot. Since the doggie box may be in high demand, Crater is interested in producing the product to meet the above specifications at minimum cost.
a. Let $X_{1}=$ the length of the box; $X_{2}=$ the depth of the box; and $X_{3}=$ the height of the box. Develop a nonlinear programming model for Crater Crates.
b. Write the Kuhn-Tucker conditions for your formulation in part a.
c. Show that the optimal dimensions of the box are not 3 feet by 2.5 feet by 2 feet by demonstrating that these values do not satisfy the Kuhn-Tucker conditions.
d. Solve for the optimal dimensions using Excel Solver.
e. Interpret the Lagrange multiplier (shadow price) for each constraint.
24. Caramel Heads is an up-and-coming rock group that is scheduled to play a concert in the University of Missouri football stadium. The concert promoter, a graduate of the University of Missouri business school, has developed a regression model predicting that ticket demand, X , is related to ticket price (in dollars), P , by

$$
X=60,000-3000 \mathrm{P}
$$

a. Develop a total sales revenue function.
b. The total sales revenue function is concave. Using this fact, determine which ticket price will maximize total sales revenues for the concert.
c. What attendance is expected, given this ticket price?
d. What is the expected sales revenue from ticket prices?
25. A more sophisticated regression model for relating ticket sales and price for the Caramel Heads (problem 24) gives the following relationship between sales and ticket prices:

$$
\mathrm{X}=64,000-3200 \mathrm{P}-10 \mathrm{P}^{3}
$$

a. Develop a total sales revenue function.
b. The total sales revenue function is concave. Using this fact, determine the ticket price that will maximize total sales revenues for the concert.
c. What attendance is expected, given this ticket price?
d. What is the expected revenue from ticket sales given this ticket price?
26. According to a multiple regression model, the relationship between sales, X , ticket prices, P , and advertising (in \$100's), A, for the Caramel Heads concert (problem 24) is given by

$$
\mathrm{X}=28,000-5000 \mathrm{P}+1000 \mathrm{~A}-5 \mathrm{~A}^{2}
$$

a. If all costs other than the advertising costs are fixed at $\$ 100,000$, develop a net profit function resulting from
revenues from ticket sales less the variable cost of advertising, A, and the fixed costs of $\$ 100,000$.
b. Develop the necessary conditions for optimality.
c. Show that a ticket price of $\$ 7.80$ and an advertising expenditure of $\$ 9871.78$ approximately satisfy the necessary conditions. Use Excel Solver to verify these quantities. What is the net profit, given this ticket price and advertising expenditure?
27. KarKare Products is introducing a new antitheft device, the AT40, which costs $\$ 60$ per unit to produce. It plans to sell the device for $\$ 100$ each. To determine an appropriate production quantity and advertising strategy, KarKare test-marketed the product in three similar market environments. By spending different amounts on weekly advertising it determined the effect of advertising on sales. The results are given in the following table:

| Weekly Advertising <br> Expenditures (\$1000s) | AT40 Weekly Sales (Units) |
| :---: | :---: |
| 1 | 100 |
| 3 | 150 |
| 5 | 175 |

a. As can be seen from the table, the relationship between advertising expenditures and sales of the AT40 is not linear. Given the above three points, it is estimated that the relationship of sales to advertising expenditures can be given by a quadratic relationship of the form:

$$
S=a X^{2}+b X+c
$$

where $S$ denotes the weekly sales and $X$ is the amount spent weekly on advertising. Based on the above data determine the values for $\mathrm{a}, \mathrm{b}$, and c . [Hint: By letting $X=1, S=100$, then $X=3, S=150$, and finally $X=5, S=175$, find three linear relationships between the coefficients $\mathrm{a}, \mathrm{b}$, and c and solve these three equations in three unknowns.]
b. Based on your answer to part (a), develop and solve a model for KarKare's optimal weekly production of the AT40 antitheft devices in terms of its advertising expenditures X. [Hint: Profit $=$ Revenue - All Costs $=\$ 100(\mathrm{~S})-\$ 60(\mathrm{~S})-\$ 1000(\mathrm{X})$. The last term is the advertising cost.]
i) What should be the weekly production of AT40s?
ii) How much should be spent weekly for advertising?
iii) What is the optimal weekly profit?
c. How will your answer to part (b) change if the maximum weekly advertising expenditure is limited to (i) $\$ 2500$ ? (ii) $\$ 1500$ ?
28. Consider the KarKare production problem (problem 27). Suppose KarKare is considering introducing two additional models of the antitheft device, the AT20 and the AT50. The AT20 costs only $\$ 30$ to produce and sells for $\$ 50$; the AT50 costs $\$ 150$ to produce and sells for $\$ 200$. Test-market results for these products are summarized in the following tables:

| Weekly Advertising <br> Expenditures (\$1000s) | AT20 Weekly Sales (Units) |
| :---: | :---: |
| 1 | 400 |
| 3 | 800 |
| 5 | 1000 |
|  |  |
| Weekly Advertising |  |
| Expenditures (\$1000s) | AT50 Weekly Sales (Units) |
| 1 | 40 |
| 3 | 100 |
| 5 | 120 |

a. Develop a quadratic relationship between sales of AT20 models and advertising expenditures ( $\mathrm{X}_{2}$ ).
b. Develop a quadratic relationship between sales of AT50 models and advertising expenditures ( $\mathrm{X}_{3}$ ).
c. Sales of these products are projected to be independent, so KarKare's total weekly profit simply equals the sum of the weekly profits for each of the products. Develop a total weekly profit function in terms of the three products (including the AT40s in problem 27) and solve for the optimal advertising expenditures ( $\mathrm{X}_{1}, \mathrm{X}_{2}$, and $\mathrm{X}_{3}$ ). What should be the weekly production quantities $\left(\mathrm{S}_{1}, \mathrm{~S}_{2}\right.$, and $\left.\mathrm{S}_{3}\right)$ ? What is the optimal weekly profit?
d. Use a quadratic programming model to solve for the optimal advertising model if only $\$ 7500$ can be spent weekly for advertising. What are the optimal production quantities?
29. Consider the KarKare production problem of three products (problems 27, 28).
a. Suppose that, in addition to the limit on advertising expenditures, a weekly limit of 40 hours are available for production of the antitheft devices. Each AT40 requires .15 production hours, each AT20 12 production hours, and each AT50 . 16 production hours. Using the expressions for sales (production) developed in part a of problems 27 and 28, write a nonlinear constraint expressing the production time constraint in terms of $X_{1}, X_{2}$, and $X_{3}$.
b. Write the complete nonlinear model for total weekly profit constrained by the maximum limits on weekly
advertising expenditures and production hours. Write the Kuhn-Tucker conditions for optimality.
c. Solve the problem using a nonlinear programming module. Determine: (i) the optimal weekly advertising expenditures for each product; (ii) the weekly production quantities for each product; (iii) the total weekly profit.
d. Show that the Kuhn-Tucker conditions are satisfied by the answer in part (c).
e. What is the instantaneous increase in profit for: (i) an extra dollar spent on advertising; and (ii) an extra production hour?
30. An investor wishes to invest $\$ 5000$ in two stocks: Microworld and Delphi. Historical data indicate that Microworld has an expected annual return of $20 \%$ and Delphi $16 \%$, but these are by no means certain and involve risk. The risk is measured by the variance of the total return, given by

$$
2 \mathrm{X}_{1}^{2}+\mathrm{X}_{2}^{2}+\left(\mathrm{X}_{1}+\mathrm{X}_{2}\right)^{2}
$$

where $X_{1}$ is the amount invested in Microworld (in $\$ 1000$ s) and $X_{2}$ is the amount invested in Delphi (in $\$ 1000 \mathrm{~s}$ ). Note that risk increases with the total investment in each stock.

One approach to maximizing return while minimizing risk is to maximize:
Return - Risk

If the coefficients in the expression for risk are consistent with those in the return function, this model can be expressed as

$$
\operatorname{MAX} 20 \mathrm{X}_{1}+16 \mathrm{X}_{2}-\left[2 \mathrm{X}_{1}^{2}+\mathrm{X}_{2}^{2}+\left(\mathrm{X}_{1}+\mathrm{X}_{2}\right)^{2}\right]
$$

subject to the $\$ 5000$ total investment (and nonnegativity of investment in each stock.)
a. Write the Kuhn-Tucker conditions for optimality for this model.
b. Show that the objective function is concave.
c. Why are the conditions in part a also sufficient conditions for this model?
d. Show that the optimal solution is to invest $\$ 2333.33$ thousand in Microworld and $\$ 2666.67$ thousand in Delphi.
e. What is the value of the dual variable for the $\$ 5000$ constraint? Give an interpretation of this value.

## CASE STUDIES

## CASE 1: Legends, Inc.

Legends, Inc. assembles collections of records from the 1950s and 1960s, secures release rights, and then markets a double CD of approximately 44 classic rock-and-roll records through late-night infomercials. In the past, it has released several collections under such names as "The

Doo-Wop Sound," "Soul Express," and "Beach Blanket Bonanza." From experience, it has found that, with proper marketing, demand for a double CD grows during the first three months of commercials, and then experiences a downward turn in the fourth month. By the fifth month,
demand has usually fallen so low that continued production is unprofitable. Thus company policy is to produce the CD and sell it for four months for $\$ 19.95$ each (plus $\$ 4.95$ shipping and handling), and then move on to another project. Since the revenue per CD is fixed, Legends, Inc. concentrates on minimizing its expenses.

Forecasts of demand, unit manufacturing and advertising costs, and the maximum number of production runs (of 10,000 CDs each) for its latest project, "The HaightAshbury Era," are summarized in the following table. Legends pays $\$ 0.60$ to store a double CD from one month to the next. Company policy restricts inventory to at most 30,000 double CDs so that if demand is overestimated during the production cycle, it will not be stuck with a large amount of unsold product.

## CASE 2: City of St. Francis

Last year, after fixed expenses were taken off the top, the City of St. Francis had the following budget for its employees:

|  | Average |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1. Administration |  |  |  |  |
| Supervisors | 3 | \$65,000 | \$ | 195,000 |
| Staff | 18 | \$35,000 | \$ | 630,000 |
|  | $\overline{21}$ |  | , | 820,000 |
| 2. Fire/Paramedic |  |  |  |  |
| Supervisors | 3 | \$90,000 | \$ | 270,000 |
| Staff | 12 | \$42,000 | \$ | 504,000 |
|  | 15 |  | \$ | 774,000 |
| 3. Human Services |  |  |  |  |
| Supervisors | 3 | \$60,000 | \$ | 180,000 |
| Staff | $\underline{20}$ | \$30,000 | \$ | 600,000 |
|  | 23 |  | S | 780,000 |
| 4. Library |  |  |  |  |
| Supervisors | 2 | \$52,000 | , | 104,000 |
| Staff | 15 | \$28,000 | \$ | 420,000 |
|  | $\overline{17}$ |  | \$ | 524,000 |
| 5. Police Services |  |  |  |  |
| Supervisors | 3 | \$85,000 | \$ | 255,000 |
| Staff | $\underline{22}$ | \$45,000 | \$ | 990,000 |
|  | 25 |  |  | 1,245,000 |
| 6. Public Works |  |  |  |  |
| Supervisors | 1 | \$80,000 | \$ | 80,000 |
| Staff | 10 | \$34,000 | \$ | 340,000 |
|  | 11 |  | \$ | 420,000 |
| 7. Recreation |  |  |  |  |
| Supervisors | 1 | \$48,000 | , | 48,000 |
| Staff | 7 | \$27,000 | \$ | 189,000 |
|  | $\overline{8}$ |  | \$ | 237,000 |
| Miscellaneous |  |  |  |  |
| Supervisors | 2 | \$54,000 | \$ | 108,000 |
| Staff | $\underline{15}$ | \$30,000 | \$ | 450,000 |
|  | 17 |  | \$ | 558,000 |

Sales Forecasts and Production Limits for "The HaightAshbury Era"

|  | Forecasted <br> Monthly <br> Demand | Unit Production <br> and Promotion <br> Costs | Maximum <br> Number of <br> Production <br> Runs |
| :---: | :---: | :---: | :---: |
| 1 | 20,000 | $\$ 2.40$ | 6 |
| 2 | 40,000 | $\$ 3.60$ | 7 |
| 3 | 60,000 | $\$ 3.60$ | 4 |
| 4 | 30,000 | $\$ 5.00$ | 2 |

Prepare a detailed report recommending an initial fourmonth production and inventory policy for Legends, Inc. for "The Haight-Ashbury Era" project.

| TOTALS | Supervisors | 18 | $\$ 1,240,000$ |
| :--- | :--- | ---: | ---: |
|  | Staff | $\underline{119}$ | $\$ 4,123,000$ |
|  |  | 127 | $\$ 5,363,000$ |

Given current fiscal conditions, funding for employee salaries will be cut by $20 \%$. All seven departments listed in the table must be funded and have at least one supervisor. The city wants to determine its employee structure, given the following set of priorities:

## Priority 1

Goal 1: Increase fire/paramedic staff by at least 1.
Goal 2: Increase police staff by at least 2.
Priority 2
Goal 3: Reduce the number of supervisorial positions by at least $50 \%$.
Goal 4: Keep the total number of layoffs to a maximum of 30.

Goal 5: Cut no department's staff by more than $50 \%$.
Priority 3
Goal 6: Retain at least \$250,000 in "miscellaneous" funds for supervisors or staff.
Goal 7: Reduce the overall budget by at least $25 \%$ to keep a "reserve" for next year.

Both priority 1 goals are equally important. For priority 2 goals, both goals 4 and 5 are considered twice as important as goal 3. Goal 6 is twice as important as goal 7 .

Prepare a report that details a recommended funding strategy for the City of St. Francis. Consider other goals and priorities you feel may be relevant and incorporate their analysis into a "what-if" section of the report. Discuss other factors that should be considered and other measures that could be taken, such as reductions in salaries in lieu of layoffs.
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## Review of Probability and Statistics <br> Concepts

WE REFER TO probability and statistical concepts in several chapters of this text. Here we present a brief review of the concepts typically taught in
an introductory course sequence in probability and statistics. Since this is a review, we do not attempt to define every term or prove any concept.

## \| Descriptive Statistics

## POPULATION PARAMETERS

Assume that a sample space, S, consists of a population of N elements having a quantitative attribute of interest (e.g., size, weight, distance). Population parameters include the mean (the average value), $\mu$, the variance (the average of the squared deviations from the mean), $\sigma^{2}$, and the standard deviation (the square root of the variance), $\sigma$. If every one of the N elements can be observed, the formulas for these values are:

$$
\begin{aligned}
\mu & =\frac{\sum_{i=1}^{N} x_{i}}{N} \\
\sigma^{2} & =\sum_{\mathrm{i}=1}^{\mathrm{N}} \frac{\left(\mathrm{x}_{\mathrm{i}}-\mu\right)^{2}}{\mathrm{~N}} \\
\sigma & =\sqrt[{\sqrt{\sigma^{2}}}]{ }
\end{aligned}
$$

Example
The Kendall Hotel has five bellboys. On February 6, each received $\$ 75, \$ 80, \$ 84$, $\$ 83$, and $\$ 90$ in tips, respectively. What are the mean, variance, and standard deviation of the tips received by the bellboys on February 6 ?

## Solution

$$
\begin{aligned}
\mu & =\frac{75+80+84+83+90}{5}=\$ 82.40 \\
\sigma^{2} & =\frac{(75-82.4)^{2}+(80-82.4)^{2}+(84-82.4)^{2}+(83-82.4)^{2}+(90-82.4)^{2}}{5} \\
& =24.24 \text { dollars }^{2} \\
\sigma & =\sqrt{24.24} \\
& =\$ 4.92
\end{aligned}
$$

## SAMPLE STATISTICS

Usually, it is impossible to observe all N elements; in fact, N may not even be known. To estimate these parameters, a sample of size $n$ is taken from the sample space, S . Then the sample mean, $\overline{\mathrm{x}}$, is the best estimate for the population mean, $\mu$; the sample variance, $s^{2}$, is the best estimate for the population variance, $\sigma^{2}$; and the sample standard deviation, s , is the best estimate for the population standard deviation, $\sigma$. The formulas for these values are:

$$
\begin{aligned}
\overline{\mathrm{x}} & =\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}}{\mathrm{n}} \\
\mathrm{~s}^{2} & =\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}}-\overline{\mathrm{x}}\right)^{2}}{\mathrm{n}-1}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}^{2}-\frac{1}{\mathrm{n}}\left(\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}\right)^{2}}{\mathrm{n}-1}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}^{2}-\mathrm{n} \bar{x}^{2}}{\mathrm{n}-1} \\
\mathrm{~s} & =\sqrt{\mathrm{s}^{2}}
\end{aligned}
$$

Example
Bill asked four randomly selected students at Valley High School who took the SAT exam in January for their verbal scores. They were 520, 600, 482, and 526, respectively. What are Bill's best estimates for the mean variance and standard deviation of the verbal scores of all Valley High students who took the SAT exam in January?

Solution

$$
\begin{aligned}
\overline{\mathrm{x}} & =\frac{520+600+482+526}{4}=532 \\
\mathrm{~s}^{2} & =\frac{(520-532)^{2}+(600-532)^{2}+(482-532)^{2}+(526-532)^{2}}{3} \\
& =\frac{7304}{3}=2434.667
\end{aligned}
$$

or

$$
\begin{aligned}
& s^{2}=\frac{520^{2}+600^{2}+482^{2}+526^{2}-\frac{1}{4}(520+600+482+526)^{2}}{3} \\
&=\frac{1,139,400-\frac{1}{4}(2128)^{2}}{3}=\frac{1,139,400-1,132,096}{3} \\
&=\frac{7304}{3}=2434.667
\end{aligned}
$$

or

$$
\begin{aligned}
\mathrm{s}^{2} & =\frac{520^{2}+600^{2}+482^{2}+526^{2}-4(532)^{2}}{3} \\
& =\frac{1,139,400-4(283024)}{3}=\frac{1,139,400-1,132,096}{3} \\
& =\frac{7304}{3}=2434.667
\end{aligned}
$$

No matter how $s^{2}$ is calculated, $s$ is found by

$$
s=\sqrt{2434.667}=49.342
$$

Other descriptive measures of sample data include the median (the data value in the middle of a set of ordered values), the mode (the observation that occurs most
often), and the standard error (the sample standard deviation divided by the square root of the sample size). The sample mean, median, mode, variance, standard deviation and standard error are all quantities that can be generated in Excel by selecting the Descriptive Statistics entry in the Data Analysis submenu. Data Analysis is found in the Tools menu.

## II Probability

## LAWS OF PROBABILITY

Given a set of $n$ simple events in a sample space, with $p_{i}=$ the probability that simple event i occurs, then:

$$
\begin{aligned}
& \text { 1. } 0 \leq p_{i} \leq 1 \\
& \text { 2. } \sum_{i=1}^{n} p_{i}=1
\end{aligned}
$$

The probability that event A occurs is denoted as $\mathrm{P}(\mathrm{A})$.

## COMPLEMENTARY PROBABILITY

The probability that event A does not occur, $\mathrm{P}\left(\mathrm{A}^{\mathrm{c}}\right)$, is the complement of the event that A does occur:

$$
\mathrm{P}\left(\mathrm{~A}^{\mathrm{c}}\right)=1-\mathrm{P}(\mathrm{~A})
$$

## JOINT PROBABILITY

The probability that both events A and B occur is $\mathrm{P}(\mathrm{A} \cap \mathrm{B})$.

## MUTUALLY EXCLUSIVE EVENTS

If events A and B cannot occur at the same time, they are mutually exclusive. This means that $\mathrm{P}(\mathrm{A} \cap \mathrm{B})=0$.

## EITHER/OR EVENTS

The probability that event $A$ or event $B$, or both, occur is $P(A \cup B)$ :

$$
\mathrm{P}(\mathrm{~A} \cup \mathrm{~B})=\mathrm{P}(\mathrm{~A})+\mathrm{P}(\mathrm{~B})-\mathrm{P}(\mathrm{~A} \cap \mathrm{~B})
$$

## A COLLECTIVELY EXHAUSTIVE SET OF EVENTS

A set of events (e.g., $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$ ) is collectively exhaustive if at least one must occur. Thus, in order for the set of events $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$ to be collectively exhaustive, the following condition must hold:

$$
\mathrm{P}(\mathrm{~A} \cup \mathrm{~B} \cup \mathrm{C} \cup \mathrm{D})=1
$$

## MARGINAL PROBABILITY

Suppose $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$ is a set of mutually exclusive and collectively exhaustive events. The marginal probability that another event E will occur is:

$$
\mathrm{P}(\mathrm{E})=\mathrm{P}(\mathrm{E} \cap \mathrm{~A})+\mathrm{P}(\mathrm{E} \cap \mathrm{~B})+(\mathrm{E} \cap \mathrm{C})+\mathrm{P}(\mathrm{E} \cap \mathrm{D})
$$

## CONDITIONAL PROBABILITY

The probability that event $A$ occurs given that event $B$ has occurred is $P(A \mid B)$ :

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{B})=\frac{\mathrm{P}(\mathrm{~A} \cap \mathrm{~B})}{\mathrm{P}(\mathrm{~B})}
$$

## INDEPENDENT EVENTS

Events A and B are independent if knowing that event B has occurred does not affect the probability that event A occurs (and vice versa). Hence, if events A and B are independent:

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{B})=\mathrm{P}(\mathrm{~A}) \text { and } \mathrm{P}(\mathrm{~B} \mid \mathrm{A})=\mathrm{P}(\mathrm{~B})
$$

Therefore events A and B are independent if:

$$
\mathrm{P}(\mathrm{~A} \cap \mathrm{~B})=\mathrm{P}(\mathrm{~A}) \mathrm{P}(\mathrm{~B})
$$

## BAYES' LAW

Suppose $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$ is a set of mutually exclusive and collectively exhaustive events, and event E is an event that can also occur. Then, from conditional probability:

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{E})=\frac{\mathrm{P}(\mathrm{E} \cap \mathrm{~A})}{\mathrm{P}(\mathrm{E})}
$$

Since $\mathrm{P}(\mathrm{E} \mid \mathrm{A})=\mathrm{P}(\mathrm{E} \cap \mathrm{A}) / \mathrm{P}(\mathrm{A})$, however, $\mathrm{P}(\mathrm{E} \cap \mathrm{A})=\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{A})$. Substituting this relationship into the equation above gives the first form of Bayes' Law:

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{E})=\frac{\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{~A})}{\mathrm{P}(\mathrm{E})}
$$

Using marginal probabilities to express $\mathrm{P}(\mathrm{E})$, another form of Bayes' Law is:

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{E})=\frac{\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{~A})}{\mathrm{P}(\mathrm{E} \cap \mathrm{~A})+\mathrm{P}(\mathrm{E} \cap \mathrm{~B})+\mathrm{P}(\mathrm{E} \cap \mathrm{C})+\mathrm{P}(\mathrm{E} \cap \mathrm{D})}
$$

Since, shown above, $P(E \cap A)=P(E \mid A) P(A)$, it follows that $P(E \cap B)=$ $P(E \mid B) P(B), P(E \cap C)=P(E \mid C) P(C)$, and $P(E \cap D)=P(E \mid D) P(D)$. Thus, another form of Bayes' Law is:

$$
\mathrm{P}(\mathrm{~A} \mid \mathrm{E})=\frac{\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{~A})}{\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{~A})+\mathrm{P}(\mathrm{E} \mid \mathrm{B}) \mathrm{P}(\mathrm{~B})+\mathrm{P}(\mathrm{E} \mid \mathrm{C}) \mathrm{P}(\mathrm{C})+\mathrm{P}(\mathrm{E} \mid \mathrm{D}) \mathrm{P}(\mathrm{D})}
$$

Example
Suppose residents of Nashua, New Hampshire, take a taste test to determine consumer preference for bottled water versus local tap water. The following gives the results (the joint probabilities) of survey respondents based on age. Here,
$A=$ Respondent is less than 20 years old
$B=$ Respondent is between 20 and 40 years old
$C=$ Respondent is between 40 and 60 years old

$$
\begin{aligned}
\mathrm{D} & =\text { Respondent is over } 60 \text { years old } \\
\mathrm{E} & =\text { Respondent prefers bottled water } \\
\mathrm{F} & =\text { Respondent prefers tap water }
\end{aligned}
$$

|  | Age |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Water Preference | A | B | C | D |
| E Bottled | .14 | .21 | .23 | .12 |
| FTap | 0 | .09 | .21 | 0 |

## 1. Marginal Probability

What is the probability that a randomly selected respondent in this survey (i) is less than 20? (ii) is between 20 and 40 ? (iii) is between 40 and 60? (iv) is over 60? (v) prefers bottled water? (vi) prefers tap water?

## Solution

> (i) $\mathrm{P}(\mathrm{A})=.14+0=.14$
> (ii) $\mathrm{P}(\mathrm{B})=.21+.09=.30$
> (iii) $\mathrm{P}(\mathrm{C})=.23+.21=.44$
> (iv) $\mathrm{P}(\mathrm{D})=.12+0=.12$
> (v) $\mathrm{P}(\mathrm{E})=.14+.21+.23+.12=.70$
> (vi) $\mathrm{P}(\mathrm{F})=0+.09+.21+0=.30$

## 2. Joint Probability

What is the probability that a randomly selected respondent is between 40 and 60 and prefers tap water?

## Solution

$$
\mathrm{P}(\mathrm{C} \cap \mathrm{~F})=.21 \text { (from table) }
$$

## 3. Complementary Probability

What is the probability that a randomly selected respondent is over 20 years old?

## Solution

$$
\mathrm{P}\left(\mathrm{~A}^{\mathrm{c}}\right)=1-\mathrm{P}(\mathrm{~A})=1-.14=.86
$$

## 4. Mutually Exclusive Events

Since preferring bottled water and preferring tap water cannot occur simultaneously, together, they make up a set of mutually exclusive events. Similarly, since no two of the set \{younger than 20, between 20 and 40, between 40 and 60, and older than 60$\}$ can occur simultaneously, they are also a set of mutually exclusive events.

Are the following pairs of events mutually exclusive? (i) \{prefer tap water, younger than 20\}; (ii) \{prefer tap water, older than 60$\}$; (iii) \{prefer tap water, between 20 and 40\}; (iv) \{prefer bottled water, between 40 and 60\}.

## Solution

(i) $\mathrm{P}(\mathrm{F} \cap \mathrm{A})=0-\mathrm{F}$ and A are mutually exclusive
(ii) $\mathrm{P}(\mathrm{F} \cap \mathrm{D})=0-\mathrm{F}$ and D are mutually exclusive
(iii) $\mathrm{P}(\mathrm{F} \cap \mathrm{B})=.09 \neq 0-\mathrm{F}$ and B are not mutually exclusive
(iv) $\mathrm{P}(\mathrm{E} \cap \mathrm{C})=.23 \neq 0-\mathrm{E}$ and C are not mutually exclusive

## 5. Either/Or Events

What is the probability that a randomly selected respondent is either between 40 and 60 or prefers bottled water?

## Solution

$$
\mathrm{P}(\mathrm{C} \cup \mathrm{E})=\mathrm{P}(\mathrm{C})+\mathrm{P}(\mathrm{E})-\mathrm{P}(\mathrm{C} \cap \mathrm{E})=.44+.70-.23=.91
$$

## 6. Collectively Exhaustive Sets of Events

Since a respondent must prefer either bottled water or tap water, events E and F make up a collectively exhaustive set of events. Similarly, since a respondent must be younger than 20 , between 20 and 40 , between 40 and 60 , or older than 60 , events A, B, C, and D are a collectively exhaustive set of events. Are the following sets of events collectively exhaustive? (i) \{Prefers bottled water, Between 20 and 40, Between 40 and 60\}; (ii) \{Prefers Tap Water, Between 20 and 40, Older than 60$\}$.

## Solution

(i) This set of events includes probabilities from the first row (E), the second column (B), and the third column (C) of the joint probability table. Thus the only elements of this table not included are $\mathrm{P}(\mathrm{F} \cap \mathrm{A})$ and $\mathrm{P}(\mathrm{F} \cap \mathrm{D})$. Since both of these probabilities are 0 , however, $\mathrm{P}(\mathrm{E} \cup \mathrm{B} \cup \mathrm{C})=1$; thus this set of events is collectively exhaustive.
(ii) This set of events includes probabilities from the second row ( F ), the second column (B), and the fourth column (D). The only elements of this table not included are $P(E \cap A)$ and $P(E \cap C)$. Since $P(E \cap A)=.14$ and $P(E \cap C)=.23$, this implies that $\mathrm{P}(\mathrm{F} \cup \mathrm{B} \cup \mathrm{D})=1-.14-.23=.63 \neq 1$. Thus this set of events is not collectively exhaustive.

## 7. Conditional Probability

What is the probability that a randomly selected respondent between 40 and 60 years of age prefers bottled water?

## Solution

$$
\mathrm{P}(\mathrm{E} \mid \mathrm{C})=\frac{\mathrm{P}(\mathrm{E} \cap \mathrm{C})}{\mathrm{P}(\mathrm{C})}=\frac{.23}{.44}=.523
$$

## 8. Independent Events

(i) Are the events \{between 40 and 60$\}$ and \{prefer bottled water\} a pair of independent events? (ii) Are the events \{between 20 and 40$\}$ and \{prefers bottled water\} a pair of independent events?

## Solution

(i) Does $\mathrm{P}(\mathrm{C} \cap \mathrm{E})=\mathrm{P}(\mathrm{C}) \mathrm{P}(\mathrm{E})$ ? $\mathrm{P}(\mathrm{C} \cap \mathrm{E})=.23 . \mathrm{P}(\mathrm{C}) \mathrm{P}(\mathrm{E})=(.44)(.70)$ $=.308$. Thus C and E are not independent events.
(ii) Does $\mathrm{P}(\mathrm{B} \cap \mathrm{E})=\mathrm{P}(\mathrm{B}) \mathrm{P}(\mathrm{E})$ ? $\mathrm{P}(\mathrm{B} \cap \mathrm{E})=.21 . \mathrm{P}(\mathrm{B}) \mathrm{P}(\mathrm{E})=(.30)(.70)$ $=.21$. Thus B and E are independent events.

## 9. Bayes' Law

$\mathrm{P}(\mathrm{E} \mid \mathrm{A})=1, \mathrm{P}(\mathrm{E} \mid \mathrm{B})=.70, \mathrm{P}(\mathrm{E} \mid \mathrm{C})=.523$, and $\mathrm{P}(\mathrm{E} \mid \mathrm{D})=1$. Using the third form of Bayes' Law, determine the probability that a respondent is between 40 and 60 , given that he prefers bottled water.

Solution

$$
\begin{aligned}
\mathrm{P}(\mathrm{C} \mid \mathrm{E}) & =\frac{\mathrm{P}(\mathrm{E} \mid \mathrm{C}) \mathrm{P}(\mathrm{C})}{\mathrm{P}(\mathrm{E} \mid \mathrm{A}) \mathrm{P}(\mathrm{~A})+\mathrm{P}(\mathrm{E} \mid \mathrm{B}) \mathrm{P}(\mathrm{~B})+\mathrm{P}(\mathrm{E} \mid \mathrm{C}) \mathrm{P}(\mathrm{C})+\mathrm{P}(\mathrm{E} \mid \mathrm{D}) \mathrm{P}(\mathrm{D})} \\
& =\frac{(.523)(.44)}{(1)(.14)+(.7)(.3)+(.523)(.44)+(1)(.12)} \\
& =\frac{.23}{.70}=.329
\end{aligned}
$$

## III Random Variables

A random variable, denoted by a capital letter such as $X$, is an experiment that yields a numeric result but whose value is not known in advance. Random variables can be discrete or continuous.

## DISCRETE RANDOM VARIABLES

A discrete random variable, $X$, that can take on $n$ different values, $x_{1}, x_{2}, \ldots, x_{n}$, has a probability distribution function satisfying:

$$
\begin{aligned}
& \text { 1. } 0 \leq \mathrm{p}\left(\mathrm{x}_{\mathrm{i}}\right) \leq 1 \\
& \text { 2. } \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{p}\left(\mathrm{x}_{\mathrm{i}}\right)=1
\end{aligned}
$$

The probability that X lies between two values a and b is:

$$
\mathrm{P}(\mathrm{a} \leq \mathrm{X} \leq \mathrm{b})=\sum_{\substack{\text { all values of } \mathrm{x}_{\mathrm{i}} \\ \text { such that } \mathrm{x} \leq \mathrm{x}_{\mathrm{i}} \leq \mathrm{b}}} \mathrm{p}\left(\mathrm{x}_{\mathrm{i}}\right)
$$

The mean of $X, \mu$ (also called the Expected Value, $E(X)$ ), is determined by

$$
\mu=\mathrm{E}(\mathrm{X})=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}} \mathrm{p}\left(\mathrm{x}_{\mathrm{i}}\right)
$$

The variance of $\mathrm{X}, \sigma^{2}$, is:

$$
\sigma^{2}=\mathrm{E}\left(\mathrm{X}^{2}\right)-\mu^{2}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}^{2} \mathrm{p}\left(\mathrm{x}_{\mathrm{i}}\right)-\mu^{2}
$$

The standard deviation of $\mathrm{X}, \sigma$, is:

$$
\sigma=\sqrt{\sigma^{2}}
$$

Example
In the Department of Management Science, $15 \%$ of the students' grades were A's, $25 \%$ B's, $40 \%$ C's, $10 \%$ D's, and $10 \%$ F's. What is the probability that a student received between a B and a D , and what are the mean, variance, and standard deviation of the grades given in the Department of Management Science?

Solution Using the grading scale $\mathrm{A}=4, \mathrm{~B}=3, \mathrm{C}=2, \mathrm{D}=1$, and $\mathrm{F}=0$, the following probability distribution function exists:

| $\mathrm{x}_{\mathrm{i}}$ | $\mathrm{P}\left(\mathrm{x}_{\mathrm{i}}\right)$ |
| :---: | :---: |
| 4 | .15 |
| 3 | .25 |
| 2 | .40 |
| 1 | .10 |
| 0 | .10 |

The probability that a student received between a B and a D is:

$$
\begin{aligned}
\mathrm{P}(2 \leq \mathrm{X} \leq 4) & =\mathrm{P}(\mathrm{X}=2)+\mathrm{P}(\mathrm{X}=3)+\mathrm{P}(\mathrm{X}=4) \\
& =.25+.40+.10=.75
\end{aligned}
$$

The mean grade is:

$$
\mu=4(.15)+(3)(.25)+(2)(.40)+(1)(.10)+(0)(.10)=2.25
$$

The variance of the grades is:

$$
\begin{aligned}
\sigma^{2} & =\left((4)^{2}(.15)+(3)^{2}(.25)+(2)^{2}(.40)+(1)^{2}(.10)+(0)^{2}(.10)\right)-(2.25)^{2} \\
& =6.35-5.0625=1.2875 \text { points }^{2}
\end{aligned}
$$

The standard deviation of the grades is:

$$
\sigma=\sqrt{(1.2875)}=1.135
$$

## CONTINUOUS RANDOM VARIABLES

A continuous random variable, X , has a probability density function, $\mathrm{f}(\mathrm{x})$, that satisfies the following conditions:

1. $f(x) \geq 0$ for all values of $x$
2. $\int_{-\infty}^{\infty} f(x) d x=1$

The probability that X lies between two values a and b is:

$$
\mathrm{P}(\mathrm{a} \leq \mathrm{X} \leq \mathrm{b})=\int_{\mathrm{a}}^{\mathrm{b}} \mathrm{f}(\mathrm{x}) \mathrm{dx}
$$

The mean, $\mu$ [Expected Value, $\mathrm{E}(\mathrm{X})]$, is given by

$$
\mu=\mathrm{E}(\mathrm{x})=\int_{-\infty}^{\infty} \mathrm{xf}(\mathrm{x}) \mathrm{dx}
$$

Its variance, $\sigma^{2}$, is:

$$
\sigma^{2}=\mathrm{E}\left(\mathrm{X}^{2}\right)-\mu^{2}=\int_{-\infty}^{\infty} \mathrm{x}^{2} \mathrm{f}(\mathrm{x}) \mathrm{dx}-\mu^{2}
$$

Its standard deviation, $\sigma$, is:

$$
\sigma=\sqrt{\sigma^{2}}
$$

Hope Realty is selling land in Eastern Montana to the general public at $\$ 120$ an acre. At this price, Hope expects great demand; thus it is limiting sales to a maximum of 20 acres per customer. It figures the probability density function for the number of acres of land purchased by a customer to be:

$$
\begin{aligned}
f(x) & =\frac{3}{8000} x^{2} & & \text { for } 0 \leq x \leq 20 \text { acres } \\
& =0 & & \text { for all other values of } x
\end{aligned}
$$

What is the probability that a customer will purchase between 10 and 15 acres, and what are the mean, variance, and standard deviation of customer purchases?

## Solution

$$
\begin{aligned}
\mathrm{P}(10 \leq \mathrm{X} \leq 15) & =\int_{10}^{15} \frac{3}{8000} \mathrm{x}^{2} \mathrm{dx}=\frac{3}{8000} \frac{\mathrm{x}^{3}}{3}=\left.\frac{\mathrm{x}^{3}}{8000}\right|_{10} ^{15} \\
& =\frac{3375}{8000}-\frac{1000}{8000}=\frac{2375}{8000}=.297 \\
\mu & =\int_{0}^{20}(\mathrm{x}) \frac{3}{8000} \mathrm{x}^{2} \mathrm{dx}=\int_{0}^{20} \frac{3}{8000} \mathrm{x}^{3} \mathrm{dx}=\left.\frac{3}{8000}\left(\frac{\mathrm{x}^{4}}{4}\right)\right|_{0} ^{20}=\left.\frac{3 \mathrm{x}^{4}}{32000}\right|_{0} ^{20} \\
& =\frac{3}{32000}(20)^{4}-\frac{3}{32000}(0)^{4}=15-0=15 \text { acres } \\
\sigma^{2} & =\int_{0}^{20}\left(\mathrm{x}^{2}\right) \frac{3}{8000} \mathrm{x}^{2} \mathrm{dx}-\mu^{2}=\int_{0}^{20} \frac{3}{8000} \mathrm{x}^{4} \mathrm{dx}-\mu^{2} \\
& =\left.\frac{3}{8000}\left(\frac{x^{5}}{5}\right)\right|_{0} ^{20}-(15)^{2}=\left.\frac{3 \mathrm{x}^{5}}{40000}\right|_{0} ^{20}-225 \\
& =\frac{3(20)^{5}}{40000}-\frac{3(0)^{5}}{40000}-225=240-225=15 \text { acres }^{2} \\
\sigma & =\sqrt{15}=3.873 \text { acres }
\end{aligned}
$$

## MEANS, VARIANCES, AND STANDARD DEVIATIONS OF SUMS AND PRODUCTS OF RANDOM VARIABLES

If the mean of a random variable, X is denoted by $\mu_{\mathrm{X}}$, and its variance and standard deviation by $\sigma_{\mathrm{X}}{ }^{2}$ and $\sigma_{\mathrm{X}}$, respectively, then the following properties apply to both discrete and continuous random variables.

- Adding several independent random variables, $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \mathrm{X}_{4}$ so that the random variable $T=X_{1}+X_{2}+X_{3}+X_{4}$ :

$$
\begin{aligned}
& \mu_{\mathrm{T}}=\mu_{\mathrm{X} 1}+\mu_{\mathrm{X} 2}+\mu_{\mathrm{X} 3}+\mu_{\mathrm{X} 4} \\
& \sigma_{\mathrm{T}}^{2}=\sigma_{\mathrm{X} 1}^{2}+\sigma_{\mathrm{X} 2}^{2}+\sigma_{\mathrm{X} 3}^{2}+\sigma_{\mathrm{X} 4}^{2} \\
& \sigma_{\mathrm{T}}=\sqrt{\sigma_{\mathrm{T}}^{2}}
\end{aligned}
$$

- Multiplying a random variable by a constant, k :

$$
\begin{aligned}
& \mu_{\mathrm{aX}}=\mathrm{k} \mu_{\mathrm{X}} \\
& \sigma_{\mathrm{aX}}^{2}=\mathrm{k}^{2} \sigma_{\mathrm{X}}^{2} \\
& \sigma_{\mathrm{aX}}=\mathrm{k} \sigma_{\mathrm{X}}
\end{aligned}
$$

Worldwide Insurance employs four telephone sales personnel, who work independently selling accidental death and disability insurance. The following table shows the average and the standard deviation of the number of daily sales of each sales representative.

| Salesperson | Average Daily Sales | Standard Deviation |
| :--- | :---: | :---: |
| Ashima | 4.3 | 1.2 |
| Bob | 5.1 | .8 |
| Carlos | 7.0 | 2.2 |
| Dawn | 3.8 | .6 |

1. What are the mean, variance, and standard deviation of the total number of daily sales of insurance policies by these four sales personnel?

Solution Let $T=$ Total daily sales; then $T=X_{A}+X_{B}+X_{C}+X_{D}$. Thus

$$
\begin{aligned}
& \mu_{\mathrm{T}}=\mu_{\mathrm{A}}+\mu_{\mathrm{B}}+\mu_{\mathrm{C}}+\mu_{\mathrm{D}}=4.3+5.1+7.0+3.8=20.2 \\
& \sigma_{\mathrm{T}}^{2}=\sigma_{\mathrm{A}}^{2}+\sigma_{\mathrm{B}}^{2}+\sigma_{\mathrm{C}}^{2}+\sigma_{\mathrm{D}}^{2}=1.2^{2}+.8^{2}+2.2^{2}+.6^{2}=7.28 \mathrm{sales}^{2} \\
& \sigma_{\mathrm{T}}=\sqrt{7.28}=2.698
\end{aligned}
$$

2. Ashima makes $\$ 25$ for each sale she makes. What are the mean, variance, and standard deviation of Ashima's total daily income from Worldwide Insurance?

Solution Let 25A = Ashima's total daily income from Worldwide Insurance. Thus

$$
\begin{aligned}
\mu_{25 \mathrm{~A}} & =25 \mu_{\mathrm{A}}=25(4.3)=\$ 107.50 \\
\sigma_{25 \mathrm{~A}}^{2} & =(25)^{2} \sigma_{\mathrm{A}}^{2}=(625)(1.2)^{2}=900 \text { dollars }^{2} \\
\sigma_{25 \mathrm{~A}} & =25(1.2)=\sqrt{900}=\$ 30.00
\end{aligned}
$$

## IV The Central Limit Theorem

The following are two forms of the central limit theorem:

1. If $T$ is the sum of $n$ (where $n$ is a large number, usually $>30$ ) independent random variables $\mathrm{X} 1, \mathrm{X} 2, \ldots, \mathrm{Xn}$, then:

The distribution of $T$ is approximately normal and,

$$
\begin{aligned}
& \mu_{\mathrm{T}}=\mu_{\mathrm{X} 1}+\mu_{\mathrm{X} 2}+\cdots+\mu_{\mathrm{Xn}} \\
& \sigma_{\mathrm{T}}^{2}=\sigma_{\mathrm{X} 1}^{2}+\sigma_{\mathrm{X} 2}^{2}+\cdots+\sigma_{\mathrm{Xn}}^{2} \\
& \sigma_{\mathrm{T}}=\sqrt{\sigma_{\mathrm{T}}^{2}}
\end{aligned}
$$

Example
The average salary for a dental assistant in Alabama is $\$ 17,800$, and the standard deviation is $\$ 840$; in Alaska, the mean and standard deviation are $\$ 23,250$ and $\$ 2220$, respectively, . . , in Wyoming they are $\$ 18,850$ and $\$ 1110$, respectively. Suppose one dental assistant is selected at random from each of the 50 states. What is the distribution of the sum of their salaries?

Solution Let $\mathrm{T}=$ the total sum of the salaries of the 50 dental assistants. Although nothing is known about the distribution of salaries of dental assistants
(other than the average and standard deviation), because this is a large sample, T is distributed approximately normal and

$$
\begin{aligned}
& \mu_{\mathrm{T}}=\$ 17,800+\$ 23,250+\cdots+\$ 18,850 \\
& \sigma_{\mathrm{T}}^{2}=(840)^{2}+(2220)^{2}+\cdots+(1110)^{2} \\
& \sigma_{\mathrm{T}}=\sqrt{\sigma_{\mathrm{T}}^{2}}
\end{aligned}
$$

2. If $\overline{\mathrm{X}}$ is the mean of n independent observations (where n is a large number, usually $>30$ ) of a random X that has mean, $\mu$, and standard deviation, $\sigma$, then:

The distribution of $\overline{\mathrm{X}}$ is approximately normal, and

$$
\begin{aligned}
\mu_{\overline{\mathrm{x}}} & =\mu \\
\sigma_{\overline{\mathrm{X}}}^{2} & =\frac{\sigma^{2}}{\mathrm{n}} \\
\sigma_{\overline{\mathrm{X}}} & =\frac{\sigma}{\sqrt{\mathrm{n}}}
\end{aligned}
$$

The average amount of paint in a one-gallon (128 oz.) paint can is 128.64 oz., with a standard deviation of .32 oz . Given a random sample of 64 one-gallon paint cans, what is the distribution for the mean (average) number of ounces in the sample?
Solution Let $\mathrm{X}=$ the number of ounces in a gallon can and $\overline{\mathrm{X}}=$ the average number of ounces in 64 one-gallon cans. Although the distribution of X is unknown, because the sample size is large

The distribution of $\overline{\mathrm{X}}$ is approximately normal, and

$$
\begin{aligned}
\mu_{\overline{\mathrm{x}}} & =128.64 \text { ounces } \\
\sigma_{\overline{\mathrm{x}}}^{2} & =\frac{.32^{2}}{64}=.0016 \text { ounces }^{2} \\
\sigma_{\overline{\mathrm{X}}} & =\frac{.32}{\sqrt{64}}=.04 \text { ounces }
\end{aligned}
$$

## V Confidence Intervals and Hypothesis Tests for $\mu$

## CONFIDENCE INTERVALS AND TEST STATISTICS

The method used to determine a $(1-\alpha)$ confidence interval for $\mu$ or to perform a hypothesis test comparing $\mu$ to some value, v , depends on (1) the sample size, n ; (2) whether or not one is sampling from a population, X , that follows a normal (or approximately normal) distribution; and (3) whether or not the standard deviation, $\sigma$, is known.

Case 1

> CONDITIONS: $\quad \mathrm{X}$ is normal, $\sigma$ is known, no restrictions on n or X is not normal, $\sigma$ is known, n is large

In these situations the $(1-\alpha)$ confidence interval for $\mu$ is:

$$
\overline{\mathrm{x}} \pm \mathrm{z}_{\alpha / 2} \frac{\sigma}{\sqrt{\mathrm{n}}}
$$

and the test statistic for the hypothesis test is:

$$
\mathrm{z}=\frac{\overline{\mathrm{x}}-\mathrm{v}}{\sigma / \sqrt{\mathrm{n}}}
$$

## Case 2

CONDITIONS: X is not normal, $\sigma$ is unknown, n is large
In these situations, the $(1-\alpha)$ confidence interval for $\mu$ can be approximated by:

$$
\overline{\mathrm{x}} \pm \mathrm{z}_{\alpha / 2} \frac{\mathrm{~s}}{\sqrt{\mathrm{n}}}
$$

and the test statistic for the hypothesis test is:

$$
\mathrm{z}=\frac{\overline{\mathrm{x}}-\mathrm{v}}{\mathrm{~s} / \sqrt{\mathrm{n}}}
$$

Case 3
CONDITIONS: X is normal, $\sigma$ is unknown, n is any value ${ }^{1}$
In this situation the $(\mathrm{i}-\alpha)$ confidence interval for $\mu$ is:

$$
\overline{\mathrm{x}} \pm \mathrm{t}_{\alpha / 2, \mathrm{DF}} \frac{\mathrm{~s}}{\sqrt{\mathrm{n}}}
$$

where the number of degrees of freedom, $\mathrm{DF}=\mathrm{n}-1$.
The test statistic is:

$$
\mathrm{t}=\frac{\overline{\mathrm{x}}-\mathrm{v}}{\mathrm{~s} / \sqrt{\mathrm{n}}}
$$

## PERFORMING HYPOTHESIS TESTS

There are three forms of hypothesis tests for $\mu$ :
Greater-than tests:

$$
\begin{array}{ll}
\mathrm{H}_{0}: \quad \mu=\mathrm{v} \\
\mathrm{H}_{\mathrm{A}}: \quad \mu>\mathrm{v}
\end{array}
$$

The test: Reject $\mathrm{H}_{0}\left(\right.$ Accept $\left.\mathrm{H}_{\mathrm{A}}\right)$ if:
For cases 1 and 2: (Test statistic z$)>\mathrm{z}_{\alpha}$
For case 3: $\quad($ Test statistic t$)>\mathrm{t}_{\alpha, \mathrm{DF}} \quad($ where $\mathrm{DF}=\mathrm{n}-1)$
Less-than tests:

$$
\begin{array}{ll}
\mathrm{H}_{0}: \quad \mu=\mathrm{v} \\
\mathrm{H}_{\mathrm{A}}: & \mu<\mathrm{v}
\end{array}
$$

The test: Reject $\mathrm{H}_{0}\left(\right.$ Accept $\left.\mathrm{H}_{\mathrm{A}}\right)$ if:

$$
\begin{array}{ll}
\text { For cases } 1 \text { and 2: } & (\text { Test statistic } \mathrm{z})<-\mathrm{z}_{\alpha} \\
\text { For case 3: } & (\text { Test statistic } \mathrm{t})<-\mathrm{t}_{\alpha, \mathrm{DF}} \quad(\text { where } \mathrm{DF}=\mathrm{n}-1)
\end{array}
$$

Not-equal-to tests:

$$
\begin{array}{ll}
\mathrm{H}_{0}: \quad \mu=\mathrm{v} \\
\mathrm{H}_{\mathrm{A}}: \quad \mu \neq \mathrm{v}
\end{array}
$$

[^75]The test: Reject $\mathrm{H}_{0}\left(\operatorname{Accept} \mathrm{H}_{\mathrm{A}}\right)$ if:
For cases 1 and 2: $\mid($ Test statistic z$) \mid>\mathrm{z}_{\alpha / 2}$
For case 3: $\quad \mid($ Test statistic t$) \mid>\mathrm{t}_{\alpha / 2, \mathrm{DF}} \quad($ where $\mathrm{DF}=\mathrm{n}-1)$
In these tests $\alpha$ is the risk the decision maker is willing to take of falsely rejecting $\mathrm{H}_{0}$.

## P-VALUES

When using a computer program that prints p-values, an easier way to conduct a hypothesis test is to

$$
\text { Reject } \mathrm{H}_{0}\left(\text { Accept } \mathrm{H}_{\mathrm{A}}\right) \text { if: }(\mathrm{p} \text {-value })<\alpha
$$

Example 1

Example 2

In a survey, the average height of 100 randomly selected college basketball players is 76.44 inches, and the sample standard deviation is 3.02 inches. In 1990, the average height of all college basketball players was 76.12 inches. Is this enough evidence to conclude that the average height of all college basketball players is greater today than it was in 1990?

Solution Let $\mu=$ the average height of all college basketball players today. Thus the hypothesis test is:

$$
\begin{aligned}
& \mathrm{H}_{0}: \quad \mu=76.12 \\
& \mathrm{H}_{\mathrm{A}}: \quad \mu \neq 76.12
\end{aligned}
$$

Since a large sample was taken, the z -statistic can be used in this test. For $\alpha=.05$, the test is to reject $\mathrm{H}_{0}\left(\operatorname{Accept} \mathrm{H}_{\mathrm{A}}\right)$ if $\mathrm{z}>\mathrm{z}_{.05}=1.645$. Here,

$$
\mathrm{z}=\frac{\overline{\mathrm{x}}-76.12}{\frac{\mathrm{~s}}{\sqrt{100}}}=\frac{76.44-76.12}{\frac{3.02}{\sqrt{100}}}=1.060
$$

Since $1.060>1.645$, there is not enough evidence to conclude that the average height of all college basketball players is greater today than it was in 1990 .

The following are the results taken from an Excel spreadsheet for this problem:

$$
\begin{array}{ccc}
\hline \mathrm{z} & \mathrm{z} \text { crit } & \mathrm{p}=\text { value } \\
1.059603 & 1.644853 & 0.144663 \\
\hline
\end{array}
$$

Since the p-value $=.144663>\alpha=.05$, again, there is not enough evidence to conclude that the average height of all college basketball players is greater today than it was in 1990.

In another survey, the average height of 18 randomly selected basketball centers was 81.63 inches with a standard deviation of 1.77 inches. If the heights of centers playing college basketball are approximately normally distributed, give a $95 \%$ confidence interval for the average height of all centers in college basketball.
Solution Let $\mu=$ the average height of all college basketball centers today. Since the heights of centers are assumed to be normally distributed but the true standard deviation is unknown, a $95 \%$ confidence interval for $\mu$ can be constructed by using the t -distribution with 17 degrees of freedom.
$\mathbf{9 5 \%}$ Confidence Interval for $\boldsymbol{\mu}$

$$
\begin{gathered}
\overline{\mathrm{x}} \pm \mathrm{t}_{.025,17} \frac{\mathrm{~s}}{\sqrt{18}} \\
=81.63 \pm(2.110) \frac{1.77}{\sqrt{18}}=81.63 \pm .88
\end{gathered}
$$

(80.75, 82.51)

## VI Regression

In regression, one attempts to determine the best relationship between a dependent variable $y$ and a set of independent variables, $x_{1}, x_{2}, \ldots, x_{k}$ by finding the best estimates for $\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{\mathrm{k}}$ in the following equation:

$$
\mathrm{y}=\beta_{0}+\beta_{1} \mathrm{x}_{1}+\beta_{2} \mathrm{x}_{2}+\cdots+\beta_{\mathrm{k}} \mathrm{x}_{\mathrm{k}}
$$

by observing n outcomes of the dependent and the associated independent variables. Software such as Excel can be used to solve for these estimates. The overall strength of the relationship between $y$ and the independent variables in the model is typically measured by $r^{2}$ (a number between 0 and 1 in the printout); $r^{2}$ is the proportion of the overall variability that can be explained by changes in the independent variables.

## ARE ANY OF THE FACTORS SIGNIFICANT IN PREDICTING Y IN THE MODEL?

To determine if any of the k factors are significant in predicting y in the model, the F -statistic on the computer printout is compared to the critical F -value, $\mathrm{F}_{\alpha, \mathrm{DF}(\text { Regression), } \mathrm{DF}(\text { Error })}$ from the F table, where DF (Regression) $=\mathrm{k}$, and DF (Error) $=$ $\mathrm{n}-\mathrm{k}-1$. If the F -statistic is greater than the critical F -value, the conclusion is that at least one of the factors is significant in this model. Most statistics programs print a p-value for F (Excel calls this p-value, "Significance F"). Thus, the conclusion is that at least one of the factors is significant in the model if

$$
(\mathrm{p} \text {-value for } \mathrm{F})<\alpha
$$

## CAN ONE CONCLUDE THAT A PARTICULAR $\boldsymbol{\beta}_{\mathrm{i}}$ IS NONZERO IN THE MODEL?

If it is determined from the $F$ test that at least one of the factors is significant, then one can conclude that a particular $\beta_{\mathrm{i}}$ is nonzero in the model if the absolute value for the t -value for $\beta_{\mathrm{i}}$ is greater than the critical t -value, $\mathrm{t}_{\alpha / 2, \mathrm{DF} \text { (Error) }}$. Here $D F($ Error $)=n-k-1$. Again, most computer programs print p-values for this test. Thus a particular $\beta_{\mathrm{i}}$ is nonzero in the model if ( p -value for this $\beta_{\mathrm{i}}$ test) $<\alpha$.

Example
In Excel, regression output can be generated using the Regression entry from the Data Analysis submenu in the Tools menu. The printout in Figure CD1.1 gives the regression results of a model designed to estimate the price of a home in Mission Viejo, California, based on its age, size (in square feet), and number of bedrooms. Given this output, what can be said about the model?

Solution The best model for the input data is:

$$
(\text { Price })=5769.14-2921.64(\text { Age })+71.65(\text { Size })+41449.97 \text { (Bedrooms) }
$$

Since $\mathrm{r}^{2}$ is .918 , over $91 \%$ of the variability can be attributed to changes in age, size, and bedrooms. The p-value for F (Significance F ) is $8.68 \mathrm{E}-07$, or .000000868 . This is an extremely small p-value and indicates that at least one factor (age, size, bedrooms) is significant in predicting the price.

FIGURE CD1.1
Regression Output for Housing Prices in Mission Viejo, California


The p-values for size and bedrooms (. 000632 and .017321 , respectively) indicate that, for $\alpha=.05$, these factors are significant in this model for predicting house prices in Mission Viejo. The . 110899 p-value for age is larger than $\alpha=.05$, however. This means that when size and bedrooms are included, age is not a significant factor at this level of $\alpha$.
n Chapter 2, we illustrated the concept of complementary slackness, and in Chapter 6 we showed how we can find the optimal strategy for one player in two-person zero-sum games by solving a linear program that is the "dual" of the linear program that determines the optimal
strategy of the other player. Both of these concepts come from an important mathematical programming concept known as duality. Here we present an overview of the concept of duality applied to linear programming. Several of these concepts extend to nonlinear models as well.

## - Constructing a Dual Linear Program

Corresponding to every linear program, called the primal, is a related linear program known as its dual. One dual variable is "associated" with each constraint of the primal, and each dual constraint is "associated" with a primal variable. The rows of the dual linear program are the columns of the primal; the right-hand side values of the dual are the objective function coefficients of the primal; and the objective function coefficients of the dual are the right-hand side values of the primal.

The traditional form of the primal problem is that of a maximization problem with "less than or equal to" constraints and nonnegative decision variables (denoted by X's). ${ }^{1}$ In this case, the dual is a minimization problem (the opposite of the objective function criteria of the primal) with "greater than or equal to" constraints, and nonnegative variables (denoted by Y's). The following situation at KidsWagon Company illustrates how to construct a dual to a primal linear program.

## KIDSWAGON COMPANY

KidsWagon Company manufactures two wagon models, the Junior and the ProExpress. Characteristics of each are detailed in the following table, along with the unit profits and the resource availabilities for the current production run.

|  | Junior | ProExpress | Available |
| :--- | :---: | :---: | :---: |
| Wheels | 3 | 4 | 12,000 |
| Handles | 1 | 1 | 3500 |
| Steel | 2 lbs. | 3 lbs. | 7500 lbs. |
| Labor | 10 min. | 12 min. | $36,000 \mathrm{~min}$. |
| Unit Profit | $\$ 7$ | $\$ 10$ |  |

Management scientists at KidsWagon would like to formulate the problem of determining an optimal production strategy as a linear program and find its dual.

[^76]
## SOLUTION

## Let

$\mathrm{X}_{1}=$ number of Junior models made this production run
$\mathrm{X}_{2}=$ number of ProExpress models made this production run
The primal linear program for this problem is shown below together with the associated dual variable for each primal constraint.

| Primal Problem |  | Associated Dual <br> Variable |
| :--- | :---: | :---: |
| MAX | $7 \mathrm{X}_{1}+10 \mathrm{X}_{2}$ |  |
| ST | $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 12000$ | $\mathrm{Y}_{1}$ |
|  | $\mathrm{X}_{1}+\mathrm{X}_{2} \leq 3500$ | $\mathrm{Y}_{2}$ |
| $2 \mathrm{X}_{1}+3 \mathrm{X}_{2} \leq 7500$ | $\mathrm{Y}_{3}$ |  |
|  | $10 \mathrm{X}_{1}+12 \mathrm{X}_{2} \leq 36000$ | $\mathrm{Y}_{4}$ |
|  | $\mathrm{X}_{1}, \mathrm{X}_{2} \geq 10$ |  |

The dual and the associated primal variable for each dual constraint is then:


It can be shown that the dual of the dual is the primal. Thus it does not matter which problem is called the primal and which is called the dual. Although here the maximization problem will be referred to as the primal and the minimization problem as the dual, the important point is that there is a "primal-dual pair" of linear programs.

## THE DUAL OF NONTRADITIONAL PRIMAL PROBLEMS

Some primal problems may have equality or "greater-than or equal-to" constraints and perhaps some variables that are unrestricted in sign or even restricted to be nonpositive. The coefficients of the dual problem are always determined by interchanging rows and columns of the primal. Similarly, the objective function coefficients and right-hand side values of the dual problem are always found by interchanging the right-hand side and objective function coefficients for the primal problem, respectively.

The direction of the constraints in the primal determine the signs of the variables in the dual, and the signs of the variables in the primal determine the direction of the constraints in the dual. A convenient way to determine the signs of the variables and the direction of the constraints in the dual is based on the concept of a "natural" variable and a "natural" constraint in linear programming models.

In any model, a "natural" variable is defined as one that is restricted to nonnegative values $(\geq 0)$. (Variables that are restricted to nonpositive values are "not natural.") Maximization problems typically deal with trying to maximize profit, subject to the limited availability of resources. Thus a "natural" constraint in a maximization problem is a " $\leq$ constraint." Conversely, minimization problems try to minimize costs while meeting some minimum requirements. Thus a " $\geq$ constraint" is a "natural" constraint for a minimization problem.

The following rule shows the required signs of the variables and the directions of the constraints.

> Rules for Determining the Signs of Variables and the Direction of the Constraints for a Pair of Primal-Dual Problems

1. Equality constraints in one problem are associated with unrestricted variables in the other.
2. Natural constraints in one problem are associated with natural variables in the other.

Accordingly, the following constraint-variable correspondence exists between a maximization primal problem and a minimization dual problem.*

Maximization Problem
(Primal)
" $\leq$ " Constraints
" $\geq$ " Constraints
"=" Constraints
" $\geq 0$ " Variables
" $\leq 0$ " Variables Unrestricted Variables

Minimization Problem
(Dual)
" $\geq 0$ " Variables
" $\leq 0$ " Variables Unrestricted Variables
" $\geq$ " Constraints
" $\leq$ " Constraints "=" Constraints

* Recall that it does not matter which is the primal and which is the dual.

The following example shows a primal-dual pair of linear programs using all possible combinations of constraints and variables:

|  | Primal |  | Dual |  |
| :---: | :---: | :---: | :---: | :---: |
| MAX | $3 \mathrm{X}_{1}-5 \mathrm{X}_{2}+7 \mathrm{X}_{3}$ | MIN | $6 \mathrm{Y}_{1}+20 \mathrm{Y}_{2}-\mathrm{Y}_{3}$ |  |
| ST | $2 \mathrm{X}_{1}+\mathrm{X}_{2}-4 \mathrm{X}_{3}+2 \mathrm{X}_{4} \geq 6$ | ST | $2 \mathrm{Y}_{1}-\mathrm{Y}_{2}$ | $\leq 3$ |
|  | $-\mathrm{X}_{1}+3 \mathrm{X}_{2}+2 \mathrm{X}_{3}+\mathrm{X}_{4} \leq 20$ |  | $\mathrm{Y}_{1}+3 \mathrm{Y}_{2}+\mathrm{Y}_{3}$ | $\geq-5$ |
|  | $\mathrm{X}_{2}+\mathrm{X}_{3}-\mathrm{X}_{4}=-1$ |  | $-4 \mathrm{Y}_{1}+2 \mathrm{Y}_{2}+\mathrm{Y}_{3}$ | $=7$ |
|  |  |  | $2 \mathrm{Y}_{1}+\mathrm{Y}_{2}-\mathrm{Y}_{3}$ | $\geq 0$ |
|  | $\mathrm{X}_{1} \leq 0, \mathrm{X}_{2} \geq 0$, |  | $\mathrm{Y}_{1} \leq 0, \mathrm{Y}_{2} \geq 0$, |  |
|  | $\mathrm{X}_{3}$ unrestricted, $\mathrm{X}_{4} \geq 0$ |  | $\mathrm{Y}_{3}$ unrestricted |  |

As discussed in section III, the dual variables can be interpreted as a set of imputed "fair market" prices for extra units of the resource with which they are associated in the primal. Thus, using the terminology in Chapter 3, the optimal value of a dual variable is the shadow price for the resource.

## II Duality Theorems

## WEAK DUALITY THEOREM

Management scientists have derived some important theorems concerning primaldual relationships. Many extend beyond linear programming to nonlinear programming as well. The first of these, called the weak duality theorem, gives the relationship between a feasible solution in one of the primal-dual pair and the optimal solution of the other:

## Theorem 1: The Weak Duality Theorem

1. The value of the objective function for any feasible solution to the primal maximization problem provides a lower bound for the optimal value of the objective function of the dual minimization problem.
2. The value of the objective function for any feasible solution to the dual minimization problem provides an upper bound for the value of the objective function of the primal maximization problem.

Several important consequences arise from this theorem. First, if one of the problems is unbounded, the other is infeasible. To illustrate, consider a primal maximization problem that is unbounded; that is, its objective function value can approach infinity. Then, if there is any feasible solution to the dual minimization problem, its (finite) objective function value is an upper bound for the objective function value of the primal maximization problem. Since this relationship contradicts the premise that the primal maximization problem is, in fact, unbounded, no feasible solution for the dual minimization problem can exist. A parallel argument can be made if the dual minimization problem is unbounded.

A second consequence comes from the fact that, in many cases, a feasible (though not necessarily optimal) solution for the dual may be easily obtained, perhaps even by inspection. Thus a bound for the optimal objective function value is readily available. This bound may be sufficient for the decision maker to make a decision without actually solving for the optimal solution.

Finding a feasible solution for the dual may impact the procedure by which the linear (and nonlinear) algorithm is terminated. For example, in a large problem that may need a rapid solution, suppose that the primal is a maximization problem and that a feasible solution for the dual minimization problem has been found, yielding an objective function value of $\$ 250$ million. Suppose, further, that a solution procedure employed to solve the primal has, after many hours, found a feasible, though not optimal, solution to the problem which yields an objective function value of $\$ 249,998,800$. Thus, since $\$ 250$ million is an upper bound for the optimal objective function value, the maximum possible improvement if the procedure were carried out further is $\$ 1200$. Recall that the $\$ 250$ million figure is only a bound and may not even be attainable. Thus the management scientist may wish to consider if the extra cost and time (which may be critical) to continue the procedure can be justified for achieving at most an additional $\$ 1200$ profit.

## STRONG DUALITY THEOREM

A second important duality theorem, the strong duality theorem, provides the characteristics of and the necessary conditions for optimal solutions to exist in primaldual pairs:

## Theorem 2: Strong Duality Theorem

If there is an optimal solution to one of the primal-dual pair of linear programs, there is an optimal solution to the other, with the following characteristics:

1. A set of optimal values for the dual variables is a set of shadow prices for the constraints of the primal problem.
2. The optimal objective function value for the primal problem equals the optimal objective function value for the dual problem.

FIGURE CD2.1
Dual for a Primal Problem with Many Constraints and Few Variables

This "existence" theorem provides the relationship between dual variables and primal constraints-namely, that the dual variables are equivalent to shadow prices at optimality. The second relationship states that one way to determine that a feasible solution for the primal problem and a feasible solution for the dual problem are optimal is to show that the corresponding objective function values are equal.

The strong duality theorem also provides an important alternate way to solve linear programs. When the optimal solution to the primal problem is determined, the optimal solution of the dual problem is found as a byproduct (since in virtually all solution procedures, the dual variables or shadow prices are readily available and routinely generated). Alternatively, when the dual problem is solved, the optimal solution of the primal problem can be determined from the shadow prices for the dual problem.

This approach can be particularly valuable for solving problems with few variables but many constraints. The dual to this problem has few constraints but many variables. Generally, the complexity and length of time it takes to solve a linear problem are functions of the number of constraints, not the number of variables. Thus as shown in Figure CD2.1, it can be much more efficient to solve the dual if a problem has few variables and many constraints than solving the primal directly.


A final consequence of the strong duality theorem is that if one of the primaldual pair has an optimal solution, the other does also; that is, its dual is neither infeasible nor unbounded. Thus, if there is any feasible solution to the primal and any feasible solution to the dual, both the primal and the dual have optimal solutions.

In rare cases, the primal problem and the dual problem can both be infeasible. These situations are usually contrived, textbook problems, but nonetheless they can occur. Thus, to show that a problem is unbounded, first show that its dual is infeasible. (This is sometimes relatively easy to demonstrate.) Then if the dual problem is infeasible, according to the strong duality theorem, the primal problem cannot have an optimal solution; therefore it must be either infeasible or unbounded. Hence, if one can find any feasible solution for the primal problem, the problem cannot be infeasible and therefore must be unbounded.

The following chart summarizes all the possibilities concerning the outcome of a primal-dual pair of linear programs:

|  | Possible Outcomes of Primal-Dual Pairs |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | Optimal | Primal <br> Unbounded | Infeasible |
| Dual | Optimal | Possible <br> Unbounded <br> Infeasible | Impossible | Impossible | | Impossible |
| :--- |

## COMPLEMENTARY SLACKNESS THEOREM

The third major duality theorem is one of the most important in mathematical programming, the complementary slackness theorem. Complementary slackness properties have already been touched on in Chapter 2:

## Theorem 3: Complementary Slackness Theorem

A feasible solution for the primal problem and a feasible solution for the dual problem are optimal for their respective problems if, and only if, the following complementary slackness conditions hold:

1. If there is slack or surplus for a primal constraint, the corresponding dual variable must be zero.
2. If there is slack or surplus for a dual constraint, the corresponding primal variable must be zero.

These conditions were introduced in Section 2.3. There, the first condition was stated using the term shadow price instead of dual variable. The second condition is equivalent to that dealing with the relationship between reduced costs and the values of the decision variables. This is because the surplus (negative slack) between the left side and right side of a dual constraint is the same as the reduced cost for a variable in the primal problem.

Thus another way of showing that a feasible solution is optimal for the primal and a corresponding feasible dual solution is optimal for the dual is to show that the corresponding pair of solutions for the primal and dual, respectively, satisfies the complementary slackness conditions.

## Conditions for a Solution to Be Optimal for the Primal and a Solution to Be Optimal for the Dual

If there is a feasible solution for the primal and a feasible solution for the dual, these solutions are optimal for the primal and dual, respectively, if either of the following conditions is satisfied:

1. The objective function value of the primal equals the objective function value of the dual.
or
2. The complementary slackness conditions hold.

Complementary slackness is one of the most powerful concepts in mathematical programming and has been used as the basis for many algorithms that solve linear programming, nonlinear programming, and network flow problems. Some of these algorithms begin by finding a feasible solution for the primal and employ complementary slackness to generate possible dual solutions. If the corresponding dual solution is feasible, an optimal primal-dual pair has been found. The simplex method, which is discussed in Supplement CD3, is an example of such an algorithm. The dual simplex method (also discussed in Supplement CD3) is an example of an algorithm that begins with a feasible solution to the dual problem and employs complementary slackness to generate possible primal solutions. When the corresponding primal solution is feasible, the solution is optimal.

Other algorithms, known as primal-dual algorithms, begin with infeasible solutions for both the primal and the dual which satisfy the complementary slackness
conditions. The steps of such algorithms repeatedly generate new solutions satisfying the complementary slackness conditions, while moving the attempted solutions closer to both primal and dual feasibility.

## III Economic Interpretation of the Dual Problem

Although it is difficult to provide a literal interpretation of the dual problem for every primal formulation, consider the primal problem faced by the KidsWagon Company in Section I. Here, the objective is to maximize the company's profit during the current production run given that the availability of wheels, handles, steel, and labor time is limited.

One interpretation for the dual problem involves the sale of the company's assets (resources) to an interested buyer. Suppose Carl Jason is interested in purchasing the resources of the KidsWagon Company (wheels, handles, steel, and labor). Carl wants to find a set of "fair" prices high enough to entice KidsWagon to sell him all of its resources, while minimizing his total cost.

Carl realizes that if KidsWagon can make more money by manufacturing and selling an item than by selling him the resources needed to produce the items, KidsWagon will have no incentive to sell its resources. For example, KidsWagon makes $\$ 7$ for each Junior wagon it manufactures. A Junior wagon consists of three wheels and one handle, uses two pounds of steel, and requires 10 minutes of labor time. Thus, if $\$ Y_{1}, \$ Y_{2}, \$ Y_{3}$, and $\$ Y_{4}$ are the prices Carl is willing to pay for a wheel, a handle, a pound of steel, and a minute of labor time, respectively, the value to KidsWagon of three wheels, one handle, two pounds of steel, and 10 min utes of labor time is: $3 \mathrm{Y}_{1}+\mathrm{Y}_{2}+2 \mathrm{Y}_{3}+10 \mathrm{Y}_{4}$. If this does not add up to at least $\$ 7$, KidsWagon would make more by manufacturing Junior wagons and have no incentive to sell these resources to Carl. Accordingly, Carl must offer prices $\$ Y_{1}$ for wheels, $\$ \mathrm{Y}_{2}$ for handles, $\$ \mathrm{Y}_{3}$ per pound of steel, and $\$ \mathrm{Y}_{4}$ per labor minute such that

$$
3 Y_{1}+Y_{2}+2 Y_{3}+10 Y_{4} \geq 7
$$

Similarly, it can be reasoned that these prices must also satisfy the following condition for ProExpress Wagons:

$$
4 Y_{1}+Y_{2}+3 Y_{3}+12 Y_{4} \geq 10
$$

The dual problem, therefore, finds a set of nonnegative prices that minimizes the total overall cost of all the resources to Carl so that the total value of the resources required to manufacture any one item is at least as great as the net unit profit of the item.

## The Simplex Method

n Chapters 2 and 3 we introduced linear programming and showed how models with two variables can be solved graphically. We relied on Excel's Solver to generate optimal solutions and sensitivity analyses for problems with more than two variables. The algorithm used in this program is a variant of the simplex method, first developed by George Dantzig in 1947. In recent
years, much attention has been paid to a new technique known as an interior point algorithm. While this algorithm has proven successful for solving many types of large problems, the simplex method remains the predominant method for solving most problems. Here we present a review of what's going on in the simplex computer module of software packages.

## LStandard and Canonical Form

## STANDARD FORM

The simplex method for solving linear programming models requires that all functional constraints be written as equalities. Then elementary row operations(1) multiplying equations by positive or negative numbers and (2) adding multiples of one equation to other equations-can systematically be performed without changing the set of feasible solutions to the problem. This problem must also be expressed using nonnegative variables. When these conditions are met, the problem is said to be in standard form.

## Standard Form

A linear program is in standard form if all the functional constraints are written as equations and all the variables are required to be nonnegative.

## Converting a Linear Programming Formulation to Standard Form

When a linear programming model is formulated, it will most likely include some inequality constraints and perhaps some variables that are not restricted to be nonnegative. To achieve standard form, the following conversions are made:

1. " $\leq$ " Constraints—Define a nonnegative slack variable $\left(\mathrm{S}_{1}\right)$ to represent the difference between the left side and the right side of the constraint. Then add $S_{1}$ to the left side of the constraint to form an equation.

Example: $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}-3 \mathrm{X}_{3} \leq 120$
Define $S_{1}=$ the difference between 120 and $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}-3 \mathrm{X}_{3}$
Result: $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}-3 \mathrm{X}_{3}+\mathrm{S}_{1}=120$
2. " $\geq$ " Constraints—Define a nonnegative surplus variable $\left(\mathrm{S}_{1}\right)$ to represent the difference between the right side and the left side of the constraint. Then subtract $S_{1}$ from the left side of the constraint to form an equation.

Example: 6X $-5 \mathrm{X}_{2}+4 \mathrm{X}_{3} \geq 200$
Define $S_{1}=$ the difference between $6 X_{1}-5 X_{2}+4 X_{3}$ and 200
Result: $6 \mathrm{X}_{1}-5 \mathrm{X}_{2}+4 \mathrm{X}_{3}-\mathrm{S}_{1}=200$
3. $\mathrm{X}_{\mathrm{J}}$ is restricted to a nonpositive variable-Define a new nonnegative variable $\mathrm{X}_{\mathrm{J}^{\prime}}=-\mathrm{X}_{\mathrm{J}}$ and replace $\mathrm{X}_{\mathrm{J}}$ by $-\mathrm{X}_{\mathrm{J}^{\prime}}$ in the formulation.
4. $\mathrm{X}_{\mathrm{J}}$ is unrestricted (i.e., it can be positive, negative, or 0)—Define $\mathrm{X}_{\mathrm{J}}=\mathrm{X}_{\mathrm{J}^{\prime}}-\mathrm{X}_{\mathrm{J}^{\prime \prime}}$ where $X_{J^{\prime}}$ and $X_{\mathrm{J}^{\prime}}$ are restricted to nonnegative variables and replace $\mathrm{X}_{\mathrm{J}}$ in the formulation by $\mathrm{X}_{\mathrm{J}^{\prime}}-\mathrm{X}_{\mathrm{J}^{\prime}}$.

Using these rules, let us convert the following linear programming formulation to one in standard form. Note that the subscript used for a slack or surplus variable corresponds to the position of the constraint in the formulation; that is, $\mathrm{S}_{1}$ is associated with the first constraint, $S_{2}$ with the second, and so on.

$$
\begin{array}{lrl}
\text { MAX } \quad 2 \mathrm{X}_{1}+5 \mathrm{X}_{2}-4 \mathrm{X}_{3}+8 \mathrm{X}_{4} \\
\mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3}-2 \mathrm{X}_{4} & \geq 28 \\
\mathrm{ST} & \\
6 \mathrm{X}_{1}+5 \mathrm{X}_{2}+\mathrm{X}_{4} & =30 \\
7 \mathrm{X}_{1}-2 \mathrm{X}_{2}+4 \mathrm{X}_{3} & \leq 25 \\
\mathrm{X}_{2}-3 \mathrm{X}_{3} & \geq 1 \\
\mathrm{X}_{1}, \mathrm{X}_{4} \geq 0, \mathrm{X}_{2} \text { unrestricted, } \mathrm{X}_{3} & \leq 0
\end{array}
$$

Define:
$\mathrm{S}_{1}=$ Surplus variable for constraint 1
$\mathrm{~S}_{3}=$ Slack variable for constraint 3
$\mathrm{~S}_{4}=$ Surplus variable for constraint 4
$\mathrm{X}_{2}=\mathrm{X}_{2^{\prime}}-\mathrm{X}_{2^{\prime \prime}}$
$\mathrm{X}_{3}=-\mathrm{X}_{3^{\prime}}$

Making these substitutions, the standard form is:

$$
\begin{aligned}
& \text { MAX } \quad 2 \mathrm{X}_{1}+5 \mathrm{X}_{2^{\prime}}-5 \mathrm{X}_{2^{\prime \prime}}+4 \mathrm{X}_{3^{\prime}}+8 \mathrm{X}_{4} \\
& \text { ST } \quad \mathrm{X}_{1}+\mathrm{X}_{2^{\prime}}-\mathrm{X}_{2^{\prime \prime}}-3 \mathrm{X}_{3^{\prime}}-2 \mathrm{X}_{4}-\mathrm{S}_{1} \quad=28 \\
& 6 \mathrm{X}_{1}+5 \mathrm{X}_{2^{\prime}}-5 \mathrm{X}_{2^{\prime \prime}}+\mathrm{X}_{4}=30 \\
& 7 \mathrm{X}_{1}-2 \mathrm{X}_{2^{\prime}}+2 \mathrm{X}_{2^{\prime \prime}}-4 \mathrm{X}_{3^{\prime}} \quad+\mathrm{S}_{3}=25 \\
& \mathrm{X}_{2^{\prime}}-\mathrm{X}_{2^{\prime \prime}}+3 \mathrm{X}_{3^{\prime}} \quad-\mathrm{S}_{4}=1 \\
& \mathrm{X}_{1}, \mathrm{X}_{2^{\prime}}, \mathrm{X}_{2^{\prime \prime}}, \mathrm{X}_{3^{\prime}}, \mathrm{X}_{4}, \mathrm{~S}_{1}, \mathrm{~S}_{3}, \mathrm{~S}_{4} \geq 0
\end{aligned}
$$

## CANONICAL FORM

After slack and surplus variables have been added to the functional constraints, there are typically more total variables (decision, slack, and surplus variables) than there are equations. When this occurs, there are usually an infinite number of possible solutions. Even so, it may be difficult to determine even one solution. For example, can you easily find a solution to the following three equations in six unknowns?

$$
\begin{array}{r}
6 \mathrm{X}_{1}+\mathrm{X}_{2}+2 \mathrm{X}_{3}+5 \mathrm{X}_{4}+\mathrm{X}_{5}+9 \mathrm{X}_{6}=100 \\
12 \mathrm{X}_{1}+3 \mathrm{X}_{2}+4 \mathrm{X}_{3}+9 \mathrm{X}_{4}+\mathrm{X}_{5}+23 \mathrm{X}_{6}=170 \\
3 \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}+7 \mathrm{X}_{4}+\mathrm{X}_{5}+7 \mathrm{X}_{6}=80
\end{array}
$$

There is no immediately obvious solution to this system of equations. However, if a system of equations is written in canonical form, as defined below, a solution can easily be determined:

## Canonical Form

A system of equations is in canonical form if for each equation there exists a variable that appears only in that equation, and its coefficient in that equation is +1 .

When a series of elementary row operations is performed on a system of equations, the result is an equivalent system of equations that has exactly the same set of solutions as the original system of equations. By performing an appropriate series of elementary row operations on the above system of three equations in six unknowns, it can be shown that the following is an equivalent system of equations:

$$
\begin{array}{rlr}
3 \mathrm{X}_{1} \quad+\mathrm{X}_{3}-2 \mathrm{X}_{4} & +2 \mathrm{X}_{6} & =20 \\
+4 \mathrm{X}_{4}+5 \mathrm{X}_{6} & =15 \\
\mathrm{X}_{2} & 5 \mathrm{X}_{4}+\mathrm{X}_{5} & =45
\end{array}
$$

This system is in canonical form because $X_{3}$ appears only in the first constraint and has a coefficient +1 in this equation; $X_{2}$ appears only in the second constraint with a coefficient of +1 ; and $\mathrm{X}_{5}$ appears only in the third constraint also with a coefficient of +1 . These variables $\left(\mathrm{X}_{3}, \mathrm{X}_{2}\right.$, and $\left.\mathrm{X}_{5}\right)$ are the basic variables corresponding to these equations. The other variables $\left(X_{1}, X_{4}\right.$, and $\left.X_{6}\right)$ are called nonbasic variables. Note that $X_{1}$ also appears only in the first equation. However, since its coefficient is +3 , not +1 , it is not the basic variable for the first equation. ${ }^{1}$

## Basic and Nonbasic Variables

Each equation in a system of equations in canonical form has a basic variable that is multiplied by +1 in that equation and multiplied by 0 (does not appear) in the other equations.

Variables that are not basic variables are nonbasic variables.

When a system of equations is written in canonical form, a solution can be found by setting all the nonbasic variables to 0 ; then, the values of the basic variables are the corresponding numbers on the right-hand side of the equations. This is called a basic solution. Thus, for the problem above, the values of the basic variables are obtained by setting $X_{1}=0, X_{4}=0$, and $X_{6}=0$. Then $X_{3}=20, X_{2}=15$, and $X_{5}=45$, respectively. The basic solution corresponding to the system of equations written in the above canonical form is therefore:

$$
X_{1}=0, X_{2}=15, X_{3}=20, X_{4}=0, X_{5}=45, X_{6}=0
$$

Since this system of equations is equivalent to the original set of equations, the above solution is also a feasible solution for the original set of equations. This can be shown by substituting these values into the original set of equations:

$$
\begin{aligned}
6(0)+1(15)+2(20)+5(0)+1(45)+9(0) & =100 \\
12(0)+3(15)+4(20)+9(0)+1(45)+23(0) & =170 \\
3(0)+1(15)+1(20)+7(0)+1(45)+7(0) & =80
\end{aligned}
$$

[^77]In linear programming models, a feasible solution must satisfy not only the functional constraints, but also the nonnegativity constraints for the variables; that is, all variables must be greater than or equal to zero. A basic solution in which all the variables have nonnegative values is a basic feasible solution for the problem. In the basic solution above, all the variables do have nonnegative values; thus it is a basic feasible solution.

## Basic Solutions and Basic Feasible Solutions

A basic solution for a system of equations in canonical form is obtained by setting the nonbasic variables to zero and the basic variables to the right-hand side values.

A basic solution in which all the variables are greater than or equal to zero is a basic feasible solution.

Basic feasible solutions are important because of the following algebraic/ geometric property for feasible regions generated by linear constraints:

## Basic Feasible Solution/Extreme Point Equivalence

A basic feasible solution is equivalent to an extreme point of the feasible region of a linear constraint set, and vice versa.

Recall that, according to the extreme point property, if a linear program has an optimal solution, then an extreme point must be optimal. Thus, algebraically, if a linear program has an optimal solution, then a basic feasible solution must be optimal.

## II Tableaus for Maximization Problems When All Functional Constraints Are " $\leq$ " Constraints

The simplex method performs elementary row operations on functional constraints written in canonical form. In the discussion that follows, the simplex method is illustrated for a problem having a maximization objective function and all " $\leq$ " functional constraints. (Problems with other structures are discussed later in this supplement.) Consider the model for Galaxy Industries presented in Chapter 2 of the text. For this problem, the linear programming model is:
$\mathrm{X}_{1}=$ dozens of Space Rays produced in the production run
$\mathrm{X}_{2}=$ dozens of Zappers produced in the production run

| MAX | $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ | (Profit) |
| :--- | :--- | :--- |
| ST |  |  |
|  | $2 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 1000$ | (Plastic) |
|  | $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2400$ | (Production Time) |
|  | $\mathrm{X}_{1}+\mathrm{X}_{2} \leq 700$ | (Total Production) |
|  | $\mathrm{X}_{1}-\mathrm{X}_{2} \leq 350$ | (Mix) |
|  | $\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$ |  |

Define:
$\mathrm{S}_{1}=$ the amount of unused plastic
$\mathrm{S}_{2}=$ the amount of unused production time
$S_{3}=$ the amount by which total production falls below 700 dozen
$\mathrm{S}_{4}=$ the amount by which the difference in production of Space Rays and Zappers falls below 350 dozen

The standard form for the Galaxy Industries model is then:

| MAX | $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ |  |  | (Profit) |
| :---: | :---: | :---: | :---: | :---: |
| SI | $2 \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{S}_{1}$ |  | = 1000 | (Plastic) |
|  | $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}$ | $+\mathrm{S}_{2}$ | $=2400$ | (Production Time) |
|  | $\mathrm{X}_{1}+\mathrm{X}_{2}$ |  | $=700$ | (Total Production) |
|  | $\mathrm{X}_{1}-\mathrm{X}_{2}$ |  | $=350$ | (Mix) |
| All $\mathrm{X}_{\mathrm{J}} \geq 0$ and all $\mathrm{S}_{\mathrm{J}} \geq 0$ |  |  |  |  |

Since the slack variables $S_{1}, S_{2}, S_{3}$, and $S_{4}$ comprise a set of basic variables, this standard form is also a canonical form. Canonical form always results from adding slack variables to a model in which all the functional constraints are " $\leq$ " constraints.

The initial basic feasible solution, found by setting the nonbasic variables $\mathrm{X}_{1}$ and $X_{2}$ to 0 , is $X_{1}=0, X_{2}=0, S_{1}=1000, S_{2}=2400, S_{3}=700$, and $S_{4}=350$. Since $X_{1}=0, X_{2}=0$ yields an objective function value of zero, hopefully this is not the optimal solution. The simplex method operates by performing elementary row operations on this set of equations to generate an equivalent set of equations that is also in canonical form. It then determines if the basic feasible solution for this equivalent set of equations is optimal; if it is not, it repeats the process.

One efficient way to keep track of the equations and other relevant information utilized in the simplex method is through the use of a matrix (similar to a spreadsheet) called the simplex tableau. Different software packages format the simplex tableau differently. Here just one approach is presented. Instructions for constructing a simplex tableau are illustrated in Figure CD3.1.

FIGURE CD3.1
Constructing a Tableau


The simplex tableau for the initial canonical form for the Galaxy Industries problem is given in Figure CD3.2. Let us analyze the information contained in this tableau.

FIGURE CD3.2 Initial Tableau for the Galaxy Industries Problem

| BASIS CJ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |
| $\mathrm{S}_{1} 0$ | 2 | 1 | 1 | 0 | 0 | 0 | 1000 |
| $\mathrm{S}_{2} 0$ | 3 | 4 | 0 | 1 | 0 | 0 | 2400 |
| $\mathrm{S}_{3} 0$ | 1 | 1 | 0 | 0 | 1 | 0 | 700 |
| $\mathrm{S}_{4} \quad 0$ | 1 | -1 | 0 | 0 | 0 | 1 | 350 |
| $\mathrm{Z}_{\mathrm{J}}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C_{J}-Z_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |

## THE BASIS, $C_{J}$, AND $B_{1}$ COLUMNS

The BASIS column of the simplex tableau keeps track of the basic variables. The $\mathrm{C}_{\mathrm{J}}$ column provides the original objective function coefficients for the corresponding variables listed in the BASIS column. The $B_{I}$ column gives the right-hand values of the constraints written in their current form. Since the basic variables are set to the values on the right side of the equations, written in canonical form, the $B_{I}$ column also gives the values of the corresponding basic variables listed in the BASIS column.

## THE ROWS OF THE TABLEAU

With the exception of the $Z_{J}$ and $C_{J}-Z_{J}$ rows, the rows of the tableau are fairly self-explanatory. The $\mathrm{C}_{\mathrm{J}}$ row provides the original function coefficients for all the variables. The rows in the body of the tableau give the coefficients of the equations, written in their current canonical form.

## The $C_{j}$ Row

The $\mathrm{C}_{\mathrm{J}}$ row gives the objective function coefficients of all the variables, including slack variables. If a variable is increased by one unit, its $C_{J}$ value represents the gross increase in the value of the objective function. In the original tableau for Galaxy Industries, if $X_{1}$ is increased by one unit, the gross increase in the value of the objective function is 8 , as designated by the entry of 8 in its $\mathrm{C}_{\mathrm{J}}$ row. Similarly, if $X_{2}$ is increased by one unit, the gross increase in the value of the objective function is 5 , and so on.

## The $Z_{J}$ Row

If a variable is increased from its current value, the values of other variables must also change so that each equation is satisfied. Changing the value of these variables can change the overall contribution those variables make to the objective function, however. In maximization problems, the $\mathrm{Z}_{\mathrm{J}}$ row gives the corresponding per unit gross decrease in the value of the objective function due to these changes. The entries in this row are obtained by summing the products of the entries in its variable column and the corresponding entries in the $\mathrm{C}_{\mathrm{J}}$ column.

For example, consider the equations in the above tableau:

$$
\begin{array}{rlr}
2 \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{S}_{1} & =1000 \\
3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+\mathrm{S}_{2} & & =2400 \\
\mathrm{X}_{1}+\mathrm{X}_{2} & +\mathrm{S}_{3} & =700 \\
\mathrm{X}_{1}-\mathrm{X}_{2} & & \\
& & \\
S_{4} & =350
\end{array}
$$

The corresponding basic feasible solution is $X_{1}=0, X_{2}=0, S_{1}=1000, S_{2}=$ $2400, S_{3}=700, S_{4}=350$.

If $\mathrm{X}_{1}$ is allowed to increase from 0 to 1 while all other nonbasic variables (in this case, only $\mathrm{X}_{2}$ ) remain $0, \mathrm{~S}_{1}$ now has to be 998 in order for the first equation to hold. Similarly $S_{2}$ has to be 2397 for the second equation to hold; $S_{3}$ has to be 699 for the third equation to hold; and $S_{4}$ has to be 349 for the fourth equation to hold. In other words, as $X_{1}$ increases by one unit, $S_{1}$ decreases by two, $S_{2}$ decreases by three, $S_{3}$ decreases by one, and $S_{4}$ decreases by one. These are the numbers found in the $\mathrm{X}_{1}$ column. Thus the numbers in the main body of the tableau can be interpreted as follows:

Interpretation of Numbers in the Body of the Tableau
The numbers in the column of a nonbasic variable provide the amount the corresponding basic variables will decrease given a one-unit increase in that nonbasic variable.

Hypothetical $Z_{J}$ Calculation Now suppose, hypothetically, that the objective function coefficients for $S_{1}, S_{2}, S_{3}$, and $S_{4}$ were 2, 1, 0 , and 3, respectively (they are not but suppose they were). In this case, the two-unit decrease in $\mathrm{S}_{1}$ reduces the objective function value by $2(2)=\$ 4$; the three-unit decrease in $S_{2}$ reduces the objective function by $3(1)=\$ 3$; the one-unit decrease in $S_{3}$ decreases it by $1(0)=\$ 0$; and the one-unit decrease in $S_{4}$ decreases it by $1(3)=\$ 3$. The total gross decrease in profit is $\$ 4+\$ 3+\$ 0+\$ 3=\$ 10$; this becomes the $Z_{J}$ entry in the $X_{1}$ column. Therefore, Table CD3.1 summarizes the calculations.

TABLE CD3.1 (Hypothetical) Calculation of the $Z_{J}$ Value for $X_{1}$

|  | (Hypothetical) <br> Profit Loss per Unit <br> $\left(\mathrm{C}_{\mathrm{j}}\right.$ Column $)$ | Amount Decreased <br> $\left(\mathrm{X}_{1}\right.$ Column $)$ | Total Profit Loss <br> $\left(\mathrm{C}_{\mathrm{J}} * \mathrm{X}_{1}\right)$ |
| :---: | :---: | :---: | :---: |
| Basic Variable | 2 | $\$ 4$ |  |
| $\mathrm{~S}_{1}$ | $\$ 2$ | 2 | $\$ 3$ |
| $\mathrm{~S}_{2}$ | $\$ 1$ | 1 | $\$ 0$ |
| $\mathrm{~S}_{3}$ | $\$ 0$ | 1 | $\frac{\$ 3}{}$ |
| $\mathrm{~S}_{4}$ | $\$ 3$ | Total per Unit Decrease $\left(\mathrm{Z}_{\mathrm{J}}\right.$ Value $)=\$ 10$ |  |

Actual $Z_{J}$ Calculation for the Original Tableau The actual objective function coefficients for $S_{1}, S_{2}, S_{3}$, and $S_{4}$ in the first tableau are not $2,1,0$, and 3 , respectively, but $0,0,0$, and 0 . Thus the actual $Z_{\mathrm{J}}$ calculation for $\mathrm{X}_{1}$ in the first tableau is shown in Table CD3.2. These data verify the $Z_{J}$ entry for $X_{1}$ of 0 in the original tableau. To calculate the $Z_{J}$ value for another variable, a similar calculation is made using the column of that variable in place of the $X_{1}$ column. In this

Table CD3.2 (Actual) Calculation of the $Z_{J}$ Value for $X_{1}$

| Basic Variable | Profit Lost per Unit <br> $\left(\mathrm{C}_{\mathrm{J}}\right.$ Column $)$ | Amount Decreased <br> $\left(\mathrm{X}_{1}\right.$ Column $)$ | Total Lost Profit <br> $\left(\mathrm{C}_{\mathrm{J}} * \mathrm{X}_{1}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | $\$ 0$ | 2 | $\$ 0$ |
| $\mathrm{~S}_{2}$ | $\$ 0$ | 3 | $\$ 0$ |
| $\mathrm{~S}_{3}$ | $\$ 0$ | 1 | $\$ 0$ |
| $\mathrm{~S}_{4}$ | $\$ 0$ | 1 | $\$ 0$ |
|  |  | Total per Unit Decrease $\left(\mathrm{Z}_{\mathrm{J}}\right.$ Value $)=\$ 0$ |  |

tableau, there is no gross decrease in the value of the objective function for any variable (the $Z_{J}$ 's are all 0 ).

The entry in the $B_{I}$ column of the $Z_{J}$ row is obtained the same way as are the other $Z_{J}$ values. Since the $C_{J}$ column gives the objective function coefficients of the basic variables and the $B_{I}$ column gives the value of the basic variables, this entry gives the value of the objective function for the basic feasible solution associated with this tableau. Because the basic feasible solution for this first tableau shows $\mathrm{X}_{1}=0$ and $X_{2}=0$, the objective function value for this solution is 0 .

## The $\mathbf{C}_{\mathbf{J}}-\mathbf{Z}_{\mathbf{J}}$ Row

The $\mathrm{C}_{\mathrm{J}}$ row provides the gross per unit increase in the value of the objective function when each variable is increased, and the $Z_{\mathrm{J}}$ row gives the corresponding gross per unit decrease in the value of the objective function when each variable is increased. The difference between the per unit gross increase and the per unit gross decrease is the net effect on the value of the objective function as each variable is increased by one unit. The net effect on the objective function of increasing $X_{1}$ by one unit is $\$ 8$; for $\mathrm{X}_{2}$ it is $\$ 5$; and so on. Note that the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value for all basic variables is 0 .

|  | Meaning of $C_{J}, Z_{J}$, and $C_{J}-Z_{J}$ Rows <br> for Maximization Problems |
| :--- | :--- |
| $\mathrm{C}_{\mathrm{J}}$ Value $\quad$The gross increase in the value of the objective function, given a <br> one-unit increase in that variable. |  |
| $\mathrm{Z}_{\mathrm{J}}$ Value $\left.\quad \begin{array}{l}\text { The gross decrease in the value of the objective function, given a } \\ \text { one-unit increase in that variable. } \\ \mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}} \text { Value } \\ \begin{array}{l}\text { The net effect on the value of the objective function, given a one-unit } \\ \text { increase in that variable. }\end{array}\end{array}\right)$. |  |

(For minimization problems, the $C_{J}$ value gives the gross decrease and the $Z_{J}$ value gives the gross increase to the value of the objective function, given a one-unit increase in the variable. The $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value still gives the net effect of the change.)

Figure CD3.3 summarizes the meaning of each number in a simplex tableau.


FIGURE CD3.3 Meaning of all Entries in a Tableau

## III The Simplex Algorithm

The simplex method is a three-step procedure involving the following concepts:

## The Simplex Algorithm: The Approach

1. Evaluate whether or not the current basic feasible solution is optimal. If it is not, determine the nonbasic variable that can be increased from zero which will improve the value of the objective function at the fastest rate.
2. Determine how much this variable can be increased before a current basic variable is forced to zero.
3. Perform elementary row operations to generate an equivalent system in which the nonbasic variable found in Step 1 replaces the basic variable identified in Step 2 as a basic variable.

Return to Step 1

This approach is now illustrated for the Galaxy Industries model developed in Section II.

## STEP 1: DETERMINE IF THE CURRENT SOLUTION IS OPTIMAL (MAXIMIZATION PROBLEMS)

Recall that the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row gives the net effect of a one-unit increase in each variable on the objective function. If there are no positive entries in this row, an increase in any variable will not improve the value of the objective function, and the current solution will be optimal.

Since there are positive $C_{J}-Z_{J}$ values of 8 and 5 for $X_{1}$ and $X_{2}$, respectively, this indicates that improvement is possible by increasing either of these variables. The objective function will increase $\$ 8$ for every unit $X_{1}$ is increased and $\$ 5$ for every unit $X_{2}$ is increased. The variable with the most positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value, $\mathrm{X}_{1}$, is selectd as the current nonbasic variable that will be increased from 0 . It is called the entering variable since it will enter the set of basic variables at the next iteration. The column of the entering variable is called the entering or pivot column.

Thus the rule for selecting the entering variable in Step 1 can be expressed as follows:

## Step 1: Which Variable Increases the Objective Function Value the Most per Unit?

Select the variable with the most positive entry in the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row as the entering variable. If there are no positive entries in the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row, STOP. The current solution is optimal.

It was pointed out that increasing either $\mathrm{X}_{1}$ or $\mathrm{X}_{2}$ (variables with positive $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ values) increases the objective function value. $X_{1}$ was selected because it increases the objective function the most per unit. If $\mathrm{X}_{2}$ had been chosen instead, one would still eventually reach the optimal solution. By selecting the variable with the most positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value, however, the optimal solution is usually (though not always) reached more quickly. ${ }^{2}$ If two or more variables have the same largest positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value, the entering variable can be selected arbitrarily from those variables.

[^78]
## STEP 2: DETERMINE THE MAXIMUM INCREASE FOR THE ENTERING VARIABLE

As has been shown, if $X_{1}$ increases by one unit, $S_{1}$ decreases by two units. Thus, if $X_{1}$ increases by 30 units, $S_{1}$ decreases by $30(2)=60$ units to $1000-60=940$; if $X_{1}$ increases by 100 units, $S_{1}$ decreases by $(100)(2)=200$ units to $1000-200=$ 800. Since the value of $S_{1}$ is currently 1000 , the ratio $1000 / 2=500$ is the maximum increase in $X_{1}$ possible before $S_{1}$ reaches 0 . If $X_{1}$ increases by more than $500, S_{1}$ becomes negative, which is not permitted. Similar reasoning indicates the following:

## Equation

1
$0 / 2=500$
$2 \quad 2400 / 3=800$
$3 \quad 700 / 1=700$
$4 \quad 350 / 1=350$

## Interpretation

Maximum value of $X_{1}$ before $S_{1}$ reaches 0 Maximum value of $X_{1}$ before $S_{2}$ reaches 0 Maximum value of $X_{1}$ before $S_{3}$ reaches 0
Maximum value of $X_{1}$ before $S_{4}$ reaches 0

Since no variable, including $S_{1}, S_{2}, S_{3}$, or $S_{4}$ can have a negative value, the maximum value that $\mathrm{X}_{1}$ can take on at this time, before some basic variable reaches zero, is the minimum ratio of 350 . When $\mathrm{X}_{1}=350$, the current basic variable, $\mathrm{S}_{4}$, is the first basic variable to reach zero. This variable is called the leaving variable because it will leave the set of basic variables at the next iteration. The current row corresponding to the leaving variable is called the leaving, or pivot row.

In this case, there are no negative or zero entries in the $\mathrm{X}_{1}$ column. If there had been a negative entry in the $\mathrm{X}_{1}$ column in a particular row, the corresponding basic variable would increase (not decrease) as $\mathrm{X}_{1}$ increases. Similarly, if there had been a zero entry in the $\mathrm{X}_{1}$ column in a particular row, the corresponding basic variable would have remained unchanged (rather than decrease) as $\mathrm{X}_{1}$ increases. Neither of these cases imposes limits on the maximum value of $\mathrm{X}_{1}$. Hence this ratio test is applied only to positive numbers in the entering column.

The process for selecting the leaving variable in Step 2 can be summarized as follows:

## Step 2: How Far Can the Entering Variable Be Increased?

Find the minimizing ratio between the right-hand side values and positive entries in the entering column.

## STEP 3: GENERATE AN EQUIVALENT SYSTEM OF EQUATIONS WITH A NEW BASIS REPRESENTATION

Since only basic variables can be positive (nonbasic variables are set to zero), a new canonical form representation for the equations in which the entering variable replaces the leaving variable as a basic variable is needed. The goal is to make the new column of the entering variable (the pivot column) all zeros, except for a +1 in the row corresponding to the row of the leaving variable (the pivot row), as shown in Figure CD3.4.

The current value of the entry that we wish to make +1 is the number that is in both the pivot row and pivot column; it is called the pivot element. Thus, at this stage, one wishes to generate a new tableau in which all of the entries in the $X_{1}$ column (the pivot column) are zeros, except for $a+1$ in the fourth row (since $S_{4}$ is the leaving variable). To accomplish this, the elementary row operations are carried out in the following sequence.

FIGURE CD3.4 Goal of Elementary Row Operations


## 1. Generate a" +1 " in the Pivot Row

It just so happens that in this first tableau, there is already a +1 entry for $X_{1}$ in the pivot row; that is, the pivot element is 1 . But if the pivot element had been " 5 ", dividing the pivot row through by 5 would generate a row with a +1 entry in the $X_{1}$ column. Thus, to "get the 1 " in the pivot row, divide the pivot row by the pivot element. The new row generated as a result of this division is designated as the "*" row, in a new tableau as shown in Figure CD3.5.

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | $\mathrm{B}_{1}$ | Ratio |
| $\mathrm{S}_{1} 0$ | 2 | 1 | 1 | 0 | 0 | 0 | 1000 | 500 |
| $\mathrm{S}_{2} 0$ | 3 | 4 | 0 | 1 | 0 | 0 | 2400 | 800 |
| $\mathrm{S}_{3} \quad 0$ | 1 | 1 | 0 | 0 | 1 | 0 | 700 | 700 |
| $\mathrm{S}_{4} \quad 0$ | 1 | -1 | 0 | 0 | 0 | 1 | 350 | 350 |
| $\begin{gathered} z_{J} \\ c_{J}-z_{J} \end{gathered}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |  |

Get a "1" in the position of the pivot element by dividing the pivot row by the pivot element

| BASIS $\mathrm{C}_{\mathrm{J}}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
|  | 1 | -1 | 0 | 0 | 0 | 1 | 350 | (*) |
| $\begin{gathered} \mathrm{z}_{\mathrm{J}} \\ \mathrm{C}_{\mathrm{J}}-\mathrm{z}_{\mathrm{J}} \end{gathered}$ |  |  |  |  |  |  |  |  |

## 2. Generate the "Os" in the Other Rows

Consider the first equation row. If there is already a " 0 " in that row, the row copied is into the new tableau. Since here the coefficient in the first row is a " 2 ", however, this coefficient can be made " 0 " in the new tableau by another elementary row operation. Recall that an equivalent system of equations is generated if a multiple of one row is added to or subtracted from another row. Since there is now a " 1 " in the pivot column of the "*" row in the new tableau, one can generate a " 0 " in the pivot column for the first equation by subtracting 2 times the "*" row from the current row. This is illustrated in Figure CD3.6.

FIGURE CD3.6
Generating the " 0 " in the First Equation

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | $\mathrm{B}_{1}$ | Ratio |
| $\mathrm{S}_{1} 0$ | 2 | 1 | 1 | 0 | 0 | 0 | 1000 | 500 |
| $\mathrm{S}_{2} 0$ | 3 | 4 | 0 | 1 | 0 | 0 | 2400 | 800 |
| $\mathrm{S}_{3} \quad 0$ | 1 | 1 | 0 | 0 | 1 | 0 | 700 | 700 |
| $\mathrm{S}_{4} \quad 0$ | 1 | -1 | 0 | 0 | 0 | 1 | 350 | 350 |
| $\begin{gathered} z_{J} \\ c_{J}-z_{J} \end{gathered}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |  |


| 1. Write the current first row : 2 | 1 | 1 | 0 | 0 | 0 | 1000 |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2. Multiply (*) row by $2:$ | 2 | -2 | 0 | 0 | 0 | 2 | 700 |
| 3. Subtract (1) - (2) : | 0 | 3 | 1 | 0 | 0 | -2 | 300 |


|  | X | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS CJ | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
| $\begin{aligned} & \mathrm{S}_{1} \\ & \mathrm{~S}_{2} \\ & \mathrm{~S}_{3} \\ & \mathrm{~S}_{4} \\ & \hline \end{aligned}$ | 0 | 3 -1 | 0 | 0 0 | 0 0 | -2 1 | 300 350 | (*) |
| $\begin{gathered} z_{J} \\ c_{J}-z_{J} \end{gathered}$ |  |  |  |  |  |  |  |  |

Similarly, subtracting 3 times the "*" row from the current second row yields a " 0 " in the $X_{1}$ column of the second row of the next tableau; subtracting 1 times the "*" row from the current third row yields a " 0 " in the third row of the $\mathrm{X}_{1}$ column of the next tableau. Once these steps are completed, an equivalent set of equations has been created with $\mathrm{X}_{1}$ replacing $\mathrm{S}_{4}$ as a basic variable.

These steps for generating the equivalent set of equations for the next tableau can be summarized as follows:

## Step 3: How Are the Equations for the Next Tableau Generated?

1. For pivot row: Divide pivot row by pivot element to get the "*" row for the next tableau.
2. For other rows: Multiply this "*" row by the value in the current pivot column and subtract the result from the current row.

## 3. Complete the Tableau

The rest of the next tableau can now be completed. The BASIS entries remain the same, except that $X_{1}$ replaces $S_{4}$ as a basic variable and its corresponding BASIS $C_{J}$ column entry is 8 . The $Z_{J}$ entries are calculated in the same manner as before by summing the multiples of the entries in the $\mathrm{C}_{\mathrm{J}}$ column by the corresponding entries in each column and the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ entries are found by subtracting the $Z_{\mathrm{J}}$ row from the $C_{J}$ row. For example, the $Z_{J}$ entry for $X_{2}$ is now $0(3)+(0)(7)+(0)(2)+$ $(8)(-1)=-8$, and its $C_{J}-Z_{J}$ value is now $5-(-8)=13$.

The complete tableau resulting from these row operations is shown in Figure CD3.7.

FIGURE CD3.7
Generating the " 0 " in the Second and Third Equations


The set of steps in the simplex algorithm can now be summarized as follows:

## Simplex Algorithm (for Maximization Problems): <br> The Mechanics

1. Find the most positive entry in the $C_{j}-Z_{j}$ row; this is the entering variable. If there are no positive entries, STOP; the current solution is optimal.
2. Find the minimizing ratio between the RHS values and positive entries in the entering column; this is the leaving variable.
3. a. Divide pivot row by pivot element to get the "*" row for the next tableau.
b. For other rows: Multiply this "*" row by the current pivot column value and subtract the result from the current row.
c. Replace the leaving variable by the entering variable in the BASIS column and enter its $C_{j}$ coefficient in the BASIS $C_{j}$ column. Calculate the $Z_{j}$ value for each column by summing the products of the BASIS $C_{j}$ entries and the corresponding entry in the column. Calculate the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row by subtracting the $Z_{j}$ row entries from the $C_{j}$ row entries.

Then go back to Step 1

Each repetition of these steps is an iteration of the algorithm. The tableau that was generated above by replacing $S_{4}$ with $X_{1}$ as a basic variable is the tableau for the second iteration. Note that, at this point, the solution is now $\mathrm{X}_{1}=350, \mathrm{X}_{2}$ (nonbasic) $=0, \mathrm{~S}_{1}=300, \mathrm{~S}_{2}=1350, \mathrm{~S}_{3}=350, \mathrm{~S}_{4}$ (nonbasic) $=0$, yielding an objective function value of 2800 .

## SUBSEQUENT ITERATIONS

One additional iteration for the Galaxy Industries problem will be shown in detail. In the tableau for the second iteration (the bottom half of Figure CD3.7), the most positive $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ value is 13 . This corresponds to the $\mathrm{X}_{2}$ column; hence $\mathrm{X}_{2}$ is the entering variable. The ratios for Step 2 are determined by dividing the right-hand side values by the positive numbers in the $\mathrm{X}_{2}$ column. These ratios for the first three rows are $300 / 3=100,1350 / 7=192.86$, and $350 / 2=175$, respectively. No ratio is determined for the fourth row because its value in the pivot column is a negative number $(-1)$. Since the minimizing ratio is $100, \mathrm{~S}_{1}$ is the leaving variable and the first row is the "*" row in the next tableau. The pivot element, found at the intersection of the entering column and leaving row, is 3 .

To generate the "*" row for the next tableau, divide the first row of the current tableau by the pivot element, (3). The resulting iteration is illustrated in Figure CD3.8.

| BASIS | CJ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ | Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
| $\mathrm{S}_{1}$ | 0 | 0 | 3 | 1 | 0 | 0 | -2 | 300 | 100 (min) |
| $\mathrm{S}_{2}$ | 0 | 0 | 7 | 0 | 1 | 0 | -3 | 1350 | 1350/7 |
| $\mathrm{S}_{3}$ | 0 | 0 | 2 | 0 | 0 | 1 | -1 | 350 | 175 |
| X | 8 | 1 | -1 | 0 | 0 | 0 | 1 | 350 | - - - |
| $\begin{gathered} z_{J} \\ c_{J}-z_{J} \end{gathered}$ |  | 8 | -8 | 0 | 0 | 0 | 8 | 2800 |  |
|  |  | 0 | 13 | 0 | 0 | 0 | -8 |  |  |

Divide pivot row (first row) by pivot element (3) to get (*) row

| BASIS $\mathrm{C}_{\mathrm{J}}$ | X | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
|  | 0 | 1 | 1/3 | 0 | 0 | -2/3 | 100 | (*) |
| $\begin{gathered} z_{J} \\ C_{J}-z_{J} \end{gathered}$ |  |  |  |  |  |  |  |  |

The remainder of the equations are found by multiplying this "*" row by the current entry in the $X_{2}$ column for each row and subtracting the result from the current row entries. Thus the new second row is generated by subtracting 7 times the "*" row from the current second row; the new third row by subtracting 2 times the "*" row from the current third row; and the new fourth row by subtracting -1 times the "*" row from the current fourth row (or alternatively, adding +1 times the "*" row to the current fourth row). Then, $X_{2}$ replaces $S_{1}$ in the BASIS column, its $\mathrm{C}_{\mathrm{J}}$ value of 5 is entered next to it in the BASIS $\mathrm{C}_{\mathrm{J}}$ column, and the $\mathrm{Z}_{\mathrm{J}}$ row and the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ rows are calculated.

These calculations are shown in detail in Figure CD3.9, the tableau to begin the next iteration. The basic feasible solution associated with this tableau is $\mathrm{X}_{1}=$ $450, X_{2}=100, S_{1}($ nonbasic $)=0, S_{2}=650, S_{3}=150$, and $S_{4}$ (nonbasic) $=0$. The objective function value is 4100 .

FIGURE CD3.9
Iteration 2: Calculations for Rows 2, 3, and 4

FIGURE CD3.10 The Third Iteration
(1) Write the current second row: $0 \quad 7 \quad 0 \quad 1 \quad 0 \quad-3 \left\lvert\, \begin{array}{lllll}1350\end{array}\right.$
(2) Multiply (*) row by 7 :

(3) New second row: (1) - (2) : |  | $0-7 / 3$ | 1 | 0 | $5 / 3$ | 650 |
| :--- | :--- | :--- | :--- | :--- | :--- | Goal is to get " 0 " here

(1) Write the current third row:
(2) Multiply (*) row by 2 :
(3) New third row: (1) - (2) :

| 0 | 2 | 0 | 0 | 1 | -1 | 350 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | $2 / 3$ | 0 | 0 | $-4 / 3$ | 200 |
| 0 | $0-2 / 3$ | 0 | 1 | $1 / 3$ | 150 |  | Goal is to get " 0 " here $\qquad$ (1) Write the current fourth row : $1-1$| 350 |
| :--- | :--- | :--- | :--- | :--- | :--- |

(2) Multiply (*) row by -1 :
(3) New fourth row: (1) - (2) :
 Goal is to get " 0 " here $\xrightarrow{1} 0$

Gives the tableau for the third iteration

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | 1/3 | 0 | 0 | -2/3 | 100 |
| $\mathrm{S}_{2} \quad 0$ | 0 | 0 | -7/3 | 1 | 0 | 5/3 | 650 |
| $\mathrm{S}_{3} 0$ | 0 | 0 | -2/3 | 0 | 1 | 1/3 | 150 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 1/3 | 0 | 0 | 1/3 | 450 |
| $\mathrm{Z}_{J}$ | 8 | 0 | 13/3 | 0 | 0 | -2/3 | 4100 |
| $\mathrm{C}_{J}-\mathrm{Z}_{\mathrm{J}}$ | 0 | 0 | -13/3 | 0 | 0 | 2/3 |  |

To do the third iteration, note that the most positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value in Figure CD3.9 is $\frac{2}{3}$; therefore, $S_{4}$ is the entering variable. The ratios for Step 2 are found by dividing the right-hand side values by the corresponding positive values in the $S_{4}$ column; no ratio is calculated for the first row since its pivot column element $\left(-\frac{2}{3}\right)$ is negative. The steps for this iteration are shown in Figure CD3.10.

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ Ratio |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | 1/3 | 0 | 0 | $-2 / 3$ | 100 | --- |
| $\mathrm{S}_{2} 0$ | 0 | 0 | $-7 / 3$ | 1 | 0 | 5/3 | 650 | 390 (min) |
| $\mathrm{S}_{3} 0$ | 0 | 0 | -2/3 | 0 | 1 | 1/3 | 150 | 450 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 1/3 | 0 | 0 | 1/3 | 450 | 1350 |
| $\mathrm{Z}_{\mathrm{J}}$ | 8 | 5 | 13/3 | 0 | 0 | -2/3 | 4100 |  |
| $C_{J}-Z_{J}$ | 0 | 0 | $-13 / 3$ | 0 | 0 | 2/3 |  |  |

1. Divide pivot row by $5 / 3$ get ( ${ }^{*}$ ) row
2. Subtract $(-2 / 3)$ times (* row) from first row.
3. Subtract $(1 / 3)$ times (* row) from third row.
4. Subtract ( $1 / 3$ ) times (* row) from fourth row.

This gives :

| BASIS ${ }^{\text {c }}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 | 5 | 0 | 0 | 0 | 0 |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | -3/5 | 2/5 | 0 | 0 | 360 |
| $\mathrm{S}_{4} 0$ | 0 | 0 | -7/5 | 3/5 | 0 | 1 | 390 (*) |
| $\mathrm{S}_{3} 0$ | 0 | 0 | -1/5 | -1/5 | 1 | 0 | 20 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 4/5 | $-1 / 5$ | 0 | 0 | 320 |
| $\mathrm{Z}_{\mathrm{J}}$ | 8 | 5 | 17/5 | 2/5 | 0 | 0 | 4360 |
| $C_{J}-Z_{J}$ | 0 | 0 | $-17 / 5$ | $-2 / 5$ | 0 | 0 |  |

The basic feasible solution associated with this tableau is $X_{2}=360, S_{4}=390$, $S_{3}=20, X_{1}=320$, and the nonbasic variables, $S_{1}=0$, and $S_{2}=0$. The value of the objective function is 4360 . Since there are no positive $C_{J}-Z_{J}$ values in Figure CD3.10, the algorithm is terminated and the above solution is optimal. Note that the result, $\mathrm{X}_{1}$ $=320, \mathrm{X}_{2}=360$, coincides with the result obtained graphically in Chapter 2.

## IV Geometric Interpretation of the Simplex Algorithm

The simplex algorithm evaluates an extreme point (basic feasible solution) and determines if it is optimal. If it is determined that the solution is not optimal, then the algorithm evaluates an adjacent extreme point (basic feasible solution) that provides a better value for the objective function and determines if that point is optimal. This process continues until an optimal extreme point (basic feasible solution) is found. The extreme points generated by the simplex method for the Galaxy Industries problem in the previous section were:

$$
\begin{array}{ll}
\text { Iteration 1: } X_{1}=0, \quad X_{2}=0 & \text { Objective Function: } \\
\text { Iteration 2: } X_{1}=350, X_{2}=0 & \text { Objective Function: } 2800 \\
\text { Iteration 3: } X_{1}=450, X_{2}=100 \text { Objective Function: } 4100 \\
\text { Iteration 4: } X_{1}=320, X_{2}=360 \text { Objective Function: } 4360
\end{array}
$$

As indicated in Figure CD3.11, these iterations generate a set of adjacent extreme points.


FIGURE CD3.11
Sequence of Extreme Points Generated by the Simplex Algorithm for the Galaxy Industries Model

## V The Simplex Method When

## Some Functional Constraints

Are Not " $\leq$ " Constraints
Suppose one wished to solve the following linear programming model:

$$
\begin{aligned}
& \text { MAX } 16 \mathrm{X}_{1}+15 \mathrm{X}_{2}+20 \mathrm{X}_{3}-18 \mathrm{X}_{4} \\
& \text { ST } 2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3} \leq 3000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+5 \mathrm{X}_{3}-60 \mathrm{X}_{4} \leq 2400 \\
& \mathrm{X}_{4} \leq 32 \\
& \mathrm{X}_{2} \quad \geq 200 \\
& \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \quad \geq 800 \\
& \mathrm{X}_{1}-\mathrm{X}_{2}-\mathrm{X}_{3}=0 \\
& \mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{aligned}
$$

To convert all constraints to equalities, first slack variables $S_{1}, S_{2}$, and $S_{3}$ are added to the first three " $\leq$ " constraints and surplus variables $S_{4}$ and $S_{5}$ are subtracted from the left side of the fourth and fifth constraints, respectively. The sixth constraint is already an equation; thus it does not require the addition of any variables. The result of these operations is the following standard form for this model:

$$
\begin{aligned}
& \text { MAX } 16 \mathrm{X}_{1}+15 \mathrm{X}_{2}+20 \mathrm{X}_{3}-18 \mathrm{X}_{4} \\
& \text { ST } 2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3}+\mathrm{S}_{1} \quad=3000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+5 \mathrm{X}_{3}-60 \mathrm{X}_{4}+\mathrm{S}_{2} \quad=2400 \\
& \mathrm{X}_{4}+\mathrm{S}_{3}=32 \\
& \begin{array}{lllll} 
& & \mathrm{X}_{2} & -\mathrm{S}_{4} & =200 \\
\mathrm{X}_{1}+ & \mathrm{X}_{2}+ & \mathrm{X}_{3} & & -\mathrm{S}_{5}= \\
\mathrm{X}_{1}- & 800 \\
\mathrm{X}_{2}-\mathrm{X}_{3} & & 0
\end{array}
\end{aligned}
$$

However, this standard form is not in canonical form. While the $S_{1}, S_{2}$, and $S_{3}$ columns have the appropriate structure for the first, second, and third functional constraints, the other three constraints do not include a variable that appears only in that constraint and has a coefficient of " +1 ." $A$ " -1 " coefficient, such as $S_{4}$ and $S_{5}$, in the fourth and fifth constraints, does not meet this requirement.

Since the simplex algorithm requires canonical form to perform its operations, a mathematical "trick" can be employed to jumpstart the problem. Artificial variables ( $\mathrm{A}_{\mathrm{I}}$ 's) are added to the equations that do not currently have a basic variable. Thus artificial variables $\mathrm{A}_{4}, \mathrm{~A}_{5}, \mathrm{~A}_{6}$, are added, to the fourth, fifth, and sixth equations respectively. These artificial variables, along with $\mathrm{S}_{1}, \mathrm{~S}_{2}$, and $\mathrm{S}_{3}$, then serve as the first set of basic variables for the simplex method. Hence artificial variables are added to constraints that were initially " $\geq$ " constraints or "=" constraints.

These artificial variables do not really exist, however, and as long as any artificial variable is positive, the corresponding solution is not really a feasible solution for the original problem. Thus, in addition to maximizing the objective function, all the artificial variables must be driven to zero.

These two goals can be merged into one by assigning a very large negative objective function coefficient, $-M,(+M$ for minimization problems $)$ to each artificial variable. ${ }^{3}$ The idea is that, since $M$ is a very large number (close to infinity), if the value of some corresponding artificial variable, $\mathrm{A}_{\mathrm{J}}$, is even the least bit positive, its contribution to the objective function, $-\mathrm{M}\left(\mathrm{A}_{\mathrm{J}}\right)$, is such a large negative number that it is effectively considered negative infinity.

Since the simplex algorithm seeks to maximize the value of the objective function, it attempts to improve the solution from negative infinity. The only way to do this is to set each artificial variable equal to zero. Thus the simplex algorithm automatically seeks to reduce the artificial variables to zero as it attempts to improve the objective function from one iteration to the next:

## Adding Artificial Variables to Obtain an Initial Canonical Form

1. Artificial variables are added to each functional constraint formulated as a " $\geq$ " or an "=" constraint.
2. Each artificial variable is assigned a coefficient of $-M(+M$ in minimization problems) in the objective function.
[^79]The following is the initial canonical form for the model after artificial variables have been added to the above standard form:

$$
\begin{aligned}
& \text { MAX } 16 \mathrm{X}_{1}+15 \mathrm{X}_{2}+20 \mathrm{X}_{3}-18 \mathrm{X}_{4} \quad-\mathrm{MA}_{4}-\mathrm{MA}_{5}-\mathrm{MA}_{6} \\
& \text { ST } 2 \mathrm{X}_{1}+\mathrm{X}_{2}+3 \mathrm{X}_{3}+\mathrm{S}_{1} \quad=3000 \\
& 3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+5 \mathrm{X}_{3}-60 \mathrm{X}_{4}+\mathrm{S}_{2} \quad=2400 \\
& \mathrm{X}_{4}+\mathrm{S}_{3}=32
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{X}_{\mathrm{J}} \geq 0, \mathrm{~S}_{\mathrm{J}} \geq 0, \mathrm{~A}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{aligned}
$$

The simplex algorithm can then be used to solve this problem.

## SOLVING FOR THE OPTIMAL SOLUTION WHEN THERE ARE ARTIFICIAL VARIABLES

The tableaus for even the small problem given above are quite large, so to demonstrate how to solve for an optimal solution when there are artificial variables consider the following two-decision variable problem:
Formulation

| MAX | $2 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ |
| :--- | :--- |
| ST | $\mathrm{X}_{1}$ |
|  | $\mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 32$ |
|  | $3 \mathrm{X}_{1}+2 \mathrm{X}_{2}=24$ |
|  | $\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$ |

Adding the appropriate slack, surplus, and artificial variables gives the following canonical form:


Figures CD3.12a-d are the series of tableaus generated by the simplex algorithm to reach the optimal solution. In these tableaus, since $M$ is a very large number, the variable with the largest positive coefficient for $M$ in the $C_{J}-Z_{J}$ row is selected as the entering variable.

The tableaus generated the following sequence of points:

## Iteration

## Point

## Classification

$\begin{array}{lll}1 & \mathrm{X}_{1}=0, \mathrm{X}_{2}=0 & \text { Not feasible } \\ 2 & \mathrm{X}_{1}=4, \mathrm{X}_{2}=0 & \text { Not feasible }\end{array}$
$3 \quad \mathrm{X}_{1}=8, \mathrm{X}_{2}=0 \quad$ Feasible but not optimal
$4 \quad X_{1}=4, X_{2}=6 \quad$ Feasible and optimal

## Reason

$\mathrm{A}_{1}$ and $\mathrm{A}_{3}$ are both positive $\mathrm{A}_{3}$ is positive
$\mathrm{C}_{\mathrm{I}}-Z_{\mathrm{I}}$ for $\mathrm{X}_{2}$ is positive
All $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}} \leq 0$

FIGURE CD3.12a Iteration 1

FIGURE CD3.12b Iteration 2

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS CJ | 2 | 5 | 0 | 0 | -M | -M | $\mathrm{B}_{1}$ | Ratio |
| $\mathrm{A}_{1}-\mathrm{M}$ | 1 | 0 | -1 | 0 | 1 | 0 | 4 | 4 (min) |
| $\mathrm{S}_{2} 0$ | 1 | 4 | 0 | 1 | 0 | 0 | 32 | 32 |
| $\mathrm{A}_{3} \quad-\mathrm{M}$ | 3 | 2 | 0 | 0 | 0 | 1 | 24 | 8 |
| $\begin{gathered} z_{J} \\ c_{J}-z_{J} \end{gathered}$ | -4M | -2M | M | 0 | -M | -M | -28M |  |
|  | $2+4 \mathrm{M}$ | $5+2 \mathrm{M}$ | -M | 0 | 0 | 0 |  |  |


|  | $\mathrm{X}_{1}$ | X 2 | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{3}$ | $\mathrm{B}_{1}$ | Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 2 | 5 | 0 | 0 | -M | -M |  |  |
| $\mathrm{X}_{1} \quad 2$ | 1 | 0 | -1 | 0 | 1 | 0 | 4 | * -- |
| $\mathrm{S}_{2} \quad 0$ | 0 | 4 | 1 | 1 | -1 | 0 | 28 | 32 |
| $\mathrm{A}_{3}-\mathrm{M}$ | 0 | 2 | 3 | 0 | -3 | 1 | 12 | 4 (min) |
| $\mathrm{Z}_{J}$ | 2 | -2M -2-3M |  | 0 | 2+3M | -M | 8-12M |  |
| $C_{J}-Z_{J}$ | 0 | $5+2 \mathrm{M}$ | $2+3 \mathrm{M}$ | 0 | $-2-4 M$ | 0 |  |  |  |


|  | $\mathrm{X}_{1}$ | X | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{3}$ | B | Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS CJ | 2 | 5 | 0 | 0 | -M | -M |  |  |
| $\mathrm{X}_{1} 2$ | 1 | 2/3 | 0 | 0 | 0 | 1/3 | 8 | 12 |
| $\mathrm{S}_{2} 0$ | 0 | 10/3 | 0 | 1 | 0 | -1/3 | 24 | 72/10 |
| $\mathrm{S}_{1} \quad 0$ | 0 | 2/3 | 1 | 0 | -1 | 1/3 | 4 | * 6 (min) |
| $\mathrm{Z}_{J}$ | 2 | 4/3 | 0 | 0 | 0 | 2/3 | 16 |  |
| $C_{J}-Z_{J}$ | 0 | 11/3 | 0 | 0 | -M | -M-2/3 |  |  |


| BASIS ${ }^{\text {c }}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{A}_{1}$ | A | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 5 | 0 | 0 | -M | -M |  |
| $\mathrm{X}_{1} \quad 2$ | 1 | 0 | -1 | 0 | 5 | 0 | 4 |
| $\mathrm{S}_{2} \quad 0$ | 0 | 0 | -5 | 1 | 5 | -2 | 4 * |
| $\mathrm{X}_{2} 5$ | 0 | 1 | 3/2 | 0 | $-3 / 2$ | 1/2 | 6 |
| $\mathrm{Z}_{J}$ | 2 | 5 | 11/2 | 0 | $-11 / 2$ | $5 /$ | 38 |
| $C_{J}-Z_{J}$ | 0 | 0 | -11/2 | $0-M+11 / 2-M-5 / 2$ |  |  |  |

This model is depicted graphically in Figure CD3.13. Since the third constraint is the equality $3 \mathrm{X}_{1}+2 \mathrm{X}_{2}=24$, the feasible region is only the line segment of $3 \mathrm{X}_{1}+$ $2 \mathrm{X}_{2}=24$ between $(8,0)$ and $(4,6)$. The sequence of points generated by the simplex algorithm en route to the optimal solution is highlighted. Notice that the points corresponding to the first two iterations- $(0,0)$ and $(4,0)$-each lie at the intersection of two constraint boundaries. These are basic solutions but not basic feasible solutions (extreme points), since they violate some constraints of the problem. The third basic solution generated $(8,0)$ is an extreme point (basic feasible solution), but it is not optimal. The last point, $(4,6)$, is the optimal extreme point (basic feasible solution) for the problem.

FIGURE CD3.13
Sequence of Points Generated by the Simplex Algorithm


## Vl Simplex Algorithm-Special Cases

In Chapter 2, the concepts of minimization problems, unbounded linear programs, infeasible linear programs, alternative optimal solutions, and degeneracy were introduced and motivated using graphs. Here each is discussed in the context of the simplex algorithm.

## MINIMIZATION PROBLEMS

Regardless of whether a problem has a maximization or a minimization objective function, the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row shows the net effect on the objective function of increasing each variable by one unit. A negative $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value for a variable implies that increasing the variable decreases the value of the objective function. Since this is precisely the objective in minimization problems, the only modification to the simplex algorithm is to select the most negative $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value in Step 1 , instead of the most positive value. The algorithm terminates, and the optimal solution is found when all the $C_{J}-Z_{J}$ values are nonpositive. ${ }^{4}$

When artificial variables are added in minimization problems, they are assigned large positive objective function coefficients of +M to try to force them to zero values:

## Modification for Minimization Problems

1. Assign objective function coefficients of $+M$ for all artificial variables.
2. Change Step 1 of the simplex algorithm to find the most negative entry in the $\mathrm{C}_{J}-Z_{J}$ row; if there are no negative entries, stop; the current solution is optimal.

## UNBOUNDED LINEAR PROGRAMS

In Step 2 of the simplex method, the amount a current nonbasic variable can be increased before a current basic variable reaches zero is determined. As seen, the entry in a column of a nonbasic variable is the amount the corresponding basic variable will be reduced per unit increase in that nonbasic variable.

[^80]If there are no positive entries in the column, none of the current basic variables are reduced; they either increase (if the column entry is negative) or stay the same (if the column entry is zero). Thus the entering variable can be increased without bound, generating an unbounded solution that yields an infinite profit, in a maximization problem, or infinite negative cost, in a minimization problem.

## Unbounded Linear Programs

If all entries in the pivot column (in Step 2) are nonpositive, the linear program is unbounded.

## INFEASIBLE LINEAR PROGRAMS

When artificial variables are added to a linear programming formulation, as long as an artificial variable has a positive value, the corresponding basic solution is infeasible. Adding the large negative objective function coefficients for artificial variables in maximization problems $(-M)$ forces the simplex algorithm to try to make all the artificial variables assume zero values. If an artificial variable is positive, multiplying it by $-M$ gives an objective function value that is effectively $-\infty$.

Any feasible solution (one in which the values of all artificial variables are 0) gives an objective function value greater than $-\infty$. Thus, if the "optimal" tableau contains an artificial variable with a positive value, the problem must be infeasible. A parallel argument exists for minimization problems.

## Infeasible Linear Programs

If an artificial variable remains positive in the "optimal tableau," the problem is infeasible.

## ALTERNATE OPTIMAL SOLUTIONS

Suppose an optimal tableau has been found and some $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ entry for a nonbasic variable is 0 . Recall that a $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ value provides the net change in the value of the objective function from increasing the corresponding variable by one unit. When a $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value for a nonbasic variable is 0 , the net change in the objective function value generated by increasing this variable by any amount is 0 . Thus, if it has already been determined that a tableau is optimal because all the $C_{\mathrm{J}}-Z_{\mathrm{J}} \mathrm{s}$ are $\leq 0$ ( $\geq 0$ for minimization problems), increasing this nonbasic variable from zero will generate alternate solutions with the same (optimal) value for the objective function.

## Alternate Optimal Solutions

If the $\mathrm{C}_{j}-\mathrm{Z}_{j}$ value for one or more nonbasic variables is 0 in the optimal tableau, alternate optimal solutions exist.

Recall that in Step 2 of the simplex method the maximum increase for the entering variable (before some current basic variable reaches zero) was determined. Thus, performing Steps 2 and 3 of the simplex method gives another optimal basic feasible solution (an adjacent optimal extreme point) with the same objective function value. In addition, any weighted average of optimal solutions is also optimal. For
example, if the points $(3,6)$ and $(5,2)$ are optimal points, then $.5(3,6)+$ $.5(5,2)=(4,4)$ is also an optimal point, as is $.1(3,6)+.9(5,2)=(4.8,2.4)$.

## DEGENERATE LINEAR PROGRAMS

Once a problem has been put into standard form, all variables must be nonnegative (positive or zero). If a basic variable is zero (i.e., there is a " 0 " on the righthand side of a feasible tableau), this solution is called a degenerate solution. The geometric interpretation of degeneracy for problems with two variables is that more than two constraint boundary lines intersect at the same point. For problems with three variables, degeneracy occurs when more than three constraint boundary planes intersect at the same point. Although one cannot picture it visually, this concept extends to problems with any number of variables.

## Degenerate Solutions

If the value of a basic variable is 0 (the right-hand side value is 0 ) in a feasible tableau, the corresponding basic feasible solution is degenerate.

Algebraically, a degenerate solution can occur in two ways:

## 1. At formulation:

The problem is formulated with a " 0 " on the right side.
2. There is a tie for the minimum value of the ratio test:

Since this test determines which current basic variable reaches zero first as the entering variable is increased, a tie in the ratio test means that two or more current basic variables reach zero simultaneously.

A zero on the right-hand side of a simplex tableau is treated like any other number. When finding the ratios in Step 2 of the simplex algorithm, if the corresponding number in the entering column is a positive number (say 5), then the ratio for this row is $0 / 5=0$; hence this is the minimizing ratio determining the leaving variable for this iteration. On the other hand, if the corresponding number in the entering column is zero or negative, a ratio test is not performed on this row, and some other ratio is the minimizing one.

Suppose the pivot row has a zero on the right-hand side. Since the next tableau is generated by taking multiples of the pivot row and subtracting them from the other rows, the new right-hand side numbers of the next tableau are generated by subtracting multiples of zero; that is, the right-hand side of the next tableau is the same as that of the current tableau. This means that the solution will remain unchanged from the previous one. The only difference is that a different variable is identified as the basic variable at zero value.

This is troubling because theoretically, the simplex method can get stuck "cycling" from tableau to tableau, generating the same degenerate point but with a different basic variable equaling zero each time. However, for nearly all known practical formulations, degeneracy does not present a problem. If there is a tie for the minimum value of the ratio test, by randomly selecting which of those variables is to be the nonbasic variable and which stays basic at zero value, the simplex algorithm is guaranteed not to cycle continuously.

Other methods ( $\epsilon$-perturbation and lexicographic ordering, to name two) can also be employed to guarantee that no basic feasible solution expressed with the same sequence of basic variables can ever be repeated. Since cycling rarely, if ever, occurs in practice, however, many computer codes simply ignore degeneracy.

## VII Sensitivity Analysis Using the Simplex Method

Commercial software packages such as Excel Solver perform sensitivity analyses by analyzing the optimal tableau of the original problem before changes are made. The question asked is, "How does the change in the original formulation affect the final tableau?" These effects are then analyzed to determine the conditions under which the tableau can still be viewed as optimal.

To be an optimal tableau, the tableau must satisfy three conditions:

1. The tableau must be in canonical form; that is, it must have a basic variable for each constraint.
2. All numbers on the right-hand side must be nonnegative.
3. All numbers in the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ row must be nonpositive for maximization problems (nonnegative for minimization problems).

Recall that the equations in the final tableau have been generated by simply performing a series of elementary row operations on the original set of equations.

Keeping these facts in mind, it is now shown how the simplex method can be used to perform sensitivity analysis for the Galaxy Industries problem.

The original problem formulation after the addition of the slack variables is:

$$
\begin{array}{llll}
\text { MAX } & 8 \mathrm{X}_{1}+5 \mathrm{X}_{2} & \\
\text { ST } & & \\
& 2 \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{S}_{1} & 1000 \text { (Plastic) } \\
3 \mathrm{X}_{1}+4 \mathrm{X}_{2} & \\
& \mathrm{~S}_{2}+\mathrm{X}_{2} & =2400 \text { (Production Time) } \\
& & +\mathrm{S}_{3} & =700 \text { (Total Production) } \\
\mathrm{X}_{1}-\mathrm{X}_{2} & +\mathrm{S}_{4} & =350 \text { (Mix) } \\
& & \mathrm{X}_{\mathrm{J}}, \mathrm{~S}_{\mathrm{J}} \geq 0 \text { for all J }
\end{array}
$$

The optimal tableau is shown in Figure CD3.14.

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{\mathrm{J}}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | $-3 / 5$ | 2/5 | 0 | 0 | 360 |
| $\mathrm{S}_{4} \quad 0$ | 0 | 0 | -7/5 | 3/5 | 0 | 1 | 390 |
| $\mathrm{S}_{3} 0$ | 0 | 0 | -1/5 | -1/5 | 1 | 0 | 20 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 4/5 | $-1 / 5$ | 0 | 0 | 320 |
| $\mathrm{Z}_{J}$ | 8 | 5 | 17/5 | 2/5 | 0 | 0 | 4360 |
| $\mathrm{C}_{J}-\mathrm{Z}_{J}$ | 0 | 0 | $-17 / 5$ | $-2 / 5$ | 0 | 0 |  |

## RANGE OF OPTIMALITY FOR OBJECTIVE FUNCTION COEFFICIENTS ( $\mathrm{C}_{\mathrm{J}}$ )

To determine the range of optimality for an objective function coefficient of the variable $\mathrm{X}_{\mathrm{J}}$, change the objective function coefficient for $\mathrm{X}_{\mathrm{J}}$ in the $\mathrm{C}_{\mathrm{J}}$ row of the final tableau to the generic value, $\mathrm{C}_{\mathrm{J}}$. If $\mathrm{X}_{\mathrm{J}}$ is a basic variable, one must also change the value in the BASIS $\mathrm{C}_{\mathrm{J}}$ column for $\mathrm{X}_{\mathrm{J}}$. Now consider what other changes result from this change in the final tableau.

FIGURE CD3.15
Tableau for Calculating the Range of Optimality for $\mathrm{C}_{1}$

## Range of Optimality for Objective Function Coefficients of Basic Variables

To determine the range of optimality for the objective function coefficient for Space Rays $\left(\mathrm{C}_{1}\right)$, begin by changing its coefficient in the $\mathrm{C}_{\mathrm{J}}$ row and the BASIS $\mathrm{C}_{\mathrm{J}}$ column from 8 to $C_{1}$. Since the equations in the final tableau are generated by row operations on the original set of equations, changing $C_{1}$ (which is not part of an equation) does not change the equations of the final tableau. Changing the entry in the $\mathrm{C}_{\mathrm{J}}$ column, however, means that the $\mathrm{Z}_{\mathrm{J}}$ row must be recalculated in terms of $\mathrm{C}_{1}$. Accordingly, the entries in the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row must also be revised and expressed in terms of $\mathrm{C}_{1}$. Making these changes to Figure CD 3.10 , the final tableau for the Galaxy Industries problem yields the tableau shown in Figure CD3.15.

|  |  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{~S}_{1}$ | $\mathrm{~S}_{2}$ | $\mathrm{~S}_{3}$ | $\mathrm{~S}_{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS | $\mathrm{C}_{J}$ | $\mathrm{C}_{1}$ | 5 | 0 | 0 | 0 | 0 | $\mathrm{~B}_{1}$ |
| $\mathrm{X}_{2}$ | 5 | 0 | 1 | $-3 / 5$ | $2 / 5$ | 0 | 0 | 360 |
| $\mathrm{~S}_{4}$ | 0 | 0 | 0 | $-7 / 5$ | $3 / 5$ | 0 | 1 | 390 |
| $\mathrm{~S}_{3}$ | 0 | 0 | 0 | $-1 / 5$ | $-1 / 5$ | 1 | 0 | 20 |
| $\mathrm{X}_{1}$ | $\mathrm{C}_{1}$ | 1 | 0 | $4 / 5$ | $-1 / 5$ | 0 | 0 | 320 |
| $\mathrm{Z}_{J}$ | $\mathrm{C}_{1}$ | 5 | $-3+4 / 5 \mathrm{C}_{1}$ | $2-1 / 5 \mathrm{C}_{1}$ | 0 | 0 | $1800+320 \mathrm{C}_{1}$ |  |
| $\mathrm{C}_{J}-\mathrm{Z}_{J}$ | 0 | 0 | $3-4 / 5 \mathrm{C}_{1}-2+1 / 5 \mathrm{C}_{1}$ | 0 | 0 |  |  |  |

One can now ask, "Under what conditions is this still an optimal tableau?" Canonical form exists, and the entries on the right-hand side are still nonnegative. Thus the tableau is still optimal as long as all entries in the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ row remain nonpositive; that is:

$$
\begin{equation*}
3-\frac{4}{5} C_{1} \leq 0 \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
-2+\frac{1}{5} \mathrm{C}_{1} \leq 0 \tag{ii}
\end{equation*}
$$

As long as $\mathrm{C}_{1}$ takes on values that satisfy both (i) and (ii), the tableau is optimal. Hence, the following conditions exist:

$$
\begin{array}{rlll}
3-\frac{4}{5} \mathrm{C}_{1} \leq 0 & \text { implies } & -\frac{4}{5} \mathrm{C}_{1} \leq-3 & \text { or }
\end{array} \mathrm{C}_{1} \geq 3.75
$$

Therefore, as long as $3.75 \leq \mathrm{C}_{1} \leq 10$, the tableau is optimal. This is the range of optimality for $\mathrm{C}_{1}$. Some computer modules print the range of optimality in this fashion; others (such as Excel) express the result in terms of the maximum increase and maximum decrease in the original objective function coefficient for $\mathrm{X}_{1}\left(\mathrm{C}_{1}=8\right)$. In this case, Excel would print for $C_{1}$ a MAXIMUM INCREASE of $10-8=2$, and a MAXIMUM DECREASE of $8-3.75=4.25$.

In this example, there were only two restrictions on $\mathrm{C}_{1}$-one mandated that $\mathrm{C}_{1}$ be greater than or equal to some value (3.75); the other required $\mathrm{C}_{1}$ to be less than or equal to another value (10). Had there been more restrictions, the range of optimality would have been determined by the most severe restrictions. For exam-
ple, suppose another restriction on $\mathrm{C}_{1}$ is $\mathrm{C}_{1} \geq 2$. If $\mathrm{C}_{1}$ is at least 3.75 , then it is also at least 2 , and the lower limit on the range of optimality remains at 3.75 . If, however, an additional restriction states that $C_{1} \geq 4$, then the new lower limit for the range of optimality becomes 4 .

The method for calculating the range of optimality for objective function coefficients of basic variables is summarized as follows:

## Calculating the Range of Optimality for Objective Function Coefficients of Basic Variables

1. Replace the numerical value of the objective function coefficient of $X_{K}$ in the $C_{J}$ row and the $\mathrm{C}_{\mathrm{J}}$ column with the generic value " $\mathrm{C}_{\mathrm{K}}$."
2. Recalculate the $Z_{J}$ row; then recalculate the $C_{\jmath}-Z_{J}$ row in terms of " $C_{k}$."
3. Determine the range of values for " $C_{k}$ " so that all entries in the $C_{\jmath}-Z_{J}$, row remain nonpositive (nonnegative for minimization problems).

## Reduced Costs and the Range of Optimality for Objective Function Coefficients of Nonbasic Variables

In a maximization problem, any decrease in the objective function coefficient of a nonbasic variable makes the variable even less attractive. The value of the variable remains 0 , and the optimal solution does not change, no matter how large or small the decrease. Thus the lower limit for the range of optimality of a nonbasic variable is $-\infty$.

Recall that the reduced cost for a nonbasic variable (a nonpositive number in maximization problems) expresses the amount an objective function coefficient must decrease before that variable can become positive in the optimal solution. Since only basic variables can be positive, the absolute value of the "reduced cost" is the amount an objective function coefficient for a nonbasic variable must increase before the variable can become basic.

Consider how the tableau is affected by increasing the objective function coefficient of a nonbasic variable. Its coefficient is changed to " $\mathrm{C}_{\mathrm{J}}$ " in the objective function row, but since it is a nonbasic variable, the $C_{f}$ column remains unchanged; hence, the $Z_{f}$ row remains unchanged as well. Thus the only change in the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ row is the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ entry for this one nonbasic variable.

Suppose the $\mathrm{C}_{\mathrm{J}}$ value for a particular nonbasic variable is 6 and its $\mathrm{Z}_{\mathrm{J}}$ value is 10. The $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ entry is $6-10=-4$. Thus the $\mathrm{C}_{\mathrm{J}}$ value has to increase by more than 4 (decrease by more than -4 ) before the $C_{J}-Z_{J}$ entry becomes positive and the variable becomes basic. This value, -4 , is the reduced cost and is the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ entry in the optimal tableau. Its $\mathrm{Z}_{\mathrm{J}}$ value, 10 , is the upper limit of the range of optimality for the nonbasic variable.

For minimization problems, Step 1 of the simplex method is amended by selecting the variable with the most negative $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ as the entering variable. Otherwise, the algorithm remains the same. In this case the $\mathrm{C}_{\mathrm{J}}-Z_{J}$ value for a nonbasic variable still provides the variable's reduced cost. Now, however, that the upper bound of the range of optimality for a nonbasic variable is $+\infty$, and the lower bound is its $Z_{J}$ value.

## Reduced Costs/Range of Optimality for Nonbasic Variables

1. The reduced cost for a nonbasic variable is its $C_{J}-Z_{J}$ value.
2. Range of optimality for a nonbasic variable:

Maximization problems: ( $-\infty$, its $\mathrm{Z}_{\mathrm{J}}$ value)
Minimization problems: (its $Z_{j}$ value, $\infty$ )

## RANGE OF FEASIBILITY FOR RIGHT-HAND SIDE COEFFICIENTS ( $B_{1}$ )

The range of feasibility for a right-hand side coefficient is the range of values for the coefficient such that the same constraints determine the optimal solution. In terms of the simplex approach, the range of feasibility is determined by the range of values for the right-hand side coefficient such that the same set of basic variables determine the optimal solution.

To illustrate how to find the range of feasibility for plastic $\left(B_{1}\right)$ in the Galaxy Industries problem. Suppose a change (increase or decrease) occurs in the availability of plastic from its current value of 1000 pounds. Denote this change by the mathematical symbol " $\Delta \mathrm{B}_{1}$ " (the change in $\mathrm{B}_{1}$ ). Thus the right-hand side values of the original problem formulation change from

| 1000 |  | $1000+\Delta \mathrm{B}_{1}$ |
| ---: | :---: | :---: |
| 2400 | to | 2400 |
| 700 |  | 700 |
| 350 |  | 350 |

Expressing the original right-hand side in two columns-a column listing the original right-hand side values before the change, and a variable column, " $\Delta \mathrm{B}_{1}$ "then the right-hand side can be expressed as

| Constant | $\Delta \boldsymbol{B}_{\boldsymbol{1}}$ |
| :---: | :---: |
| 1000 | 1 |
| 2400 | 0 |
| 700 | 0 |
| 350 | 0 |

The original tableau is depicted in Figure CD3.16.

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | $\mathrm{B}_{1}$ | $\Delta \mathrm{B}_{1}$ |
| $\mathrm{S}_{1} \quad 0$ | 2 | 1 | 1 | 0 | 0 | 0 | 1000 | 0 |
| $\mathrm{S}_{2} 0$ | 3 | 4 | 0 | 1 | 0 | 0 | 2400 | 0 |
| $\mathrm{S}_{3} \quad 0$ | 1 | 1 | 0 | 0 | 1 | 0 | 700 | 0 |
| $\mathrm{S}_{4} 0$ | 1 | -1 | 0 | 0 | 0 | 1 | 350 | 0 |
| $\mathrm{Z}_{J}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| $C_{J}-Z_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |  |

Before the addition of the $\Delta \mathrm{B}_{1}$ column, the optimal tableau was generated in Figure CD3.10 by performing a sequence of elementary row operations that transformed the original $\mathrm{X}_{1}$ column in Figure CD3.2 $(2,3,1,1)$ to the $\mathrm{X}_{1}$ column of Figure CD3.10 ( $0,0,0,1$ ), the $X_{2}$ column from $(1,4,1,-1)$ to $(1,0,0,0)$, the $S_{1}$ column from $(1,0,0,0)$ to $\left(-\frac{3}{5},-\frac{7}{5},-\frac{1}{5}, \frac{4}{5}\right)$, and so on. The original right-hand side column $\left(B_{1}\right)$ was transformed from $(1000,2400,700,350)$ to $(360,390,20,320)$.

Performing the same sequence of row operations on Figure CD3.16 results in the same final tableau, except now there is an additional " $\Delta \mathrm{B}_{1}$ " column. The question then becomes, "Into what will this column (which began as (1, 0, 0, 0)) be transformed?" To answer this question, one need look no further than the $S_{1}$ column, which also began as a $(1,0,0,0)$ column and was transformed into $\left(-\frac{3}{5},-\frac{7}{5},-\frac{1}{5}, \frac{4}{5}\right)$. Thus these same coefficients are in the " $\Delta \mathrm{B}_{1}$ " column of the final tableau, as shown in Figure CD3.17.

FIGURE CD3.17
Tableau for Calculating the Range of Feasibility for $\mathrm{B}_{1}$

|  | $\mathrm{X}_{1}$ | X | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{B}_{1}$ | $\Delta \mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{\mathrm{J}}$ | 8 | 5 | 0 | 0 | 0 | 0 |  |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | -3/5 | 2/5 | 0 | 0 | 360 | -3/5 |
| $\mathrm{S}_{4} 0$ | 0 | 0 | -7/5 | 3/5 | 0 | 1 | 390 | -7/5 |
| $\mathrm{S}_{3} 0$ | 0 | 0 | $-1 / 5$ | -1/5 | 1 | 0 | 20 | $-1 / 5$ |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 4/5 | $-1 / 5$ | 0 | 0 | 320 | 4/5 |
| $\mathrm{Z}_{J}$ | 8 | 5 | 17/5 | 2/5 | 0 | 0 | 4360 | 17/5 |
| $C_{J}-Z_{J}$ | 0 | 0 | $-17 / 5$ | $-2 / 5$ | 0 | 0 |  |  |

The question remains, "Is Figure CD3.17 the optimal tableau?" The answer is "yes" as long as all the right-hand side values in the final tableau are nonnegative. Recall that the coefficients in the " $\Delta \mathrm{B}_{1}$ " column multiply the variable, " $\Delta \mathrm{B}_{1}$ ". Thus the actual right-hand side values in the final tableau are:

$$
\begin{aligned}
360 & -\frac{3}{5} \Delta \mathrm{~B}_{1} \\
390 & -\frac{7}{5} \Delta \mathrm{~B}_{1} \\
20 & -\frac{1}{5} \Delta \mathrm{~B}_{1} \\
320 & +\frac{4}{5} \Delta \mathrm{~B}_{1}
\end{aligned}
$$

All of these quantities must be " $\geq 0$." The calculations that provide the limits on " $\Delta \mathrm{B}_{1}$ " for which this condition is satisfied are as follows:

$$
\begin{aligned}
& 360-\frac{3}{5} \Delta \mathrm{~B}_{1} \geq 0 \quad \text { implies } \quad-\frac{3}{5} \Delta \mathrm{~B}_{1} \geq-360 \text { or } \Delta \mathrm{B}_{1} \leq 600 \\
& 390-\frac{7}{5} \Delta \mathrm{~B}_{1} \geq 0 \quad \text { implies } \quad-\frac{7}{5} \Delta \mathrm{~B}_{1} \geq-390 \quad \text { or } \quad \Delta \mathrm{B}_{1} \leq 278.57 \\
& 20-\frac{1}{5} \Delta \mathrm{~B}_{1} \geq 0 \quad \text { implies } \quad-\frac{1}{5} \Delta \mathrm{~B}_{1} \geq-20 \quad \text { or } \quad \Delta \mathrm{B}_{1} \leq 100 \\
& 320+\frac{4}{5} \Delta \mathrm{~B}_{1} \geq 0 \quad \text { implies } \quad \frac{4}{5} \Delta \mathrm{~B}_{1} \geq-320 \quad \text { or } \quad \Delta \mathrm{B}_{1} \geq-400
\end{aligned}
$$

From these restrictions, $\Delta \mathrm{B}_{1}$ must not be less than -400 ; since $\Delta \mathrm{B}_{1}$ must not exceed $100,278.57$ and 600 , it can not be greater than 100 . Thus the range of feasibility expressed in terms of "the change to $\mathrm{B}_{1}$ " is:

$$
-400 \leq \Delta \mathrm{B}_{1} \leq 100
$$

Some computer programs (such as Excel) present the range of feasibility by stating that 400 is the MAXIMUM DECREASE, and 100 is the MAXIMUM INCREASE to $B_{1}$. Others, print the range of feasibility in absolute terms, not changes. Since the original value of $B_{1}$ was 1000 , according to the above analysis, $B_{1}$ can be decreased by 400 to $1000-400=600$, or increased by 100 to $1000+100=1100$. Thus, expressed in terms of the "value of $B_{1}$," the range of feasibility is:

$$
600 \leq \mathrm{B}_{1} \leq 1100
$$

Similar reasoning can be used to determine the range of feasibility for the other right-hand side values. For example, to determine the range of feasibility for
$B_{2}$, the original " $\Delta \mathrm{B}_{2}$ " column is $(0,1,0,0)$. Thus the entries in the final tableau for the " $\Delta \mathrm{B}_{2}$ " column are the same as the entries in the $\mathrm{S}_{2}$ column, or $\left(\frac{2}{5}, \frac{3}{5},-\frac{1}{5},-\frac{1}{5}\right)$. These multiply " $\Delta \mathrm{B}_{2}$ " and are added to ( $360,390,20,320$ ), respectively, in the final tableau to determine the range of feasibility for $\mathrm{B}_{2}$. Similarly, the product of $(0,0,1,0)$ times " $\Delta \mathrm{B}_{3}$ " is added to $(360,390,20,320)$ in the final tableau to determine the range of feasibility for $\mathrm{B}_{3}$; and the product of $(0,1,0,0)$ times " $\Delta \mathrm{B}_{4}$ " is added to ( $360,390,20,320$ ) in the final tableau to determine the range of feasibility for $\mathrm{B}_{4}$.

Since the original " $\Delta \mathrm{B}_{\mathrm{I}}$ " column is a unit column, the entries in the " $\Delta \mathrm{B}_{\mathrm{I}}$ " column in the final tableau are the same as those in the corresponding slack variable column, $\mathrm{S}_{\mathrm{I}}$, assuming that the I -th constraint is a " $\leq$ " constraint. If the I-th constraint is an " $=$ " or a " $\geq$ " constraint, the corresponding unit column in the original tableau is associated with an artificial variable. Hence the entries in the " $\Delta \mathrm{B}_{\mathrm{I}}$ " column of the final tableau are the entries in the corresponding artificial variable column, $\mathrm{A}_{\mathrm{I}}$.

## SHADOW PRICES

The $Z_{J}$ value in the " $\Delta \mathrm{B}_{\mathrm{I}}$ " column is the amount the objective function changes per unit change in the I-th resource; this is the definition of its shadow price. The $\mathrm{Z}_{\mathrm{J}}$ value in the " $\Delta \mathrm{B}_{\mathrm{I}}$ " column, however, is the same as the $\mathrm{Z}_{\mathrm{J}}$ value for the corresponding slack variable $\left(\mathrm{S}_{\mathrm{I}}\right)$ or artificial variable $\left(\mathrm{A}_{\mathrm{I}}\right)$. Thus the shadow price of the I-th resource is the $Z_{\mathcal{F}}$ value of the corresponding slack variable, $\mathrm{S}_{1}$, or artificial variable, $\mathrm{A}_{\mathrm{I}}$. As Figure CD3.10 illustrates, the shadow prices for plastic, production minutes, total production, and product mix for Galaxy Industries are $\frac{17}{5}, \frac{2}{5}, 0$, and 0 , respectively.

> Calculating the Range of Feasibility for $B_{I}$ and the Shadow Price for the I-th Resource

## Range of Feasibility

1. Express the right-hand side values in the final tableau by adding " $\Delta \mathrm{B}_{\text {, " times the }}$ $I$-th slack or artificial column to the right-hand side values of the final tableau.
2. Determine the limits on " $\Delta B_{1}$ " that keep all of these entries $\geq 0$. This is the range of feasibility expressed in terms of " $\Delta \mathrm{B}_{\text {. }}$."
3. Add the original value of $B_{1}$ to both the upper and lower limits for " $\Delta B_{1}$ " to express the range of feasibility in terms of $B_{1}$.

Shadow Price for the I-th Resource

Constraint Type

## Shadow Price

" $\leq " \quad Z_{j}$ value of the slack variable for the row $I$
"=, $\quad Z_{\text {, }}$ value of the artificial variable for row $I$
" $\geq$ " $\quad Z_{J}$ value of the artificial variable for row $I$

## VIII The Dual Simplex Method

The dual simplex method can be used to solve any linear program; in fact, it is an effective approach to solving minimization problems with positive objective function coefficients and all "greater than or equal to" constraints. Its most common use, however, is to generate a new optimal solution when a change in a right-hand side coefficient extends beyond its range of feasibility or when a new constraint is added to a problem after an optimal solution has been found.

Recall that, for a tableau to be optimal, all three of the following conditions must hold:

1. The tableau must be in canonical form.
2. The right-hand side must be nonnegative.
3. All $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ values must be nonpositive (nonnegative for minimization problems).

At every iteration of the simplex algorithm, conditions 1 and 2 are satisfied; the optimal solution is found when condition 3 is met. By contrast, the dual simplex algorithm is used when conditions 1 and 3 are met; the optimal solution is found when condition 2 is satisfied as well.

## USING THE DUAL SIMPLEX METHOD WHEN THE RANGE OF FEASIBILITY IS VIOLATED

To illustrate the use of the dual simplex method, reconsider the Galaxy Industries problem. In Section VII it was shown how changes in the availability of plastic $\left(\mathrm{B}_{1}\right)$ yielded the following right-hand side values in the final tableau, expressed in terms of $\Delta B_{1}\left(\Delta B_{1}\right.$ is the change in $B_{1}$ from its original value of 1000$)$ :

$$
\begin{aligned}
360 & -\frac{3}{5} \Delta \mathrm{~B}_{1} \\
390 & -\frac{7}{5} \Delta \mathrm{~B}_{1} \\
20 & -\frac{1}{5} \Delta \mathrm{~B}_{1} \\
320 & +\frac{4}{5} \Delta \mathrm{~B}_{1}
\end{aligned}
$$

The value of the objective function expressed in terms of $\Delta B_{1}$ is $4360+\frac{17}{5} \Delta B_{1}$. Thus, had $B_{1}$ been increased from 1200 to $1300\left(\Delta B_{1}=100\right)$, the optimal solution would have been given by the following modified right-hand side values:

$$
\begin{aligned}
& X_{2}=240-\frac{3}{5}(100)=180 \\
& \mathrm{~S}_{4}=210-\frac{7}{5}(100)=70 \\
& \mathrm{~S}_{3}=80-\frac{1}{5}(100)=60 \\
& \mathrm{X}_{1}=480+\frac{4}{5}(100)=560
\end{aligned}
$$

and the optimal objective function value would have been $4360+\frac{17}{5}(100)=4700$. Had $B_{1}$ increased by $\Delta B_{1}=200$ to 1200 (which is outside the range of feasibility), however, the new right-hand side would have been:

$$
\begin{aligned}
& \mathrm{X}_{2}=360-\frac{3}{5}(200)=240 \\
& \mathrm{~S}_{4}=390-\frac{7}{5}(200)=110 \\
& \mathrm{~S}_{3}=20-\frac{1}{5}(200)=-20 \\
& X_{1}=320+\frac{4}{5}(200)=480
\end{aligned}
$$

and the tableau would be that shown in Figure CD3.18. This tableau is in canonical form, and all $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}} \leq 0$; however, a negative number appears on the right-hand side. The dual simplex can then be used to generate a new optimal solution.

FIGURE CD3.18
Amended Tableau After Changing $B_{1}$ to 1200

FIGURE CD3.19
Tableau After an Iteration of the Dual Simplex Algorithm

|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | $\mathrm{B}_{1}$ |
| $\mathrm{X}_{2} 5$ | 0 | 1 | $-3 / 5$ | 2/5 | 0 | 0 | 240 |
| $\mathrm{S}_{4} \quad 0$ | 0 | 0 | $-7 / 5$ | 3/5 | 0 | 1 | 110 |
| $\mathrm{S}_{3} \quad 0$ | 0 | 0 | $-1 / 5$ | $-1 / 5$ | 1 | 0 | -20 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 4/5 | $-1 / 5$ | 0 | 0 | 480 |
| $\begin{gathered} z_{J} \\ C_{J}-z_{J} \end{gathered}$ | 8 | 5 | 17/5 | 2/5 | 0 | 0 | 4700 |
|  | 0 | 0 | -17/5 | -2/5 | 0 | 0 |  |

The dual simplex method proceeds as follows.

## The Dual Simplex Method

1. Select the leaving row-the row with the most negative right-hand side number. If there are no negative numbers on the right-hand side, STOP-the tableau is optimal.
2. Determine the entering column by finding the minimizing ratio between the numbers in the $\mathrm{C}_{J}-\mathrm{Z}_{\mathrm{J}}$ row and negative numbers in the leaving row. If there are no negative numbers in the leaving row, STOP-the problem is infeasible.
(For minimization problems, the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row entries are nonnegative and the entering column is derived by finding the maximizing ratio-minimizing in terms of absolute value-between the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row and negative numbers in the leaving row.)
3. Conduct the standard pivot operation; the pivot element is the intersection of the leaving row and the entering column.

Then return to STEP 1.

Step 1 generates a new positive entry on the right-hand side at the next iteration, while the ratio test in Step 2 ensures that the optimality criteria (all $C_{J}-Z_{J}$ values $\leq$ 0 for maximization problems, or all $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}} \geq 0$ for minimization problems) are maintained at the next iteration.

Performing Step 1 of the dual simplex method on the tableau above, the only negative right-hand side entry is -20 . Hence the third row is the leaving row, and $S_{3}$ is the leaving variable. The ratio test (Step 2) is applied only to negative entries in the second row. That is the following two ratios are calculated:

$$
\begin{aligned}
& \frac{-17 / 5}{-1 / 5}=17 \\
& \frac{-2 / 5}{-1 / 5}=2
\end{aligned}
$$

Since the smaller ratio is $2, S_{2}$ becomes the entering variable and the $-\frac{1}{5}$ in the $S_{2}$ column is the pivot element. Performing the standard pivot operation gives Figure CD3.19.

|  |  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{~S}_{1}$ | $\mathrm{~S}_{2}$ | $\mathrm{~S}_{3}$ | $\mathrm{~S}_{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| BASIS | $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | $\mathrm{~B}_{1}$ |
| $\mathrm{X}_{2}$ | 5 | 0 | 1 | -1 | 0 | 2 | 0 | 200 |
| $\mathrm{~S}_{1}$ | 0 | 0 | 0 | -2 | 0 | 3 | 1 | 50 |
| $\mathrm{~S}_{2}$ | 0 | 0 | 0 | 1 | 1 | -5 | 0 | 100 |
| $\mathrm{X}_{1}$ | 8 | 1 | 0 | 1 | 0 | -1 | 0 | 500 |
| $\mathrm{Z}_{J}$ |  | 8 | 5 | 3 | 0 | 2 | 0 | 5000 |
| $\mathrm{C}_{J}-\mathrm{Z}_{J}$ | 0 | 0 | -3 | 0 | -2 | 0 |  |  |

Since all entries on the right-hand side of this tableau are nonnegative, this tableau is optimal. The new optimal solution is $\mathrm{X}_{1}=500, \mathrm{X}_{2}=200, \mathrm{~S}_{1}=50$, $S_{2}=100, S_{3}=0, S_{4}=0$, and the new optimal value of the objective function is $\$ 5000$.

## USING THE DUAL SIMPLEX METHOD WHEN CONSTRAINTS ARE ADDED AFTER THE PROBLEM HAS BEEN SOLVED

Suppose that, after the original problem at Galaxy Industries is solved, giving the solution $X_{1}=320, X_{2}=360$, management imposes a new constraint:

$$
\mathrm{X}_{1}+\frac{1}{2} \mathrm{X}_{2} \leq 450
$$

Substituting the current solution into the left side of this constraint gives $320+$ $\frac{1}{2}(360)=500$; thus this constraint is violated by the current optimal solution. At this point, this new constraint, including its slack variable, $S_{5}$ is added to the bottom of the current tableau. In doing so, however, the canonical form of the tableau is destroyed because there is no " 0 " in this row for the column of the basic variable, $\mathrm{X}_{1}$, and the basic variable, $\mathrm{X}_{2}$.

As indicated in Figure CD3.20, one can reestablish a " 0 " in the $X_{1}$ column of the new constraint by subtracting " 1 " times the row for which $\mathrm{X}_{1}$ is the basic variable (row 4) from this new constraint. Similarly, a " 0 " can be re-established in the $\mathrm{X}_{2}$ column of the new constraint by subtracting " $" 1$ " times the row for which $\mathrm{X}_{2}$ is the basic variable (row 1) from this new constraint. The results are presented in Figure CD3.20.


|  | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{S}_{1}$ | $S_{2}$ | $S_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{5}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BASIS $\mathrm{C}_{J}$ | 8 | 5 | 0 | 0 | 0 | 0 | 0 |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | $-3 / 5$ | 2/5 | 0 | 0 | 0 | 360 |
| $\mathrm{S}_{4} 0$ | 0 | 0 | $-7 / 5$ | 3/5 | 0 | 1 | 0 | 390 |
| $\mathrm{S}_{3} 0$ | 0 | 0 | $-1 / 5$ | $-1 / 5$ | 1 | 0 | 0 | 20 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 4/5 | $-1 / 5$ | 0 | 0 | 0 | 320 |
| $\mathrm{S}_{5} 0$ | 0 | 0 | $-1 / 2$ | 0 | 0 | 0 | 1 | -50 |
| $\mathrm{Z}_{J}$ | 8 | 5 | 17/5 | 2/5 | 0 | 0 | 0 | 4320 |
| $C_{J}-Z_{J}$ | 0 | 0 | $-17 / 5$ | $-2 / 5$ | 0 | 0 | 0 |  |

Adding the Constraint
$\mathrm{X}_{1}+\frac{1}{2} \times 2 \leq 500$

This new tableau is now in canonical form and has all nonpositive entries in the $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ row; however, the right-hand side of the last constraint contains a negative entry $(-50)$. These are precisely the conditions given above for performing the dual simplex method.

At this iteration, $S_{5}$ is the leaving variable. Since there is only one negative number in the leaving row (in the $S_{1}$ column), $S_{1}$ is the entering variable and the $-\frac{1}{2}$ in that row is the pivot element. Performing the standard pivot operations generates the results shown in Figure CD3.21. All right-hand side entries are now nonnegative; thus this is the optimal tableau. The new optimal solution is $\mathrm{X}_{1}=$ $240, X_{2}=420, S_{1}=100, S_{2}=0, S_{3}=40, S_{4}=530$, and the optimal value of the objective function is $\$ 4020$.

| BASIS ${ }^{\text {c }}$ | $\mathrm{X}_{1}$ | X | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{5}$ | $\mathrm{B}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 | 5 | 0 | 0 | 0 | 0 | 0 |  |
| $\mathrm{X}_{2} 5$ | 0 | 1 | 0 | 2/5 | 0 | 0 | -6/5 | 420 |
| $\mathrm{S}_{4} \quad 0$ | 0 | 0 | 0 | 3/5 | 0 | 1 | -14/5 | 530 |
| $\mathrm{S}_{3} 0$ | 0 | 0 | 0 | $-1 / 5$ | 1 | 0 | -2/7 | 40 |
| $\mathrm{X}_{1} 8$ | 1 | 0 | 0 | $-1 / 5$ | 0 | 0 | 8/5 | 240 |
| $\mathrm{S}_{1} 0$ | 0 | 0 | 1 | 0 | 0 | 0 | -2 | 100 |
| $\mathrm{Z}_{J}$ | 8 | 5 | 0 | 2/5 | 0 | 0 | 34/5 | 4020 |
| $C_{J}-Z_{J}$ | 0 | 0 | 0 | $-2 / 5$ | 0 | 0 | -34/5 |  |

FIGURE CD3.21 Tableau after Pivoting

## IX Duality and Tableaus

Supplement CD2 introduced the concept of duality. There it was shown that any linear programming problem called the primal has an associated linear programming problem called the dual. If the primal is a maximization problem, the dual is a minimization problem. For Galaxy Industries, the primal-dual pair of programs is:

| Primal Problem |  |
| :---: | :---: |
| $\begin{aligned} & \text { MAX } \\ & \text { ST } \end{aligned}$ | $8 \mathrm{X}_{1}+5 \mathrm{X}_{2}$ |
|  | $2 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 1000$ |
|  | $3 \mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 2400$ |
|  | $\mathrm{X}_{1}+\mathrm{X}_{2} \leq 700$ |
|  | $\mathrm{X}_{1}-\mathrm{X}_{2} \leq 350$ |
|  | $\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$ |
| $\begin{aligned} & \text { MIN } \\ & \text { ST } \end{aligned}$ | Dual Problem |
|  | $1000 \mathrm{Y}_{1}+2400 \mathrm{Y}_{2}+700 \mathrm{Y}_{3}+350 \mathrm{Y}_{4}$ |
|  | $2 \mathrm{Y}_{1}+3 \mathrm{Y}_{2}+\mathrm{Y}_{3}+3 \mathrm{Y}_{4} \geq 8$ |
|  | $\mathrm{Y}_{1}+4 \mathrm{Y}_{2}+\mathrm{Y}_{3}-\quad \mathrm{Y}_{4} \geq 5$ |
|  | $\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}, \mathrm{Y}_{4} \geq 0$ |

The optimal tableau of either problem can be used to find the optimal solutions for both the primal and dual problems. The locations of both the primal and dual variables in the optimal tableau for the primal problem are as follows:

| Location of the Optimal Primal and Dual Variables <br> in the Optimal Tableau for the Primal Problem |
| :---: |
| Value of |
| All primal variables $\quad$Basic variables-RHS values in Tableau <br> Nonbasic variables-0 |
| Dual variables$Z_{J}$ values of the corresponding slack variables (for associated <br> " $\leq$ " constraints) |
| $Z_{J}$ values of the corresponding artificial variables (for <br> associated "=" and " $\geq$ ") |

Figure CD3.22 details these values for the Galaxy Industries problem.

FIGURE CD3.22
Optimal Primal and Dual Solutions from the Optimal Tableau of the Primal


## Problems

1. STANDARD FORM/CANONICAL FORM Given the following linear programming formulation:

$$
\begin{array}{ll}
\text { MAX } & 4 \mathrm{X}_{1}+5 \mathrm{X}_{2}+2 \mathrm{X}_{3} \\
\text { ST } & \\
& 2 \mathrm{X}_{1}-\mathrm{X}_{2}-2 \mathrm{X}_{3} \geq 8 \\
& \mathrm{X}_{1}+2 \mathrm{X}_{2}+\mathrm{X}_{3}=16 \\
& \mathrm{X}_{1}-2 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 12 \\
\mathrm{X}_{1} \geq 0, & \mathrm{X}_{2} \text { unrestricted, } \mathrm{X}_{3} \leq 0
\end{array}
$$

a. Convert the formulation to standard form.
b. Add artificial variables where appropriate and give the first canonical form.
c. Suppose the right-hand side of the first constraint were -8 instead of 8 , and the right-hand side of the third constraint were -12 instead of 12 . Rewrite the original constraints so that all right-hand side values are nonnegative by multiplying the first and third constraints by -1 (do not forget to change the inequality sign when multiplying a negative number) and convert this formulation to standard form.
2. STANDARD FORM/SIMPLEX (MAXIMIZATION)

Given the following problem:
MAX $5 \mathrm{X}_{1}+4 \mathrm{X}_{2}+6 \mathrm{X}_{3}$ ST

$$
\begin{gathered}
2 \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \leq 40 \\
3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 100 \\
\mathrm{X}_{1}-4 \mathrm{X}_{2}+4 \mathrm{X}_{3} \leq 24 \\
\mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{gathered}
$$

a. Write the problem in standard form. Is this also canonical form?
b. Solve the problem using the simplex algorithm.
3. STANDARD FORM/SIMPLEX (MINIMIZATION) Given the following problem:

$$
\begin{array}{lc}
\text { MIN } & 2 \mathrm{X}_{1}+3 \mathrm{X}_{2}-4 \mathrm{X}_{3}-\mathrm{X}_{4} \\
\text { ST } & \\
& \mathrm{X}_{1}-2 \mathrm{X}_{2}+2 \mathrm{X}_{3}+\mathrm{X}_{4} \leq 10 \\
2 \mathrm{X}_{1}+2 \mathrm{X}_{2}+3 \mathrm{X}_{3}+\mathrm{X}_{4} \leq 30 \\
& \mathrm{X}_{1}-\mathrm{X}_{2}+4 \mathrm{X}_{3}-\mathrm{X}_{4} \leq 40 \\
& \mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{array}
$$

a. Write the problem in standard form. Is this also canonical form?
b. Solve the problem using the simplex algorithm.
4. SIMPLEX ALGORITHM/GRAPH Given the following problem:

MAX $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}$
ST

$$
\begin{aligned}
2 \mathrm{X}_{1}+\mathrm{X}_{2} & \leq 12 \\
\mathrm{X}_{1}+2 \mathrm{X}_{2} & \leq 9 \\
\mathrm{X}_{1}+4 \mathrm{X}_{2} & \leq 16 \\
\mathrm{X}_{1}, \mathrm{X}_{2} & \geq 0
\end{aligned}
$$

a. Solve the problem by the simplex algorithm.
b. Graph the problem and show which point is generated at each step of the algorithm.
c. In Section III it was pointed out that choosing any variable with a positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ improves the objective function value from one iteration to the next and that selecting the one with the most positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ as the entering variable does not always provide the optimal solution in the fewest number of iterations. Step 1 could simply be, "Choose the first variable encountered that has a positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ value as the entering variable." Using this rule, show how the optimal solution for this problem is reached in a smaller number of iterations. Show the sequence of points on the graph generated by each tableau using this rule.
5. SIMPLEX ALGORITHM/ROUND-OFF ERROR

Given the following problem:
MAX $5 \mathrm{X}_{1}+8 \mathrm{X}_{2}+10 \mathrm{X}_{3}$
ST

$$
\begin{aligned}
& 2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+6 \mathrm{X}_{3} \leq 18 \\
& \mathrm{X}_{1}+4 \mathrm{X}_{2}+2 \mathrm{X}_{3} \leq 12 \\
& 3 \mathrm{X}_{1}-\mathrm{X}_{2}+5 \mathrm{X}_{3} \leq 14 \\
& \mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{aligned}
$$

a. Solve the problem by the simplex algorithm expressing all numbers at every iteration as fractions.
b. Re-solve the problem by the simplex algorithm expressing all numbers at every iteration in two-place decimal format. Compare your answer with part (a).
c. The computer keeps numbers as decimals written out to many decimal places; still, there is round-off error. Use Excel to solve this problem. Compare your answers.
6. ARTIFICIAL VARIABLES (MAXIMIZATION) Given the following problem:

\[

\]

a. Write the problem in standard form.
b. Write the problem in canonical form.
c. Use the simplex algorithm to solve for the optimal solution.
7. ARTIFICIAL VARIABLES (MINIMIZATION) Given the following problem:

$$
\begin{array}{ll}
\text { MIN } & 2 \mathrm{X}_{1}+10 \mathrm{X}_{2}+5 \mathrm{X}_{3} \\
\text { ST } & \mathrm{X}_{1}+4 \mathrm{X}_{2}+2 \mathrm{X}_{3} \geq 20 \\
& 4 \mathrm{X}_{1}+8 \mathrm{X}_{2}-\mathrm{X}_{3}=40 \\
& 3 \mathrm{X}_{1}+\mathrm{X}_{2}+2 \mathrm{X}_{3} \leq 50 \\
& \mathrm{X}_{\mathrm{J}} \geq 0 \text { for all J }
\end{array}
$$

a. Write the problem in standard form.
b. Write the problem in canonical form.
c. Use the simplex algorithm to solve for the optimal solution.
8. ARTIFICIAL VARIABLES/GRAPH Given the following problem:

$$
\begin{array}{ll}
\text { MAX } & 5 \mathrm{X}_{1}+8 \mathrm{X}_{2} \\
\text { ST } & \\
& 2 \mathrm{X}_{1}+3 \mathrm{X}_{2} \geq 9 \\
& \geq \mathrm{X}_{1}+\mathrm{X}_{2} \leq 6 \\
& 5 \mathrm{X}_{1}+2 \mathrm{X}_{2}=18 \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \geq 0
\end{array}
$$

a. Solve the problem graphically for the optimal solution.
b. Solve the problem using the simplex algorithm.
c. On the graph, illustrate the solution (whether feasible or infeasible) for each tableau. Which points are basic solutions? Which points are basic feasible solutions?
9. ARTIFICIAL VARIABLES/TWO-PHASE METHOD

When solving for the optimal solution to a problem in which artificial variables have been added, there are two objectives: (1) to make sure that all artificial variables turn out to be 0 ; and (2) to determine an optimal solution. The two-phase method, which treats these two objectives separately, is an alternative to the BIG M method of assigning each artificial variable an objective function coefficient of $-M(+M$ for minimization problems).

Consider problem 6 above. Artificial variables $A_{1}$ and $\mathrm{A}_{3}$ should have been added to the first and third constraints, respectively, to obtain the first canonical form.
a. PHASE 1-Ignore the original objective function and impose an alternative objective of minimizing the sum of the artificial variables; that is, MIN $\mathrm{A}_{1}+\mathrm{A}_{3}$. Obviously, since $A_{1}$ and $A_{3}$ must be $\geq 0$, a minimum value for this objective function of 0 can be attained only if both $\mathrm{A}_{1}$ and $\mathrm{A}_{3}$ are 0 . This accomplishes the first objective. (Note: If $\mathrm{A}_{1}$ and $\mathrm{A}_{3}$ cannot both be made 0 , the problem is infeasible.) Impose the objective function $\mathrm{MIN} \mathrm{A}_{1}+\mathrm{A}_{3}$ and use the simplex method to solve for the optimal solution for the Phase 1 problem for problem 6.
b. PHASE 2-The canonical form that gave the optimal solution to Phase 1 corresponds to a basic feasible solution. Now re-impose the original objective function: MAX $3 \mathrm{X}_{1}+4 \mathrm{X}_{2}+5 \mathrm{X}_{3}$. Calculate the $\mathrm{Z}_{\mathrm{J}}$ row and the $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ row and perform the normal
simplex algorithm to find the optimal solution. (Note: Either drop the artificial variable columns altogether from your tableau, or simply do not choose an artificial variable as an entering variable at any time. The only reason to keep the artificial variable columns is for sensitivity analysis information.)
10. INFEASIBILITY Using the simplex algorithm, show that the following problem is infeasible:

\[

\]

11. INFEASIBILITY/GRAPH Given the following problem:

$$
\begin{array}{lll}
\text { MAX } & 2 \mathrm{X}_{1}+3 \mathrm{X}_{2} & \\
\text { ST } & & \geq 6 \\
& \mathrm{X}_{1} & \geq \mathrm{X}_{2} \\
& \leq 10 \\
& \mathrm{X}_{1}+\mathrm{X}_{1}+4 \mathrm{X}_{2} & =36 \\
& \mathrm{X}_{1}, \mathrm{X}_{2} & \geq 0
\end{array}
$$

a. Solve the problem graphically and show that there is no feasible solution.
b. Using the simplex algorithm, show that the problem is infeasible.
c. On the graph, illustrate the solution associated with each tableau. Do these points correspond to basic solutions? Do they correspond to basic feasible solutions?
12. UNBOUNDED PROBLEM (MAXIMIZATION)

Given the following problem:

\[

\]

a. Solve the problem by the simplex algorithm and show that the problem is unbounded.
b. Using the tableau from which you determined that the problem is unbounded, how much will each of the following increase for every unit that $\mathrm{X}_{2}$ is increased:
i. the value of the objective function
ii. the values of all other variables

These relationships are collectively known as the unbounded solution.
13. UNBOUNDED FEASIBLE REGION/BOUNDED SOLUTION Since problem 12 yielded an unbounded solution, the constraint set must form an unbounded feasible region. Using the same constraints as in problem 12 , show that the problem with the following objective function gives an optimal solution:

$$
\operatorname{MAX} 2 \mathrm{X}_{1}-3 \mathrm{X}_{2}+\mathrm{X}_{3}
$$

14. UNBOUNDED PROBLEM (MINIMIZATION) Use the simplex algorithm to show that the following problem is unbounded:

MIN $6 \mathrm{X}_{1}-3 \mathrm{X}_{2}+2 \mathrm{X}_{3}$
ST

$$
\begin{gathered}
\mathrm{X}_{1}+\mathrm{X}_{2}-\mathrm{X}_{3} \leq 10 \\
2 \mathrm{X}_{1}-\mathrm{X}_{2}-2 \mathrm{X}_{3} \leq 12 \\
4 \mathrm{X}_{1}-2 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 20 \\
\mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{gathered}
$$

15. UNBOUNDED PROBLEM/GRAPH Given the following problem:

$$
\begin{array}{ll}
\text { MAX } & 4 \mathrm{X}_{1}+3 \mathrm{X}_{2} \\
\text { ST } & 2 \mathrm{X}_{1}+\mathrm{X}_{2} \geq 8 \\
& -\mathrm{X}_{1}+4 \mathrm{X}_{2} \leq 10 \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \geq 0
\end{array}
$$

a. Show graphically that the linear program is unbounded.
b. Show that the problem is unbounded using the simplex method.
c. On the graph, illustrate the solution corresponding to each tableau. From your last tableau, show the points that are generated when $S_{1}$ is increased from 0 .
16. ALTERNATE OPTIMAL SOLUTIONS/GRAPH

Given the following problem:
MAX $\quad 9 \mathrm{X}_{1}+6 \mathrm{X}_{2}$
ST

$$
\begin{aligned}
3 \mathrm{X}_{1}+2 \mathrm{X}_{2} & \leq 18 \\
\mathrm{X}_{1}+2 \mathrm{X}_{2} & \leq 12 \\
\mathrm{X}_{1}-2 \mathrm{X}_{2} & \leq 4 \\
\mathrm{X}_{1}, \mathrm{X}_{2} & \leq 0
\end{aligned}
$$

a. Solve the problem graphically and show that it has alternate optimal solutions.
b. Using the simplex algorithm, show that this problem has alternate optimal solutions.
c. On the graph, illustrate the solution corresponding to each tableau. How can the set of alternate optimal solutions be generated from the simplex tableau?
17. ALTERNATE OPTIMAL SOLUTIONS Given the following problem:

MAX $15 \mathrm{X}_{1}+26 \mathrm{X}_{2}+10 \mathrm{X}_{3}$
ST

$$
\begin{gathered}
2 \mathrm{X}_{1}+4 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 70 \\
3 \mathrm{X}_{1}+2 \mathrm{X}_{2}+4 \mathrm{X}_{3} \leq 168 \\
\mathrm{X}_{1}+2 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 63 \\
\mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{gathered}
$$

a. Show that the problem has alternate optimal solutions.
b. Generate two optimal basic feasible solutions.
c. Weight the values of the variables found in your two solutions in part (b) by $50 \%$ each (i.e., multiply the value of all variables in each solution by .5 and add the results). Show that this weighted solution is also feasible and gives the same value for the objective function.
18. DEGENERACY Show that the following linear program has a degenerate optimal solution:

$$
\begin{array}{lc}
\text { MAX } & 11 \mathrm{X}_{1}+12 \mathrm{X}_{2}+8 \mathrm{X}_{3} \\
\text { ST } & 2 \mathrm{X}_{1}+5 \mathrm{X}_{2}+4 \mathrm{X}_{3} \leq 16 \\
& 3 \mathrm{X}_{1}+2 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 4 \\
& \mathrm{X}_{1}-\mathrm{X}_{2}+\mathrm{X}_{3} \leq 6 \\
& \mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{array}
$$

19. DEGENERACY DISAPPEARS If a problem gives a degenerate solution at one iteration, this does not mean that the optimal solution is degenerate. Consider the following problem in which the initial basic feasible solution is degenerate. Show that the optimal solution is not a degenerate solution.

MAX $4 \mathrm{X}_{1}+5 \mathrm{X}_{2}+8 \mathrm{X}_{3}$
ST

$$
\begin{gathered}
\mathrm{X}_{1}+2 \mathrm{X}_{2}-\mathrm{X}_{3} \leq 0 \\
\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \leq 7 \\
2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+5 \mathrm{X}_{3} \leq 21 \\
\mathrm{X}_{\mathrm{J}} \geq 0 \text { for all } \mathrm{J}
\end{gathered}
$$

20. DUAL SIMPLEX METHOD Given the following problem:

\[

\]

a. Solve the problem using the dual simplex algorithm.
b. Solve the problem using the simplex algorithm.
21. SENSITIVITY ANALYSIS (MAXIMIZATION)

Consider problem 2 of this supplement.
a. Determine the range of optimality for each decision variable.
b. Determine the reduced cost for each decision variable.
c. Determine the values of the shadow prices for each constraint.
d. Determine the range of feasibility for the right-hand side of each constraint.
22. SENSITIVITY ANALYSIS/GRAPH
(MAXIMIZATION) Consider problem 4 of this supplement.
a. Determine the range of optimality for each decision variable.
b. Determine the reduced cost for each decision variable.
c. Determine the values of the shadow prices for each constraint.
d. Determine the range of feasibility for the right-hand side of each constraint.
e. Verify your results for parts (a) through (d) using a graphical analysis to obtain these results.
23. SENSITIVITY ANALYSIS (MINIMIZATION)

Consider problem 3 of this supplement.
a. Determine the range of optimality for each decision variable.
b. Determine the reduced cost for each decision variable.
c. Determine the values of the shadow prices for each constraint.
d. Determine the range of feasibility for the right-hand side of each constraint.
24. SENSITIVITY ANALYSIS/ARTIFICIAL VARIABLES (MAXIMIZATION) Consider problem 8 of this supplement.
a. Determine the range of optimality for each decision variable.
b. Determine the reduced cost for each decision variable.
c. Determine the values of the shadow prices for each constraint.
d. Determine the range of feasibility for the right-hand side of each constraint.
25. SENSITIVITY ANALYSIS (MINIMIZATION) Consider problem 20 of this supplement.
a. Determine the range of optimality for each decision variable.
b. Determine the reduced cost for each decision variable.
c. Determine the values of the shadow prices for each constraint.
d. Determine the range of feasibility for the right-hand side of each constraint.

## 26. POST-OPTIMALITY ANALYSES

(MAXIMIZATION) Consider problem 2 of this supplement. Use post-optimality analyses to determine the new optimal solution in each of the following cases:
a. The following constraint is added:
$2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 80$
b. The following constraint is added:
$2 \mathrm{X}_{1}+3 \mathrm{X}_{2}+\mathrm{X}_{3} \leq 60$
c. The following constraint is added: $\mathrm{X}_{1} \geq 10$
d. A variable is added with an objective function coefficient of +8 and coefficients in the three functional constraints of 2,4 , and 1 , respectively.
e. A variable is added with an objective function coefficient of +12 and coefficients in the three functional constraints of 2,4 , and 1 , respectively.
27. POST-OPTIMALITY ANALYSES (MAXIMIZATION) Consider problem 6 of this supplement. Use post-optimality analyses to determine the new optimal solution in each of the following cases:
a. The following constraint is added: $2 X_{1}-4 X_{2}+X_{3} \leq 5$
b. The following constraint is added:
$2 X_{1}-4 X_{2}+X_{3} \geq 5$
c. The following constraint is added: $X_{2} \geq 4$
d. A variable is added with an objective function coefficient of +2 and coefficients in the constraints of 1,1 , and 1 , respectively.
e. A variable is added with an objective function coefficient of +4 and coefficients in the constraints of 1,1 , and 1 , respectively.

## 28. POST-OPTIMALITY ANALYSES

(MINIMIZATION) Consider problem 20 of this supplement. Use post-optimality analyses to determine the new optimal solution in each of the following cases:
a. The following constraint is added: $\mathrm{X}_{1}+3 \mathrm{X}_{2}+\mathrm{X}_{4} \geq 20$
b. The following constraint is added: $\mathrm{X}_{1}+3 \mathrm{X}_{2}+\mathrm{X}_{4} \geq 30$
c. The following constraint is added: $X_{2} \leq 5$
d. The following constraint is added: $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}+\mathrm{X}_{4} \leq 9$
e. A variable is added with an objective function coefficient of +9 and coefficients in the constraints of 3 and 1, respectively.
f. A variable is added with an objective function coefficient of +2 and coefficients in the constraints of 3 and 1, respectively.
29. DUALITY Consider problem 2 of this supplement.
a. Formulate the dual to this problem.
b. Using the optimal tableau to the primal problem, determine the optimal solution to the dual problem, including the values of the dual surplus variables.
c. Solve the dual problem using the simplex algorithm and verify your answers to part (b).
d. Solve the dual problem using the dual simplex algorithm. Compare your results to those obtained solving the primal problem using the simplex algorithm.
30. DUALITY Consider problem 6 of this supplement.
a. Formulate the dual to this problem.
b. Using the optimal tableau to the primal problem, determine the optimal solution to the dual problem, including the values of all slack and surplus variables.

# Branch and Bound Algorithms for Integer Programming Models 

MANY COMPUTER CODES use a branch and bound approach to solve integer, mixed integer, and binary linear programs. Here we present two branch and bound algorithms-one for solving a linear
model in which one or more (perhaps all) of the variables must be integer valued; the other for models in which all variables must be either 0 or 1 .

## I A Branch and Bound Approach for Solving Mixed Integer or All Integer Linear Programming Models (Maximization Problems)

In this supplement an algorithm for solving a mixed integer or all integer linear model is presented for problems with a maximization objective function criterion. The basic approach is as follows. First, the integer restrictions are relaxed (ignored) and the problem is solved as a linear programming model. If the integer conditions are satisfied for the variables that must be integers, no further effort is needed.

If some of the variables that must be integers have noninteger values in the optimal solution, one of them, say $X_{J}$ is selected whose value in the solution is $I+F$. Here I is the integer part and F is the fractional part. Two new subproblems (branches) are then created: one adds the upper bound constraint $\mathrm{X}_{\mathrm{J}} \leq \mathrm{I}$ to the current set of constraints; the other adds the lower bound constraint $X_{J} \geq(I+1)$ to the current set of constraints. For example, suppose in the optimal solution $X_{2}=9 \frac{1}{3}$. One new subproblem would add $X_{2} \leq 9$, the other new subproblem would add $X_{2} \geq 10$ to the current set of constraints. Clearly, the current optimal solution satisfies neither of these constraints. Thus a new optimal solution must be found for each branch.

As outlined below, the process is systematically repeated until an optimal solution is found or until it is determined that the problem is infeasible. Since an all integer linear program (AILP) is a special case of a mixed integer linear program (MILP), the general problem is referred to as an MILP.

The algorithm relies on two fundamental observations: (1) whenever a solution to a subproblem is found satisfying all the integer constraints, since it is a feasible solution to the original MILP, its objective function value is a lower bound for the MILP's optimal solution; (2) whenever a solution to a problem is found that does not satisfy one or more of the integer constraints, since adding additional constraints cannot improve the objective function value, its objective function value is an upper bound for all subsequent subproblems.

In the algorithm outlined below, the following notation is used for a particular branch:
$\mathrm{L}=$ the best (highest) lower bound found thus far for the MILP
$Z=$ the objective function value of the subproblem under consideration (the upper bound for all subsequent subproblems)

To begin the algorithm, a lower bound, L must be set. If no immediate solution is apparent, set $\mathrm{L}=-\infty$. The initial value of Z is the optimal objective function value of the relaxed linear model. Then, if for a particular subproblem, the value of Z is less than or equal to the current best lower bound L found so far (or if the subproblem is infeasible), the branch is fathomed. That is, no additional constraints are added to this branch, since adding more constraints cannot increase the objective function value or make an infeasible problem feasible.

A branch is also fathomed if an integer solution to the subproblem is obtained. In this case, its objective function value Z is compared to the best lower bound found thus far, L ; if Z is greater than $\mathrm{L}, \mathrm{L}$ is reset to Z and all subproblems with a $Z$-value less than the new value of $L$ are eliminated from further consideration. If the optimal solution to a subproblem does not satisfy the integer constraints, however, and it gives a value of $Z$ that is larger than the current lower bound $L$, two new branches are added as active subproblems and the process is continued. The process ends when all branches have been fathomed.

The branch and bound approach is formalized as follows:

## The Branch and Bound Approach Solving for MILPs

1. Solve the problem as a linear program. If all integer variables have integer values, STOP; the optimal MILP solution has been found. If not, this becomes the first active subproblem and set $\mathrm{L}=-\infty$.
2.* Select the active subproblem with the highest $Z$-value. Choose the first integer variable, $X_{\text {, }}$, that currently has a fractional value. Create a new subproblem by adding the constraint $X_{J} \geq 1+1$. If this branch has already been evaluated, create a new subproblem by adding the constraint $X_{J} \leq 1$.
2. Solve the new subproblem:

## If

(a) The problem is infeasible
(b) Its objective function value $\mathrm{Z} \leq \mathrm{L}$
(c) The problem gives an MILP solution and $\mathrm{Z}>\mathrm{L}$
(d) The problem does not give an MILP solution and $Z>L$

Then

- Fathom the branch
- Fathom the branch
- Fathom the branch
- Reset L to Z
- Fathom all branches with $Z<L$
- This is a new active subproblem

If active subproblems remain, return to Step 2. If no active subproblems remain, STOP-the solution that provides the current value of $L$ is the optimal MILP solution.

* Other forms of the branch and bound algorithm provide alternative means of selecting the subproblem to consider and the variable on which to branch.


## BRANCH AND BOUND TREES

The steps are best represented by a branch and bound tree. In this representation, when a new subproblem is solved, the solution is represented by a node giving the
solution and its Z-value. The arcs of the tree denote the constraint that has been added to the previous subproblem. A subproblem (node) that is fathomed is indicated by a thick line drawn under the node. Outside the tree, the best lower bound found to date, L , is recorded.

## SOLVING THE BOXCAR BURGER PROBLEM BY THE BRANCH AND BOUND METHOD

A branch and bound tree will be constructed for solving the Boxcar Burger problem of Chapter 2 of the text. In practice, when a new constraint is added to a previous problem, the new linear program can be solved rather rapidly using the dual simplex method (outlined in Supplement CD3). Because this is only a two-variable problem, however, the steps of the branch and bound algorithm will be illustrated graphically.

The model formulation for the Boxcar Burger problem (with the objective function coefficients expressed in $\$ 1000$ 's) is:

$$
\begin{array}{lc}
\text { MAX } & 12 \mathrm{X}_{1}+20 \mathrm{X}_{2} \\
\text { ST } & 2 \mathrm{X}_{1}+6 \mathrm{X}_{2} \leq 27 \\
& 3 \mathrm{X}_{2} \geq 2 \\
& 3 \mathrm{X}_{1}+\mathrm{X}_{2} \leq 19 \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \geq 0 \text { and } \\
& \mathrm{X}_{1}, \mathrm{X}_{2} \text { integer }
\end{array}
$$

## Iteration 1 (Node 1)

The original linear program is solved in Figure CD4.1a. The figure provides the optimal solution, $X_{1}=5 \frac{7}{16}, X_{2}=2 \frac{11}{16}, Z=119$. Since this is not an integer solution L is set to $-\infty$. This is an active node; it is also the only node represented in the current branch and bound tree shown in Figure CD4.1b.


FIGURE CD4.1a Iteration 1
$\mathrm{L}=-\infty$


FIGURE CD4.1b Branch and Bound Tree-Iteration 1

## Iteration 2 (Node 2)

Neither $X_{1}$ nor $X_{2}$ is an integer value. Select the first variable, $X_{1}$, to branch on. Since the current value for $\mathrm{X}_{1}$ is $5 \frac{7}{16}$, impose a constraint of $\mathrm{X}_{1} \geq 6$ in addition to
the original set of constraints, as shown in Figure CD4.2a. It turns out that this problem is infeasible. Thus this branch is fathomed. Return to the only active node, node 1 shown in Figure CD4.2b.


FIGURE CD4.2a Iteration 2


FIGURE CD4.2b Branch and Bound Tree-Iteration 2

## Iteration 3 (Node 3)

Now evaluate the result of adding the constraint $X_{1} \leq 5$ to the original set of constraints. As shown in Figure CD4.3a, the optimal solution to this problem is $\mathrm{X}_{1}=$ $5, X_{2}=2 \frac{5}{6}, Z=116 \frac{2}{3}$. Since this is not an integer solution and $Z>L$, this becomes an active node as depicted in Figure CD4.3b.


## Iteration 4 (Node 4)

In the only active node (node 3 ), $\mathrm{X}_{2}$ is not an integer. Now add the constraint $\mathrm{X}_{2}$ $\geq 3$ to the original set of constraints and the constraint $X_{1} \leq 5$. As shown in Figure CD4.4a, the optimal solution to this problem is $\mathrm{X}_{1}=4 \frac{1}{2}, \mathrm{X}_{2}=3, \mathrm{Z}=114$. Since this is not an integer solution and $\mathrm{Z}>\mathrm{L}$, node 4 becomes an active node as shown in Figure CD4.4b.


FIGURE CD4.4a Iteration 4


FIGURE CD4.4b Branch and Bound Tree-Iteration 4

## Iteration 5 (Node 5)

At this point, there are two active nodes (node 3 and node 4). Since node 3 has the higher Z -value, branch from this node by adding the constraint $\mathrm{X}_{2} \leq 2$ to the original set of constraints and the constraint $X_{1} \leq 5$. Note that, because one of the functional constraints is $\mathrm{X}_{2} \geq 2$, this added constraint implies that $\mathrm{X}_{2}=2$ and the feasible region is the line segment $X_{2}=2$ between the $X_{2}$ axis and the constraint $\mathrm{X}_{1} \leq 5$, shown in Figure CD4.5a.

The optimal solution to this problem is $X_{1}=5, X_{2}=2, Z=100$. Since this is an integer solution and $Z>L, L$ is reset to $Z=100$ and this branch is fathomed. This is depicted in Figure CD4.5b.


## Iteration 6 (Node 6)

There is now only one active node (node 4). At node 4, the value of $X_{1}$ is $4 \frac{1}{2}$. Thus add the constraint $X_{1} \geq 5$ to the constraints $X_{2} \geq 3, X_{1} \leq 5$, and the original set of constraints. Having both $X_{1} \geq 5$ and $X_{1} \leq 5$ as constraints implies that $X_{1}$ has to
be 5. From Figure CD4.6a, observe that, when $X_{1}=5$, there are no feasible points. Since the subproblem is infeasible, this branch is fathomed. The resulting branch and bound tree is shown in Figure CD4.6b.


FIGURE CD4.6a Iteration 6


FIGURE CD4.6b Branch and Bound Tree-Iteration 6

## Iteration 7 (Node 7)

There is still one active node (node 4). Now impose the condition $X_{1} \leq 4$ in addition to the constraints $X_{2} \geq 3, X_{1} \leq 5$, and the original set of constraints. Adding the constraint $X_{1} \leq 4$ makes the constraint $X_{1} \leq 5$ redundant. As shown in Figure CD4.7a, the optimal solution for this subproblem is $X_{1}=4, X_{2}=3 \frac{1}{6}, Z=111 \frac{1}{3}$. Since this is a noninteger solution and $Z>L(=100)$, this becomes a new active node. The resulting tree is that shown in Figure CD4.7b.


FIGURE CD4.7a Iteration 7


FIGURE CD4.7b Branch and Bound Tree-Iteration 7

## Iteration 8 (Node 8)

Since node 7 is the only active node and $X_{2}=3 \frac{1}{6}$ in this solution, add the constraint $X_{2} \geq 4$ to the constraints $X_{1} \leq 4, X_{2} \geq 3, X_{1} \leq 5$, and the original set of constraints. As shown in Figure CD4.8a, the optimal solution for this problem is $X_{1}=1 \frac{1}{2}, X_{2}=4, Z=98$. This is still not an integer solution. Since $Z<L(98<$ 100), however, this branch is fathomed as shown in the branch and bound tree in Figure CD4.8b.


FIGURE CD4.8a Iteration 8
FIGURE CD4.8b Branch and Bound Tree-Iteration 8

## Iteration 9 (Node 9)

Node 7 is still the only active node. Now add the constraint $X_{2} \leq 3$ to the constraints $X_{1} \leq 4, X_{2} \geq 3, X_{1} \leq 5$, and the original set of constraints. As shown in Figure CD4.9a, the optimal solution for this problem is $X_{1}=4, X_{2}=3, Z=108$. Since this is a feasible integer solution and $Z>L$, the branch is fathomed and $L$ is reset to $Z=108$. This results in the branch and bound tree shown in Figure CD4.9b.

## Iteration 10

Because there are no more active nodes, the algorithm is terminated at this point. The optimal integer solution to the original problem is therefore $X_{1}=4, X_{2}=3$, $\mathrm{Z}=108$ or $(\$ 108,000)$.


## MINIMIZATION PROBLEMS

The algorithm for minimization problems parallels that for maximization problems, except that one keeps track of feasible upper bounds U instead of lower bounds $L$. The initial upper bound is $\mathrm{U}=+\infty$. In the algorithm, the signs " $<$ " and " $>$ " are reversed at each step.

To illustrate, Figures CD4.10a-c depict the sequence of branch and bound trees for the following MILP in which only $\mathrm{X}_{1}$ is required to be integer.

| MIN | $55 \mathrm{X}_{1}+\mathrm{X}_{2}$ |
| :--- | :--- |
| ST |  |
|  | $13 \mathrm{X}_{1}+.09 \mathrm{X}_{2} \geq 250$ |
|  | $33 \mathrm{X}_{1}-.40 \mathrm{X}_{2} \leq 0$ |
|  | $55 \mathrm{X}_{1} \leq 750$ |
|  | $\mathrm{X}_{1}, \mathrm{X}_{2} \geq 0$ and |
|  | $\mathrm{X}_{1}$ integer |




Fathom $-\mathrm{X}_{1}$ is integer Reset $U$ to $Z=1704.44$

FIGURE CD4.10c Iteration 3

# II A Branch and Bound Algorithm for Solving Binary Integer Linear Programs 

Each binary variable, $X_{J}$ (restricted to 0 or 1 ), can be expressed in a linear model by adding the constraints of the form $\mathrm{X}_{\mathrm{J}} \leq 1$ and $\mathrm{X}_{\mathrm{J}}$ integer to the set of functional and nonnegativity constraints of the problem. If the constraints $\mathrm{X}_{\mathrm{J}} \leq 1$ are added to the functional and nonnegativity constraints, and the optimal solution gives integer values ( 0 or 1 ) for the $\mathrm{X}_{\mathrm{J}}$ 's, this is the optimal solution for the BILP and no further evaluation need be done. If some of the variables are fractional values, however, the following branch and bound algorithm can be used to determine the optimal BILP solution. Once again, the algorithm is expressed in terms of a maximization objective function criterion.

In this approach, "branches" consist of assigning a decision variable a value of either 0 or 1 . Then by substituting the appropriate value ( 0 or 1 ) for $\mathrm{X}_{\mathrm{J}}$ the problem can be re-solved. Note that the new model will have one less decision variable. The algorithm then proceeds much like the branch and bound algorithm given for MILP.

If the optimal objective function value, Z , of the new problem does not exceed the current lower bound, L , the node is fathomed.

If $Z>\mathrm{L}$ and the solution to the new problem does not yield binary values for the decision variables, the node becomes an active subproblem from which further branches can occur. If $\mathrm{Z}>\mathrm{L}$ and the solution does yield integer values for the decision variables, the solution becomes the best solution found to this point. This means L is reset to Z and all active nodes that have objective function values less than this new value of $L$ are fathomed.

The exact procedure, including a rule for the order of the branches to be evaluated, is stated as follows:

## Branch and Bound Algorithm for Solving BILPs

1. Add the constraints $X_{1} \leq 1, X_{2} \leq 1$, etc. to the functional constraints of the problem and solve a linear program. If all the variables are 0 or 1, STOP; the optimal BILP solution has been found. If not, this becomes the first active subproblem. Set L $=-\infty$.
2. Select the active subproblem with the highest $Z$-value. Choose the first variable, $X_{\mathrm{J}}$, that has not been assigned to be 0 or 1 . Create a new subproblem (branch) by assigning $X_{J}=1$. If this branch has already been evaluated, create a new subproblem (branch) by assigning $X_{J}=0$.
3. Solve the new subproblem, adding the constraint:

If
(a) The problem is infeasible
(b) Its objective function value $\mathrm{Z} \leq \mathrm{L}$
(c) All variables are 0 or 1 and $Z>L$
(d) Some variables have fractional values and $Z>L$

Then

- Fathom the branch
- Fathom the branch
- Fathom the branch
- Reset L = Z
- Fathom all branches that have $Z \leq L$
- This is a new active subproblem

If active subproblems remain, return to Step 2. If no active subproblems remain, STOP-the solution giving the current value of $L$ is the optimal BILP solution.

## AN EXAMPLE OF USING THE BRANCH AND BOUND APPROACH TO SOLVE A BILP

Here it is demonstrated how this algorithm can be used to construct a branch and bound tree and determine the optimal solution for the following BILP. Software (e.g., Excel) can be used to generate the optimal solution at each iteration. The results can be shown in branch and bound tree.

$$
\begin{array}{ll}
\text { MAX } & 27 \mathrm{X}_{1}+16 \mathrm{X}_{2}+15 \mathrm{X}_{3}+32 \mathrm{X}_{4} \\
\text { ST } & 15 \mathrm{X}_{1}+12 \mathrm{X}_{2}+23 \mathrm{X}_{3}+12 \mathrm{X}_{4} \geq 30 \\
& 7 \mathrm{X}_{1}+2 \mathrm{X}_{2}+5 \mathrm{X}_{3}+3 \mathrm{X}_{4} \leq 11 \\
& -\mathrm{X}_{2}+\mathrm{X}_{4} \leq 0 \\
& \mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3} \leq 2 \\
& \mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \mathrm{X}_{4}=0 \text { or } 1
\end{array}
$$

## Iteration 1 (Node 1)

Add the constraints $X_{1} \leq 1, X_{2} \leq 1, X_{3} \leq 1$, and $X_{4} \leq 1$ to the functional constraints and solve the linear program. The optimal solution is noninteger: $X_{1}=\frac{6}{7}$, $\mathrm{X}_{2}=0, \mathrm{X}_{3}=1, \mathrm{X}_{4}=1, \mathrm{Z}=71 \frac{1}{7}$. This becomes the first active node, as shown in Figure CD4.11. L is set to $-\infty$.


LP Optimum

FIGURE CD4.11 Iteration 1

## Iteration 2 (Node 2)

VARIABLES ASSIGNED: $\mathrm{X}_{1}=1$
(Note: This can be done by substituting the value $\mathrm{X}_{1}=1$ into the original problem formulation and solving a three-variable problem). As shown in Figure CD4.12, the solution is $\mathrm{X}_{1}=1, \mathrm{X}_{2}=\frac{4}{5}, \mathrm{X}_{3}=0, \mathrm{X}_{4}=\frac{4}{5}, \mathrm{Z}=65 \frac{2}{5}$. This becomes an active node. L remains $-\infty$.


## Iteration 3 (Node 3)

There are two active nodes (node 1 and node 2). Node 1 has the larger Z-value. Now consider $\mathrm{X}_{1}=0$.

## VARIABLES ASSIGNED: $\mathrm{X}_{1}=0$

As shown in Figure CD4.13, the solution is $X_{1}=0, X_{2}=1, X_{3}=1, X_{4}=1, Z=$ 63. Since all variables are 0 or 1 , this is a feasible BILP solution. Thus the branch is fathomed. Since 63 is greater than the current value of $L(-\infty), L$ is reset to 63 .


## Iteration 4 (Node 4)

There is now only one active node (node 2). Thus branch on the next variable, $\mathrm{X}_{2}$ 。

$$
\text { VARIABLES ASSIGNED: } \mathrm{X}_{1}=1, \mathrm{X}_{2}=1
$$

As shown in Figure CD4.14, the solution is $X_{1}=1, X_{2}=1, X_{3}=0, X_{4}=\frac{2}{3}, Z=$ $64 \frac{1}{3}$. This is not an integer solution, but $\mathrm{Z}>\mathrm{L}\left(64 \frac{1}{3}>63\right)$. Thus this becomes an active node. L remains 63.


## Iteration 5 (Node 5)

There are now two active nodes (node 2 and node 4). Node 2 has the higher Zvalue. Now evaluate the branch $\mathrm{X}_{2}=0$.

## VARIABLES ASSIGNED: $\mathrm{X}_{1}=1, \mathrm{X}_{2}=0$

As shown in Figure CD4.15, the solution is $X_{1}=1, X_{2}=0, X_{3}=\frac{2}{3}, X_{4}=0$, $Z=39$. This is not an integer solution. However, since $Z<L$, $(39<63)$, this branch is fathomed.

FIGURE CD4.15 Iteration 5


## Iteration 6 (Node 6)

There is now only one active node (node 4). Thus branch on the next variable, $X_{3}$.

$$
\text { VARIABLES ASSIGNED: } X_{1}=1, X_{2}=1, X_{3}=1
$$

As Figure CD4.16 indicates, this new problem is infeasible; thus the branch is fathomed at node 6.


## Iteration $\mathbf{7}$ (Node 7)

There is still only one active node (node 4). Now evaluate $X_{3}=0$.

$$
\text { VARIABLES ASSIGNED: } \mathrm{X}_{1}=1, \mathrm{X}_{2}=1, \mathrm{X}_{3}=0
$$

As shown in Figure CD4.17, the solution is $\mathrm{X}_{1}=1, \mathrm{X}_{2}=1, \mathrm{X}_{3}=0, \mathrm{X}_{4}=\frac{2}{3}$, $Z=64 \frac{1}{3}$. This is not an integer solution, but since $Z>L\left(64 \frac{1}{3}>63\right)$, node 7 becomes an active node. L remains 63 .


## Iteration 8 (Node 8)

There is now only one active node (node 7). Evaluate the branch $\mathrm{X}_{4}=1$.
VARIABLES ASSIGNED: $\mathrm{X}_{1}=1, \mathrm{X}_{2}=1, \mathrm{X}_{3}=0, \mathrm{X}_{4}=1$
As shown in Figure CD4.18, this problem is infeasible; thus the branch is fathomed at node 8.


## Iteration 9 (Node 9)

There is only one active node (node 7). Now evaluate the branch $\mathrm{X}_{4}=0$.

$$
\text { VARIABLES ASSIGNED: } \mathrm{X}_{1}=1, \mathrm{X}_{2}=1, \mathrm{X}_{3}=0, \mathrm{X}_{4}=0
$$

As shown in Figure CD4.19, this problem is also infeasible; thus this branch is fathomed at node 9 .


## Iteration 10-Determining the Optimal Solution

All branches have now been fathomed. The optimal BILP solution is the one that gives the current lower bound $\mathrm{X}_{1}=0, \mathrm{X}_{2}=1, \mathrm{X}_{3}=1, \mathrm{X}_{4}=1, \mathrm{Z}=63$.

## MINIMIZATION PROBLEMS

For minimization problems, the following modifications are made: (1) keep track of the upper bound, U (rather than a lower bound, L ); (2) select the active node to evaluate as the one with the lowest Z -value (rather than the highest Z -value); and (3) fathom branches when $Z \geq \mathrm{U}$ (rather than when $\mathrm{Z} \leq \mathrm{L}$ ). Otherwise, the basic approach remains the same.

## Algorithms for Network Models

n Chapter 4 we presented mathematical models that can be represented by networks. These include the transportation, capacitated transshipment, assignment, traveling salesman, shortest path, minimal spanning tree, and maximum flow models. We pointed out that, although each of these models can be formulated as a linear program and solved using standard linear
programming techniques, because of their special network structure, more efficient input and solution procedures are available. Here we present an overview of the algorithms used in many general-purpose management science solution modules to determine the optimal solution to these network models.

## I The Transportation ProblemThe Transportation Algorithm

In Section 4.2 of the text, the basic transportation model for finding the minimum total shipping cost of a particular item from m sources, each with a different supply, to n destinations, each with a particular demand was introduced. Here a two-part method is presented for solving such problems. First, an initial basic feasible solution is found using a particular "starting procedure"; then subsequent basic feasible solutions are generated using the transportation algorithm until an optimal solution is found. This algorithm is actually a compact version of the simplex method (discussed in Supplement CD3) which uses a simplified procedure for selecting the entering and leaving basic variables and generating new tableaus. Although knowledge of the simplex method is useful for understanding the "whys" of the transportation algorithm, the steps of the procedure can be performed without this background.

To use the transportation algorithm, the total supply must equal total demand. If total supply exceeds total demand, a dummy destination, whose demand equals the difference between the total supply and total demand is created. Similarly if total supply is less than total demand, a dummy source is created, whose supply equals the difference. All unit shipping costs into a dummy destination or out of a dummy source are 0 .

To illustrate the transportation procedure, consider the following problem which includes unit shipping costs $\left(\mathrm{C}_{\mathrm{ij}}\right)$, supplies $\left(\mathrm{S}_{\mathrm{i}}\right.$, and demands $\left(\mathrm{D}_{\mathrm{i}}\right)$; the total supply $=$ total demand $=40$.

|  |  | DESTINATIONS |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $D_{1}$ | $D_{2}$ | $D_{3}$ | $D_{4}$ |  |
| Sources | $S_{1}$ | 50 | 75 | 30 | 45 | 12 |
|  | $S_{2}$ | 65 | 80 | 40 | 60 | 17 |
|  | $S_{3}$ | 40 | 70 | 50 | 55 | 11 |

## THE TRANSPORTATION TABLEAU

The decision variables of a transportation problem, $\mathrm{X}_{\mathrm{i}}$, represent the amount shipped from source $i$ to destination $\mathfrak{j}$. These shipments are indicated in a tableau; the rows represent the sources, and the columns represent the destinations. As shown in Figure CD5.1, each variable in a transportation tableau is represented by a box. In the upper right corner of the box, the variable's unit shipping cost is listed.


FIGURE CD5.1
The Transportation Tableau

In the simplex method, a variable is either nonbasic (i.e., it is assigned a 0 value) or basic, in which case it can have a positive value. Only nonbasic variables can have nonzero net marginal cost values, while the net marginal cost values for all basic variables are 0 . For those who have studied the simplex method in Supplement CD3, the net marginal costs were referred to as $\mathrm{C}_{\mathrm{J}}-Z_{\mathrm{J}}$ values. Since the decision variables for this problem are denoted by double subscripts, $i$ and $\mathfrak{j}$, their $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$ values are expressed as $\mathrm{C}_{\mathrm{ij}}-Z_{\mathrm{ij}}$. Thus, for each variable in a transportation problem, one need only to keep track of its $\mathrm{C}_{\mathrm{ij}}-Z_{\mathrm{ij}}$ value if it is a nonbasic variable (since $X_{i j}=0$ ), or its value $X_{i j}$, if it is a basic variable (since $C_{i j}-Z_{i j}=0$ ).

For a problem with m sources and n destinations, there are $\mathrm{m}+\mathrm{n}-1$ basic variables. Thus the above problem will have $3+4-1=6$ basic variables.

## STARTING SOLUTION PROCEDURES

If this problem is solved using the standard simplex technique, artificial variables would have to be added to all constraints, thus requiring many iterations (at least six, in this case) before obtaining the first basic feasible solution. The structure of the transportation constraint coefficients, however, allows one to obtain an initial basic feasible solution using one of several special starting procedures for transportation problems. Here three of the more popular procedures are illustrated.

## Northwest Corner Starting Solution

The Northwest Corner method is a quick and efficient starting solution procedure that is easy to implement. It works as follows:

## Northwest Corner Starting Procedure

1. Select the remaining variable in the upper left (northwest) corner and note the supply remaining in the row, s , and the demand remaining in the column, d .
2. Allocate the minimum of $s$ or $d$ to this variable. If this minimum is $s$, eliminate all variables in its row from future consideration and reduce the demand in its column by $s$; if the minimum is $d$, eliminate all variables in the column from future consideration and reduce the supply in its row by d .

REPEAT THESE STEPS UNTIL ALL SUPPLIES HAVE BEEN ALLOCATED.

For this problem, the sequence of steps for the Northwest Corner starting procedure is as follows:

|  | Remaining <br> Supply in <br> the Row <br> $(\mathrm{s})$ | Remaining <br> Corther | Demand in <br> the Column <br> $(\mathrm{d})$ | Allocate |
| :--- | :---: | :---: | :---: | :---: |

After the fourth step, only row 3 is left with a remaining supply of 11 . Since the remaining demand is now 1 for column 3 and 10 for column 4, the allocations $\mathrm{X}_{33}=$ 1 , and $X_{34}=10$ are made. These results are given by the transportation tableau in Figure CD5.2. While the northwest corner procedure is quick and easy to implement, unfortunately, it ignores costs altogether and frequently results in a starting solution that is not very close to the optimal solution.

|  | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{3}$ | $\mathrm{D}_{4}$ | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | 50 10 | $2^{75}$ | 30 | 45 | 12 |
| $\mathrm{S}_{2}$ | 65 | 88 | $9{ }^{40}$ | 60 | 17 |
| $\mathrm{S}_{3}$ | 40 | 70 | ${ }^{50}$ | $10^{55}$ | 11 |
| Deman | 10 | 10 | 10 | 10 |  |

FIGURE CD5.2
Northwest Corner Starting Solution

## Least Cost Starting Solution

Like the Northwest Corner method, the least cost starting procedure is also easy. It does, however, take costs into account as follows:

## Least Cost Starting Procedure

1. For the remaining variable with the lowest unit cost, determine the remaining supply left in its row, $s$, and the remaining demand left in its column, d (break ties arbitrarily).
2. Allocate the minimum of $s$ or $d$ to this variable. If this minimum is $s$, eliminate all variables in its row from future consideration and reduce the demand in its column by $s$; if the minimum is $d$, eliminate all variables in the column from future consideration and reduce the supply in its row by d .

REPEAT THESE STEPS UNTIL ALL SUPPLIES HAVE BEEN ALLOCATED.

For this problem, the sequence of steps for the least cost starting procedure is as follows:

| Least Cost Cell | Remaining Supply in the Row (s) | Remaining Demand in the Column <br> (d) | Allocate | Modifications |
| :---: | :---: | :---: | :---: | :---: |
| 1. $\begin{gathered} \mathrm{X}_{13} \\ \operatorname{cost}=30 \end{gathered}$ | 12 | 10 | $\mathrm{X}_{13}=10$ | Eliminate column 3; reduce row 1 supply to $12-10=2$ |
| $\text { 2. } \stackrel{X_{31}}{\text { cost }}=40$ | 11 | 10 | $X_{31}=10$ | Eliminate column 1; reduce row 3 supply to $11-10=1$ |
| 3. $\stackrel{X_{14}}{\operatorname{cost}}=45$ | 2 | 10 | $X_{14}=2$ | Eliminate row 1 ; reduce column 4 demand to $10-2=8$ |
| 4. $\stackrel{\mathrm{X}_{34}}{\operatorname{cost}}=55$ | 1 | 8 | $X_{34}=1$ | Eliminate row 3 ; reduce column 4 demand to $8-1=7$ |

Since only row 2 is left with a remaining supply of 17 and the remaining demand for the only remaining columns is now 10 for column 2 and 7 for column 4 , the final allocations are $X_{22}=10$ and $X_{24}=7$. This results in the transportation tableau shown in Figure CD5.3.

|  | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{3}$ | $\mathrm{D}_{4}$ | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | 50 | 75 | ${ }_{10}^{30}$ | $2^{45}$ | 12 |
| $\mathrm{S}_{2}$ | 65 | 80 10 | 40 | ${ }_{7}^{60}$ | 17 |
| $\mathrm{S}_{3}$ | 40 10 | 70 | 50 | ${ }_{1}^{55}$ | 11 |
| Deman | 10 | 10 | 10 | 10 |  |

FIGURE CD5.3
Least Cost Starting Solution
The major problem with the least cost approach is that, after initially allocating to one or two low-cost routes, the last few allocations may be to very high-cost routes; that is, the method does not take into account relative costs. Note, for example, that, in least cost allocation for our sample problem, $X_{22}=10$; that is, 10 units are shipped to the most costly cell (with a unit cost of \$80).

## Vogel's Approximation Method (VAM)

Vogel's Approximation Method (VAM) introduces the concept of relative costs into the starting method. It requires more start-up calculations, but, once a starting solution is reached using this method, the optimal solution is typically attained more quickly than in the previous two methods. The VAM method proceeds as follows:

## Vogel's Approximation Method Starting Procedure

1. For each remaining row and column, determine the difference between the lowest two remaining costs; these are called the row and column penalties.
2. Select the row or column with the largest penalty found in step 1 and note the supply remaining for its row, $s$, and the demand remaining in its column, $d$.
3. Allocate the minimum of $s$ or $d$ to the variable in the selected row or column with the lowest remaining unit cost. If this minimum is $s$, eliminate all variables in its row from future consideration and reduce the demand in its column by $s$; if the minimum is d , eliminate all variables in the column from future consideration and reduce the supply in its row by d.

REPEAT THESE STEPS UNTIL ALL SUPPLIES HAVE BEEN ALLOCATED.

Applying the Vogel Approximation Method to the above problem results in the following iterations:

Iteration 1: Row Penalties:
(1) $45-30=15$
(2) $60-40=20<===$ largest
(3) $50-40=10$

Column Penalties: (1) $50-40=10$
(2) $75-70=5$
(3) $40-30=10$
(4) $55-45=10$

Since row 2 has the largest penalty, as many items as possible are allocated to the cell with the lowest cost of 40 (column 3 ). Since the supply in row 2 is 17 and the demand in column 3 is $10, \mathrm{X}_{23}$ is set equal to 10 , reducing the supply for row 2 to $17-10=7$, and eliminating column 3 from future consideration.

Iteration 2: Eliminating column 3 has no effect on the remaining column penalties but the row penalties must be recalculated:

$$
\begin{array}{ll}
\text { New Row Penalties: (1) } 50-45=5 \\
& \text { (2) } 65-60=5 \\
\text { (3) } 55-40=15
\end{array}
$$

The largest of these and the three remaining column penalties is the 15 for row 3. One then allocates as much supply as possible to the least cost remaining in row 3; that is, to $X_{31}$ (unit cost $=40$ ). Since the remaining supply in row 3 is 11 and the remaining demand in column 1 is $10, X_{31}$ is set equal to 10 , reducing the supply for row 3 to $11-10=1$, and eliminating column 1 from future consideration.

Iteration 3: Eliminating column 1 has no effect on the remaining column penalties, but it does affect the row penalties:

$$
\begin{array}{ll}
\text { New Row Penalties: (1) } 75-45=30 \\
& \text { (2) } 80-60=20 \\
\text { (3) } 70-55=15
\end{array}
$$

The maximum of these and the two remaining column penalties ( 5 for column 2 and 10 for column 4 ) is the 30 for row 1 . Now one allocates as much as possible to the least cost remaining in row 1 -that is, $X_{14}$ (unit cost $=45$ ). Since the remaining supply in row 1 is 12 and the remaining demand column 4 is $10, X_{14}$ is set equal to 10 , reducing the supply for row 1 to $12-10=2$, and eliminating column 4 .

Now since there is only one column left, column 2, with a remaining demand of 10 , and the remaining supplies at rows 1,2 , and 3 are 2,7 , and 1 , respectively, set $X_{12}=2, X_{22}=7, X_{23}=1$. The resulting basic feasible solution is shown in Figure CD5.4.


## SOLVING FOR THE OPTIMAL SOLUTIONTRANSPORTATION SIMPLEX METHOD

Once a starting basic feasible solution has been determined, a compact form of the simplex method can be used to move to an optimal solution. Since the basic transportation problem is a minimization problem, the simplex method proceeds as follows:

1. Find the current $\mathrm{C}_{\mathrm{ij}}-Z_{\mathrm{ij}}$ values for each nonbasic variable and select the one with the most negative $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ value as the entering variable; if all $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values are nonnegative, the current solution is optimal.
2. Determine which basic variable reaches 0 first when the entering variable is increased.
3. Determine a new basic solution and repeat the steps.

To illustrate how the transportation simplex method performs these steps suppose the tableau generated by the VAM starting procedure in Figure CD5.4 is used as the starting tableau.

## Step 1: Determine the $C_{i j}-Z_{i j}$ Values for the Nonbasic Variables

A method based on duality in linear programming (see Supplement CD2), known as the modified distribution approach (MODI) is used, to determine the marginal costs for the nonbasic variables. This method assumes that, if necessary, a dummy destination or a dummy source has been added so that total supply equals total demand. If that is the case, $m$ supply constraints and all $n$ demand constraints can be written as equalities. The approach, which is actually quite simple to implement, is developed using the following arguments.

1. If $\mathrm{U}_{\mathrm{i}}$ is the dual variable associated with the i-th supply constraint, and $\mathrm{V}_{\mathrm{j}}$ is the dual variable associated with the j -th demand constraint, then for shipments from node $i$ to node $j$, one can find the corresponding $Z_{i j}$ value by $Z_{i j}=U_{i}-V_{j}$. Thus the $C_{i j}-Z_{i j}$ value for variable $X_{i j}$ is found by

$$
\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}=\mathrm{C}_{\mathrm{ij}}-\left(\mathrm{U}_{\mathrm{i}}-\mathrm{V}_{\mathrm{j}}\right)=\mathrm{C}_{\mathrm{ij}}-\mathrm{U}_{\mathrm{i}}+\mathrm{V}_{\mathrm{i}}
$$

2. Given that there is a redundant equation among the $m+n$ constraints (and any of the $\mathrm{m}+\mathrm{n}$ constraints can be considered the redundant one), one can show that the $\mathrm{U}_{\mathrm{i}}$ or $\mathrm{V}_{\mathrm{j}}$ associated with the redundant equation is 0 . Thus one $\mathrm{U}_{\mathrm{i}}$ or $\mathrm{V}_{\mathrm{j}}$ can arbitrarily be selected and set to 0 . Arbitrarily choose $\mathrm{U}_{1}=0$.
3. Since the $C_{i j}-Z_{i j}$ values for basic variables are 0 (i.e., $C_{i j}-U_{i}+V_{j}=0$ for basic variables), we can easily solve for the remaining values of the $\mathrm{U}_{\mathrm{i}}$ 's and $V_{j}$ 's from the $m+n-1$ equations for the basic variables.
4. Once the $\mathrm{U}_{\mathrm{i}}$ 's and $\mathrm{V}_{\mathrm{j}}$ 's have been determined, the $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values for the nonbasic variables can be calculated by

$$
\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}=\mathrm{C}_{\mathrm{ij}}-\mathrm{U}_{\mathrm{i}}+\mathrm{V}_{\mathrm{j}}
$$

From Figure CD5.4 the basic variables are in cells $\mathrm{X}_{12}, \mathrm{X}_{14}, \mathrm{X}_{22}, \mathrm{X}_{23}, \mathrm{X}_{31}$, and $\mathrm{X}_{32}$. By setting $\mathrm{U}_{1}=0$, the remaining $\mathrm{U}_{\mathrm{i}}$ 's and $\mathrm{V}_{\mathrm{j}}$ 's are determined as follows:

| Basic Cell | Basic $C_{i j}-Z_{i j}$ Values $=0$ | Substitute | Implies |
| :---: | :---: | ---: | :---: |
| $X_{12}$ | $C_{12}-U_{1}+V_{2}=0$ | $75-0+V_{2}=0$ | $V_{2}=-75$ |
| $X_{14}$ | $C_{14}-U_{1}+V_{4}=0$ | $45-0+V_{4}=0$ | $V_{4}=-45$ |
| $X_{22}$ | $C_{22}-U_{2}+V_{2}=0$ | $80-U_{2}+(-75)=0$ | $U_{2}=$ |
| $X_{23}$ | $C_{23}-U_{2}+V_{3}=0$ | $40-5+V_{3}=0$ | $V_{3}=-35$ |
| $X_{32}$ | $C_{32}-U_{3}+V_{2}=0$ | $70-U_{3}+(-75)=0$ | $U_{3}=-5$ |
| $X_{31}$ | $C_{31}-U_{3}+V_{1}=0$ | $40-(-5)+V_{1}=0$ | $V_{1}=-45$ |

The $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values for the nonbasic variable cells are then calculated as follows:

| Variable Cell | $C_{i j}-Z_{i j}$ Calculation |
| :---: | :---: |
| $X_{11}$ | $C_{11}-U_{1}+V_{1}=50-0-45=5$ |
| $X_{13}$ | $C_{13}-U_{1}+V_{3}=30-0-35=-5$ |
| $X_{21}$ | $C_{21}-U_{2}+V_{1}=65-5-45=15$ |
| $X_{24}$ | $C_{24}-U_{2}+V_{4}=60-5-45=10$ |
| $X_{33}$ | $C_{33}-U_{3}+V_{3}=50-(-5)-35=20$ |
| $X_{34}$ | $C_{34}-U_{3}+V_{4}=55-(-5)-45=15$ |

The most negative $C_{i j}-Z_{i j}$ value is -5 , which is associated with the nonbasic variable, $\mathrm{X}_{13}$; thus $\mathrm{X}_{13}$ is selected as the entering variable.

## Step 2: Determine Which Current Basic Variable Reaches 0 First

A negative $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ value for a nonbasic variable cell implies that a reduction in the value of the objective function is possible for every unit shipped from the cell's source to the cell's destination. To obtain this cost savings the values of some of the other basic variables must be altered. The property for determining how much the entering variable can increase is called the cycle property. It states that, for every nonbasic variable, there is a unique cycle that joins this cell and the cells of some (not necessarily all) of the other basic variables using only horizontal and vertical lines on the transportation tableau.

By alternately modifying the variables in this cycle (an addition to one cell in the cycle is followed by a subtraction from the next cell in the cycle), the conservation of supply and demand can be preserved. For small problems, such as this example, it is easy to determine the cycle by trial and error. For example, in step 1 it was determined that increasing the allocation to $\mathrm{X}_{13}$ will save $\$ 5$ per unit. Figure CD5.5 indicates that a cycle that contains $\mathrm{X}_{13}$ and the subset of the basic variables is consisting of $\mathrm{X}_{23}, \mathrm{X}_{22}$, and $\mathrm{X}_{12}$ will be affected by increasing $\mathrm{X}_{13}$.


FIGURE CD5.5
Determining the Cycle of the Entering Variable with the Basic Variables

Now if one unit is added to $X_{13}$, a unit must be subracted from $X_{23}$ (leaving 9), added to $\mathrm{X}_{22}$ (giving 8), and subtracted from $\mathrm{X}_{12}$ (leaving 1). This will save $\$ 5$. If two units are added to $X_{13}$, two must be subtracted from $X_{23}$ (leaving 8), added to $X_{22}$ (giving 9), and subtracted from $X_{12}$ (leaving 0). This will save 2 $(\$ 5)=\$ 10$.

Since $\mathrm{X}_{12}$ has now reached 0 , no further reduction is possible for this variable; 2 is the most that presently can be allocated to $X_{13}$. Note that this is the minimum amount on the cycle where a subtraction is to be made.

## Step 3: Determine the Next Transportation Tableau

The transition to the next tableau is very simple. The variables along the cycle are changed by the amount determined in Step 2 (in this case, 2). The entering variable ( $\mathrm{X}_{13}$ ) now becomes a new basic variable with a value of $2 ; \mathrm{X}_{23}$ will now be $10-2=8$, and $X_{22}$ will be $7+2=9 . \mathrm{X}_{12}$, the basic variable that goes to 0 , becomes a new nonbasic variable (at zero value). The result is shown in Figure CD5.6. This three-step process is then repeated.

|  | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{3}$ |  | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | 50 | 75 | $2^{30}$ | ${ }_{10}^{45}$ | 12 |
| $\mathrm{S}_{2}$ | 65 | ${ }_{9}^{80}$ | $8{ }^{40}$ | 60 | 17 |
| $\mathrm{S}_{3}$ | 40 10 | ${ }_{1} 70$ | 50 | 55 | 11 |
| Demand | 10 | 10 | 10 | 10 |  |

FIGURE CD5.6
The Transportation Tableau for Iteration 2

The steps of this method are summarized as follows:

## Transportation Simplex Method

Find an initial basic feasible solution by some starting procedure. Then,

1. Set $U_{1}=0$. Solve for the other $U_{i}$ 's and $V_{j}$ 's by:

$$
C_{i j}-U_{i}+V_{j}=0 \text { for basic variables. }
$$

Then calculate the $\mathrm{C}_{\mathrm{ij}} \mathrm{Z}_{\mathrm{ij}}$ values for nonbasic variables by:

$$
C_{i j}-Z_{i j}=C_{i j}-U_{i}+V_{j}
$$

Choose the nonbasic variable with the most negative $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ value as the entering variable. If all $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values are nonnegative, STOP; the current solution is optimal.
2. Find the cycle that includes the entering variable and some of the BASIC variables. Alternating positive and negative changes on the cycle, determine the "change amount" as the smallest allocation on the cycle at which a subtraction will be made.
3. Modify the allocations to the variables of the cycle found in step 2 by the "change amount" and return to step 1.

Continuing with the next iteration of the algorithm on the tableau shown in Figure CD5.6, after Step 1 setting $\mathrm{U}_{1}=0$, the other $\mathrm{U}_{\mathrm{i}}$ 's and $\mathrm{V}_{\mathrm{j}}$ 's are determined as follows.

| Basic Cell | Basic $C_{i j}-Z_{i j}$ Values $=0$ | Substitute | Implies |
| :---: | :---: | ---: | :---: |
| $X_{13}$ | $C_{13}-U_{1}+V_{3}=0$ | $30-0+V_{3}=0$ | $V_{3}=-30$ |
| $X_{14}$ | $C_{14}-U_{1}+V_{4}=0$ | $45-0+V_{4}=0$ | $V_{4}=-45$ |
| $X_{23}$ | $C_{23}-U_{2}+V_{3}=0$ | $40-U_{2}+(-30)=0$ | $U_{2}=10$ |
| $X_{22}$ | $C_{22}-U_{2}+V_{2}=0$ | $80-10+V_{2}=0$ | $V_{2}=-70$ |
| $X_{32}$ | $C_{32}-U_{3}+V_{2}=0$ | $70-U_{3}+(-70)=0$ | $U_{3}=0$ |
| $X_{31}$ | $C_{31}-U_{3}+V_{1}=0$ | $40-0+V_{1}=0$ | $V_{1}=-40$ |

The $\mathrm{C}_{\mathrm{ij}}-Z_{\mathrm{ij}}$ values for the nonbasic variables are now:

| Variable Cell | $C_{i j}-Z_{i j}$ Calculation |
| :---: | :---: |
| $X_{11}$ | $C_{11}-U_{1}+V_{1}=50-0-40=10$ |
| $X_{12}$ | $C_{12}-U_{1}+V_{2}=75-0-70=5$ |
| $X_{21}$ | $C_{21}-U_{2}+V_{1}=65-10-40=15$ |
| $X_{24}$ | $C_{24}-U_{2}+V_{4}=60-10-45=5$ |
| $X_{33}$ | $C_{33}-U_{3}+V_{3}=50-0-30=20$ |
| $X_{34}$ | $C_{34}-U_{3}+V_{4}=55-0-45=10$ |

Since all the $\mathrm{C}_{\mathrm{i} j}-Z_{\mathrm{ij}}$ values are now nonnegative, the solution shown in Figure CD5.6 is optimal. This solution is summarized as follows:

| From | To | Amount | Unit <br> Cost | Transportation <br> Cost |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | $\mathrm{D}_{3}$ | 2 | $\$ 30$ | $\$ 60$ |
| $\mathrm{~S}_{1}$ | $\mathrm{D}_{4}$ | 10 | $\$ 45$ | $\$ 450$ |
| $\mathrm{~S}_{2}$ | $\mathrm{D}_{2}$ | 9 | $\$ 80$ | $\$ 720$ |
| $\mathrm{~S}_{2}$ | $\mathrm{D}_{3}$ | 8 | $\$ 40$ | $\$ 320$ |
| $\mathrm{~S}_{3}$ | $\mathrm{D}_{1}$ | 10 | $\$ 40$ | $\$ 400$ |
| $\mathrm{~S}_{3}$ | $\mathrm{D}_{2}$ | 1 | $\$ 70$ | $\$ 70$ |
|  |  |  |  | Total $=\$ 2020$ |

## A NOTE ON TIES IN THE PROCESS: DEGENERACY

When performing a starting procedure, it can happen that a supply is depleted and a demand is satisfied simultaneously; thus one could eliminate both a row and a column at the same time. This would mean that fewer than $m+n-1$ basic variables remain. This is called degeneracy. But there must be $\mathrm{m}+\mathrm{n}-1$ basic variables for the transportation simplex method to work!

When degeneracy occurs, arbitrarily select variables to be basic variables at 0 value until there are $\mathrm{m}+\mathrm{n}-1$ basic variables. The only restriction on the choice of variables to be made basic is that, when these variables are collectively included with the other basic variables, they must not form any cycles with any subset of the other basic variables. (Recall that cycles are formed in a transportation tableau by connecting cells using only horizontal and vertical lines.)

Degeneracy also occurs when there is a tie for the leaving variable (two or more variables reach 0 at the same time) in step 2 of the algorithm. In this case, select only one of these variables to be nonbasic; the others remain basic but at 0 value.

## II The Capacitated Transshipment Problem The Out-of-Kilter Algorithm

Another streamlined form of the simplex method, the out-of-kilter algorithm, can be used to solve a network problem with sources, destinations, intermediate nodes, unit shipping costs, and maximum capacities between nodes. Shipments may or may not be allowed between supply nodes or between demand nodes. ${ }^{1}$ In the most general case, the one illustrated here, such shipments are possible.

[^81]The concepts behind this algorithm follow those of the transportation problem. Once a basic feasible solution has been found, the $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values for the flow along each nonbasic shipping route that is not currently being used are calculated to see if increasing flow along the arc will reduce the overall total cost. Increasing the flow along an arc with a negative $\mathrm{C}_{\mathrm{i} j}-\mathrm{Z}_{\mathrm{ij}}$ value reduces the total cost.

The new wrinkle in this problem is that arcs with flows at their upper bound are also considered nonbasic. The $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values for these arcs are also calculated to see if a reduction in the flow on these arcs can possibly save money. Decreasing the flow along an arc with a positive $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ value reduces the total cost.

If increasing the flow along an arc that is not being used or reducing the flow along an arc used to capacity results in cost savings, the system is said to be out of kilter. The out-of-kilter algorithm uses a simple technique for calculating the $\mathrm{C}_{\mathrm{ij}} \mathrm{Z}_{\mathrm{ij}}$ values for nonbasic arcs. Once those values are calculated, if it is determined that a modification to the flow will improve the objective function value, the algorithm provides a way to make this change quite easily. The $\mathrm{C}_{\mathrm{ij}}-Z_{\mathrm{ij}}$ values for the new solution are then recalculated and the process is repeated.

The out-of-kilter method assumes that the total supply at the supply nodes equals the total demand at the demand nodes. If not, a dummy supply node with zero-cost arcs from the dummy node to all demand nodes, or a dummy demand node with zero-cost arcs from all supply nodes to the dummy node is created to balance the problem.

As stated above, there are two types of nonbasic variables in a capacitated transshipment problem: (1) those at their lower bound (0); and (2) those at their upper bound (M). Variables that are at neither their lower bound nor their upper bound are the basic variables. There are $\mathrm{n}-1$ basic variables (where n is the total number of nodes). ${ }^{2}$ The arcs corresponding to these basic variables form a spanning tree in the network. The following are the steps of the out-of-kilter algorithm:

## The Out-of-Kilter Algorithm

Initialization: Find an initial basic feasible solution.

## Iterative Steps:

1. Calculate the value of the dual variables:
(1) Set $U_{1}=0$
(2) Solve for the other $U_{i} s$ by $C_{i j}-U_{i}+U_{j}=0$ for basic variable arcs. (The flow is FROM node i TO node j .)
2. Calculate the $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ values for the nonbasic arcs:

$$
C_{i j}-Z_{i j}=C_{i j}-U_{i}+U_{j}
$$

3. For nonbasic variables at their lower bound (0), variables with negative $C_{i j}-Z_{i j}$ values are out of kilter: Determine the variable with the most negative $C_{i j}-Z_{i j}$ value. For nonbasic variables at their upper bound ( $M_{i j}$ ), variables with positive $C_{i j}-Z_{i j}$ values are out of kilter: Determine the variable with the most positive $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ value. Of these two, select the one with the larger absolute $\mathrm{C}_{\mathrm{ij}} \mathrm{Z}_{\mathrm{ij}}$ value as the entering variable. If this largest value is 0, STOP; the current flow is optimal.
4. The arc for this variable forms a cycle in the network with a set of other basic variables. If the entering variable is at its lower bound, increase the flow on the arc; if it is at its upper bound, decrease the flow on the arc. In either case, the flow along the other arcs in the cycle must be adjusted to maintain a feasible flow. Adjust the flow until some arc reaches either 0 or its upper bound ( $M_{i j}$ ). This is the new nonbasic variable.

GO TO STEP 1.

[^82]This approach illusrated for the capacitated transshipment problem shown in Figure CD5.7.


FIGURE CD5.7
Capacitated Transshipment Problem

## INITIALIZATION STEP

The initial basic feasible flow was found by trial and error:

|  |  |
| :---: | :---: |
| Basic |  |
| Variables | Flow |
| $\mathrm{X}_{13}$ | 9 |
| $\mathrm{X}_{21}$ | 5 |
| $\mathrm{X}_{34}$ | 3 |
| $\mathrm{X}_{35}$ | 6 |
| $\mathrm{X}_{46}$ | 13 |

Lower Bound
Nonbasic Variables
$\mathrm{X}_{12}$
$\mathrm{X}_{56}$
$\mathrm{X}_{65}$
13

## Upper Bound

| Nonbasic |  |
| :---: | :---: |
| Variables | Flow |
| $\mathrm{X}_{15}$ | 6 |
| $\mathrm{X}_{24}$ | 10 |

The basic variable tree for this solution is highlighted in Figure CD5.8; the flows are shown in the circles below the arcs.


FIGURE CD5.8
Transshipment Problem:
A First Basic Feasible Solution

## ITERATION 1

## Step 1: Determine the $U_{i}$ 's

Set $U_{1}$ to 0 . Then,

| Basic <br> Variable | $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}=0$ | Substitute | Implies |
| :---: | :---: | :---: | :---: |
| $\mathrm{X}_{13}$ | $\mathrm{C}_{13}-\mathrm{U}_{1}+\mathrm{U}_{3}=0$ | $10-0+\mathrm{U}_{3}=0$ | $\mathrm{U}_{3}=-10$ |
| $\mathrm{X}_{21}$ | $\mathrm{C}_{21}-\mathrm{U}_{2}+\mathrm{U}_{1}=0$ | $6-\mathrm{U}_{2}+0=0$ | $\mathrm{U}_{2}=$ |
| $\mathrm{X}_{34}$ | $\mathrm{C}_{34}-\mathrm{U}_{3}+\mathrm{U}_{4}=0$ | $12-(-10)+\mathrm{U}_{4}=0$ | $\mathrm{U}_{4}=-22$ |
| $\mathrm{X}_{35}$ | $\mathrm{C}_{35}-\mathrm{U}_{3}+\mathrm{U}_{5}=0$ | $7-(-10)+\mathrm{U}_{5}=0$ | $\mathrm{U}_{5}=-17$ |
| $\mathrm{X}_{46}$ | $\mathrm{C}_{46}-\mathrm{U}_{4}+\mathrm{U}_{6}=0$ | $15-(-22) \mathrm{U}_{6}=0$ | $\mathrm{U}_{6}=-37$ |

## Steps 2 and 3: Determine $C_{i j}-Z_{i j}$ Values for Nonbasic Variables and the Entering Variable

Lower Bound Variables

| Variable | $\mathrm{C}_{\mathrm{ij}}-\mathrm{Z}_{\mathrm{ij}}$ Calculation | Out of Kilter? |
| :--- | :--- | :---: | :---: |
| $\mathrm{X}_{12}$ | $\mathrm{C}_{12}-\mathrm{U}_{1}+\mathrm{U}_{2}=5-00+06=11$ | No |
| $\mathrm{X}_{56}$ | $\mathrm{C}_{56}-\mathrm{U}_{5}+\mathrm{U}_{6}=11-(-17)+(-37)=-9$ | Yes |
| $\mathrm{X}_{65}$ | $\mathrm{C}_{65}-\mathrm{U}_{6}+\mathrm{U}_{5}=7-(-37)+(-17)=27$ | No |

Upper Bound Variables

| Variable | $\mathrm{C}_{\mathrm{ij}} \mathrm{Z}_{\mathrm{ij}}$ Calculation | Out of Kilter? |
| :---: | :---: | :---: |
| $\mathrm{X}_{15}$ | $\mathrm{C}_{15}-\mathrm{U}_{1}+\mathrm{U}_{5}=20-0+(-17)=3$ | Yes |
| $\mathrm{X}_{24}$ | $\mathrm{C}_{24}-\mathrm{U}_{2}+\mathrm{U}_{4}=15-6+(-22)=-1$ | No |

Since $\mathrm{X}_{56}$ is the variable that is most out of kilter $(|-9|>+3)$ it becomes the entering variable.

## Step 4: Determine the Change to the Basic Variables

As seen in Figure CD5.8, $\mathrm{X}_{56}$ forms a cycle with the basic variables $\mathrm{X}_{35}, \mathrm{X}_{34}$, and $\mathrm{X}_{46}$. Since $\mathrm{X}_{56}$ is at its lower bound (0), it is increased. As Figure CD5.9 shows, when $X_{56}$ is increased, $X_{35}$ must be increased and $X_{46}$ decreased. Hence $X_{34}$ must also be decreased.


The calculations for the maximum amount of change in these four variables before reaching the bounds shown in Figure CD5.9 are as follows:

| Variables <br> Increased | Current <br> Value | Upper <br> Bound | Maximum <br> Increase |
| :--- | :---: | :---: | :---: |
| $\mathrm{X}_{56}$ | 0 | 7 | $7-0=7$ |
| $\mathrm{X}_{35}$ | 6 | 8 | $8-6=2$ |
| Variables | Current | Lower | Maximum |
| Decreased | Value | Bound | Decrease |
| $\mathrm{X}_{34}$ | 3 | 0 | $3-0=3$ |
| $\mathrm{X}_{46}$ | 13 | 0 | $13-0=13$ |

The minimum of these maximum changes is 2 , determined by increasing $X_{35}$ to its upper bound. Thus 2 is added to the flows on arcs $X_{56}$ and $X_{35}$ and subtracted from the flows along the arcs $\mathrm{X}_{34}$ and $\mathrm{X}_{46}$ to get the network flow diagram depicted in Figure CD5.10.


FIGURE CD5.10
Augmenting Flow by 2 on $X_{56}$, $X_{35}, X_{34}$, and $X_{45}$ Gives the Next Iteration

ITERATION 2

| Basic <br> Variable | Flow | Lower Bound <br> Nonbasic Variables | Flow | Upper Bound <br> Nonbasic Variables | Flow |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{X}_{13}$ | 9 | $\mathrm{X}_{12}$ | 0 | $\mathrm{X}_{15}$ | 6 |
| $\mathrm{X}_{21}$ | 5 | $\mathrm{X}_{65}$ | 0 | $\mathrm{X}_{24}$ | 10 |
| $\mathrm{X}_{34}$ | 1 |  |  | $\mathrm{X}_{35}$ | 8 |
| $\mathrm{X}_{46}$ | 11 |  |  |  |  |
| $\mathrm{X}_{56}$ | 2 |  |  |  |  |

## Step 1: Determine the $\boldsymbol{U}_{i}$ 's

Set $\mathrm{U}_{1}$ to 0 . Then,

| Basic <br> Variable | Opportunity Cost $=0$ | Substitute | Implies |
| :--- | :---: | ---: | ---: |
| $\mathrm{X}_{13}$ | $\mathrm{C}_{13}-\mathrm{U}_{1}+\mathrm{U}_{3}=0$ | $10-$ | $0+\mathrm{U}_{3}=0$ |
| $\mathrm{X}_{21}$ | $\mathrm{C}_{21}-\mathrm{U}_{2}+\mathrm{U}_{1}=0$ | $6-$ | $\mathrm{U}_{2}+0=0$ |
| $\mathrm{X}_{34}$ | $\mathrm{C}_{34}-\mathrm{U}_{3}+\mathrm{U}_{4}=0$ | $12-(-10)+\mathrm{U}_{4}=0$ | $\mathrm{U}_{2}=$ |
| $\mathrm{X}_{46}$ | $\mathrm{C}_{46}-\mathrm{U}_{4}+\mathrm{U}_{6}=0$ | $15-(-22)+\mathrm{U}_{6}=0$ | $\mathrm{U}_{4}=-22$ |
| $\mathrm{X}_{56}$ | $\mathrm{C}_{56}-\mathrm{U}_{5}+\mathrm{U}_{6}=0$ | $11-\mathrm{U}_{5}+(-37)=0$ | $\mathrm{U}_{5}=-26$ |

## Step 2: Determine $C_{i j}-Z_{i j}$ Values for Nonbasic Variables

Lower Bound Variables

| Variable | $\mathrm{C}_{\mathrm{ij}} \mathrm{Z}_{\mathrm{ij}}$ Calculation | Out of Kilter? |
| :--- | :--- | :---: | :---: |
| $\mathrm{X}_{12}$ | $\mathrm{C}_{12}-\mathrm{U}_{1}+\mathrm{U}_{2}=5-\quad 0+\quad 6=11$ | No |
| $\mathrm{X}_{65}$ | $\mathrm{C}_{65}-\mathrm{U}_{6}+\mathrm{U}_{5}=7-(-37)+(-26)=18$ | No |

## Upper Bound Variables

| Variable | $C_{i j}-Z_{i j}$ Calculation |  | Out of Kilter? |
| :--- | :--- | ---: | :---: |
| $\mathrm{X}_{15}$ | $\mathrm{C}_{15}-\mathrm{U}_{1}+\mathrm{U}_{5}=20-$ | $0+(-26)=-6$ | No |
| $\mathrm{X}_{24}$ | $\mathrm{C}_{24}-\mathrm{U}_{2}+\mathrm{U}_{4}$ | $15-$ | $6+(-22)=-1$ |
| $\mathrm{X}_{35}$ | $\mathrm{C}_{35}-\mathrm{U}_{3}+\mathrm{U}_{5}$ | $7-(-10)+(-26)=-9$ | No |

Since no arcs are out of kilter, the network in Figure CD5.10 is optimal. The optimal solution is:

| From | To | Amount | Unit <br> Cost | Transportation <br> Cost |
| :--- | :---: | :---: | :---: | :---: |
| Node 1 | Node 3 | 9 | $\$ 10$ | $\$ 90$ |
| Node 1 | Node 5 | 6 | $\$ 20$ | $\$ 120$ |
| Node 2 | Node 1 | 5 | $\$ 6$ | $\$ 30$ |
| Node 2 | Node 4 | 10 | $\$ 15$ | $\$ 150$ |
| Node 3 | Node 4 | 1 | $\$ 12$ | $\$ 12$ |
| Node 3 | Node 5 | 8 | $\$ 7$ | $\$ 56$ |
| Node 4 | Node 6 | 11 | $\$ 15$ | $\$ 165$ |
| Node 5 | Node 6 | 2 | $\$ 11$ | Total $=\$ 645$ |
|  |  |  |  |  |

## A NOTE ON TIES FOR THE NEW NONBASIC VARIABLE: DEGENERACY

In Step 3 of the algorithm, two or more basic variables may reach 0 or their upper bounds at the same time. This is a case of degeneracy. Select only one of these variables to be nonbasic at the next iteration; the others remain basic at either 0 value or their upper bound.

## lll The Assignment Problem The Hungarian Algorithm

The Hungarian algorithm for solving the assignment problem of a least cost assignment of m workers to m jobs is based on the observation that a number can be added to or subtracted from every number in a row or a column of an assignment cost matrix without affecting the optimal solution. A number subtracted from all numbers in a row or column is considered a minimum amount each worker will charge or that each job will cost; the resulting numbers can then be thought of as a premium above this fixed amount. Similarly, adding a number to a row or column can be regarded as an increase in the fixed price that each worker will charge or that each job will cost. This process of adding or subtracting a number from all numbers in a row or column is known as matrix reduction.

The idea behind the Hungarian algorithm is to reduce the matrix so that only nonnegative costs exist and at least one 0 remains in each row and column; then an attempt is made to complete the assignment using only the 0 costs. If this is unsuccessful, a systematic matrix reduction procedure is applied that creates a new matrix of costs, in which an entry that previously had a positive cost is reduced to 0 . Then another attempt is made to find a complete 0 cost assignment. The process is repeated until an assignment of only 0 entries is found.

The following description of the Hungarian algorithm assumes that:

1. There is a cost assignment matrix for the $m$ "people" to be assigned to $m$ "tasks." (If necessary dummy rows or columns consisting of all 0's are added so that the numbers of people and tasks are the same.)
2. All costs are nonnegative.
3. The problem is a minimization problem.

## The Hungarian Algorithm

## Initialization

1. For each row, subtract the minimum number from all numbers in that row.
2. In the resulting matrix, subtract the minimum number in each column from all numbers in the column.

## Iterative Steps

1. Make as many 0 cost assignments as possible. If all workers are assigned, STOP; this is the minimum cost assignment. Otherwise draw the minimum number of horizontal and vertical lines necessary to cover all 0's in the matrix. (A method for making the maximum number of 0 cost assignments and drawing the minimum number of lines to cover all 0 's follows.)
2. Find the smallest value not covered by the lines; this number is the reduction value.
3. Subtract the reduction value from all numbers not covered by any lines. Add the reduction value to any number covered by both a horizontal and vertical line.

GO TO STEP 1.

For small problems, one can usually determine the maximum number of zerocost assignments by observation. For larger problems, the following procedure can be used:

## Determining the Maximum Number of Zero-Cost Assignments

1. For each row, if only one 0 remains in the row, make that assignment and eliminate the row and column from consideration in the steps below.
2. For each column, if only one 0 remains, make that assignment and eliminate that row and column from consideration.
3. Repeat steps 1 and 2 until no more assignments can be made. (If 0 's remain, this means that there are at least two 0 's in each remaining row and column. Make an arbitrary assignment to one of these 0 's and repeat steps 1 and 2.)

Again, for small problems, the minimum number of lines required to cover all the 0 's can usually be determined by observation. The following procedure, based on network flow arguments, can be used for larger problems:

## Drawing the Minimum Number of Lines to Cover All 0's

1. Mark all rows with no assignments (with a "‘").
2. For each row just marked, mark each column that has a 0 in that row (with a "•").
3. For each column just marked, mark each row that has an assignment in that column (with a "•").
4. Repeat steps 2 and 3 until no more marks can be made.
5. Draw lines through unmarked rows and marked columns.

Figure CD5.11 shows the sequence of matrix reductions required to solve the Ballston Electronics problem introduced in Chapter 4 of the text. In the third, fourth, and fifth matrices, a box is placed around each 0 cost assignment. A "•" is used to mark the rows and columns required to draw the minimum covering set of lines using the procedures outlined above. The minimum uncovered value is circled.


FIGURE CD5.11
Solution for the Ballston Electronics Assignment Problem

## CONVERSION OF A MAXIMIZATION PROBLEM TO A MINIMIZATION PROBLEM

The Hungarian algorithm works only if the matrix is a cost matrix. In Chapter 4 it was mentioned that a maximization assignment problem can be converted to a minimization problem by creating a lost opportunity matrix. The problem then is to minimize the total lost opportunity.

After adding dummy rows or columns as necessary so that the number of jobs equals the number of workers, one can think of the lost opportunities for each job as the regret suffered if the job is not performed by the worker who gives the highest return for the job. These values are found by replacing each entry in the column by the difference between the entry and the largest entry in the column.

For example, suppose the following is a profit matrix for an assignment problem with three workers and four jobs. First a dummy row of 0's is added so that there are four rows and columns:

|  | J 1 | J 2 | J 3 | J 4 |
| :---: | ---: | ---: | ---: | ---: |
| $\mathrm{~W}_{1}$ | 67 | 58 | 90 | 55 |
| $\mathrm{~W}_{2}$ | 58 | 88 | 89 | 56 |
| $\mathrm{~W}_{3}$ | 74 | 99 | 80 | 22 |
| DUMMY | 0 | 0 | 0 | 0 |

The lost opportunity matrix given below is derived by subtracting each number in the J 1 column from 74 , each number in the J 2 column from 99 , each number in the J 3 column from 90 , and each number in the J 4 from 56.

|  | J1 | J2 | J3 | J4 |
| :---: | ---: | ---: | ---: | ---: |
| $W_{1}$ | 7 | 41 | 0 | 1 |
| $W_{2}$ | 16 | 11 | 1 | 0 |
| $W_{3}$ | 0 | 0 | 10 | 34 |
| DUMMY | 74 | 99 | 90 | 56 |

The Hungarian algorithm can now be applied to this lost opportunity matrix to determine the maximum profit set of assignments.

## IV A Traveling Salesman Algorithm

The traveling salesman problem seeks a minimum cost cycle that includes all the nodes in a network. Numerous algorithms have been proposed, but few are efficient when the number of nodes is large. Here an approach is presented that has been successful for problems with a small number of nodes (say less than 20).

## THE BRANCH AND BOUND ALGORITHM

The approach begins by constructing an assignment-type matrix; the workers are the "FROM" nodes, and the jobs are the "TO" nodes. The matrix entries are the costs (or distances) between the FROM nodes to the TO nodes. The cost assigned FROM a node TO itself is the huge cost " $+M$." The idea behind the algorithm is to try to "assign" one city to follow another city using the assignment algorithm.

The difficulty with this approach is that the optimal solution found using the assignment algorithm may not be a cycle, or "tour," of all the cities, but rather an assignment consisting of two or more cycles, or "subtours." To eliminate the possibility of a particular subtour occurring, a branch and bound algorithm that parallels that introduced in Supplement CD4 for mixed integer linear programs is applied.

An initial upper bound for the optimal objective function value, U , can be found by calculating the cost of any tour. Initially, U is set to the objective function value of the tour $1-2-3-\ldots-n-1$. The branches consist of problems that have been revised by assigning a high cost $(+M)$ to one of the arcs on a subtour (thus making that subtour infeasible). Then the assignment algorithm is applied to the revised problem.

Once the solution is found, its objective function value is compared to the current upper bound, U . If it is not less than U , it is fathomed (eliminated from consideration). If it is less than U and the solution is a tour, we reset U to the total cost of the tour. If it is not a tour, additional branching from this problem must be done. The branch and bound process is repeated until all the branches have been fathomed.

The branch and bound steps are summarized below. (Remember that "fathoming" means ceasing further consideration of the branch.)

## Branch and Bound Algorithm for the Traveling Salesman Problem

## Initialization Step

Solve the problem as an assignment problem. If the optimal solution is a tour, the minimum distance has been found. It the optimal solution is not a tour, make this solution the first active branch of the branch and bound tree and set $U=$ the objective function value of the tour 1-2-3-4-5 . . -n.

Branch and Bound Steps

1. Choose an unfathomed branch. Consider the subtour consisting of the minimum number of arcs (say, there are k arcs on this subtour). Create k branches from this node, each corresponding to an assignment problem that assigns a very large value +M to one of the arcs of the subtour, making the subtour infeasible. For each branch, re-solve the assignment problem, giving an objective function value $Z$. (If there are no unfathomed branches, STOP; the optimal solution is the one that gives the value of $U$.)
2. For each of these branches:

| If | Then |
| :--- | :--- |
| The problem is infeasible | - Fathom the branch |
| $Z \geq \mathrm{U}$ | - Fathom the branch |
| The solution is a tour and $\mathrm{Z}<\mathrm{U}$ | - Fathom the branch |
|  | - Reset $\mathrm{U}=\mathrm{Z}$ |
| The solution is not a tour and $\mathrm{Z}<\mathrm{U}$ | - Fathom all branches with $\mathrm{Z} \geq \mathrm{U}$ |
| GO TO STEP 1 |  |

This approach is illustrated using the following problem.

| FROM | 1 | A TRAVELING SALESMAN PROBLEM TO |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 3 | 4 | 5 | 6 |
| 1 | M | 63 | 22 | 20 | 18 | 10 |
| 2 | 60 | M | 56 | 40 | 54 | 58 |
| 3 | 28 | 54 | M | 20 | 21 | 15 |
| 4 | 40 | 39 | 37 | M | 24 | 41 |
| 5 | 30 | 40 | 26 | 20 | M | 18 |
| 6 | 30 | 56 | 24 | 40 | 26 | M |

## Initialization

When this problem is solved as an assignment problem, the solution consists of two subtours: ( $1-6-5-3-1$ ) and (2-4-2), giving $Z=164$. Since a tour was not found, the value of the tour (1-2-3-4-5-6-1) is calculated $(=63+56+20+24$ $+18+30=221$ ) and used as our first upper bound: $\mathrm{U}=221$.

## Iteration 1 U = 221

The subtour with the smallest number of arcs is (2-4-2). Now create two new branches, one blocking the route from 2-4 (by changing the entry for arc $(2,4)$ in the assignment matrix to $+M$ ), the other blocking the route from 4-2 (by changing the entry for arc ( 4,2 ) in the assignment matrix to + M.) Re-solve each as an assignment problem.

| Branch | Z | Result | Action |
| :--- | :---: | :--- | :---: |
| Block 2-4 | 174 | Tour: 1-6-3-5-4-2-1 | Fathom this branch. Reset U to <br> 174 (since $174<\mathrm{U}=221$ ). <br> Block 4-2 |
| 166 | Two subtours: <br> $(1-6-3-1)$ <br> $(2-4-5-2)$ | Continue branching on one of <br> these subtours. |  |

These results are depicted in the tree shown in Figure CD5.12.


FIGURE CD5.12 The Traveling Salesman Approach: Iteration 1

## Iteration 2 U = 174

Because the number of arcs on each subtour created by blocking the route from $4-2$ is the same, arbitrarily choose the subtour (2-4-5-2) to branch on. Three new subproblems are created, which in addition to blocking the route from 4-2, block the routes from 2-4, 4-5, and 5-2, respectively. Re-solving each of these as an assignment problem gives the following:

| Branch | Z | Result | Action |
| :--- | :---: | :--- | :--- |
| Block 2-4 | 178 | Tour: 1-6-3-4-5-2-1 | Fathom this branch. Do not <br> reset $U$ since $178>\cup=174$. |
| Block 4-5 | 175 | Tour: 1-6-3-5-2-4-1 | Fathom this branch. Do not <br> reset $U$ since $175>\cup=174$. <br> Fathom this branch since |
| Block 5-2 | 193 | Two subtours: <br> $(1-6-2-4-1)$ <br> $(3-5-3)$ | $193>U=174$. |

These results are summarized by the tree in Figure CD5.13. Since all branches are now fathomed, the optimal solution is the tour (1-6-3-5-4-2-1) giving $Z=174$.


FIGURE CD5.13 The Traveling Salesman Approach: Iteration 2

## V The Shortest Path Problem: The Dijkstra Algorithm

Several algorithms have been proposed for finding the shortest path from a start node to a terminal node in a network. Here the Dijkstra algorithm, which is one of the easiest and most efficient algorithms for solving shortest path problems is illustrated.

The Dijkstra algorithm begins by labeling each node with the minimum distance found from the start node to the node "so far." The node is temporarily labeled with this distance. At each iteration of the process, the node with the smallest of the temporary labels is selected and that label becomes permanent. This permanent label is the true minimum distance from the source node to that node because any further labels at this node include traveling through another node with a larger temporary label value. The process is repeated until all the nodes (or at least the terminal node) have been assigned permanent labels.

FIGURE CD5.14
Shortest Path: Find the Minimum Distance from Node 1 to Node 7

The following is a formal statement of the Dijkstra algorithm:

## The Dijkstra Algorithm

## Initialization Step

Assign a temporary label of 0 to the start node and $+\infty$ to all other nodes. (These are the minimum distances found thus far from the start node to all other nodes; we do not put the $+\infty$ values on the network.)

## Iterative Steps

1. Find the node with the smallest temporary label and make it permanent. This node is the assigned node. If all nodes have permanent labels, STOP; the minimum distances have been found.
2. From the assigned node, consider all arcs to its adjacent nodes with temporary labels. For these adjacent nodes calculate:

$$
\mathrm{D}=(\text { Permanent label at assigned node })+(\text { Arc distance })
$$

Replace the temporary label at the adjacent node by D only if the current label at the adjacent node is greater than D. If the label is replaced, record the assigned node that generated the label (shown next to the label valve).

## GO TO STEP 1.

The shortest path is determined by retracing the path of assigned nodes from the terminal node back to the start node. The Dijkstra algorithm will now be illustrated using the network shown in Figure CD5.14.


## INITIALIZATION

All nodes have temporary labels of $+\infty$ (not shown), except for node 1 which has a temporary label of 0 .

## ITERATION 1

According to Figure CD5.14:
Minimum Temporary Label (Made Permanent): 0 at Node 1 Temporary Nodes Adjacent to Node 1: Nodes 2 and 3

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 2 | $0+18=18<\infty$ | Yes-18 (1) |
| 3 | $0+10=10<\infty$ | Yes-10 (1) |

This gives Figure CD5.15a.


FIGURE CD5.15a Shortest Path Solution: Iteration 1

## ITERATION 2

According to Figure CD5.15a:
Minimum Temporary Label (Made Permanent): 10 at Node 3
Temporary Nodes Adjacent to Node 3: Nodes 2, 4, and 6

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 2 | $10+7=17<18$ | Yes-17 (3) |
| 4 | $10+4=14<\infty$ | Yes-14 (3) |
| 6 | $10+18=28<\infty$ | Yes-28 (3) |

This gives Figure CD5.15b.


FIGURE CD5.15b Shortest Path Solution: Iteration 2

## ITERATION 3

According to Figure CD5.15b:
Minimum Temporary Label (Made Permanent): 14 at Node 4
Temporary Nodes Adjacent to Node 4: Nodes 2, 5, and 6

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 2 | $14+2=16<17$ | Yes-16 (4) |
| 5 | $14+15=29<\infty$ | Yes-29 (4) |
| 6 | $14+17=31 \nless 28$ | No |

This gives Figure CD5.15c.


## ITERATION 4

According to Figure CD5.15c:
Minimum Temporary Label (Made Permanent): 16 at Node 2
Temporary Nodes Adjacent to Node 2: Node 5

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 5 | $16+8=24<29$ | Yes-24 (2) |

This gives Figure CD5.15d.


## ITERATION 5

According to Figure CD5.15d:
Minimum Temporary Label (Made Permanent): 24 at Node 5
Temporary Nodes Adjacent to Node 5: Nodes 6 and 7

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 6 | $24+5=29 \nless 28$ | No |
| 7 | $24+6=30<\infty$ | Yes-30 (5) |

This gives Figure CD5.15e.


## ITERATION 6

According to Figure CD5.15e:
Minimum Temporary Label (Made Permanent): 28 at Node 6
Temporary Nodes Adjacent to Node 6: Node 7

| Adjacent <br> Node | Distance from <br> Assigned Node | New Temporary Label <br> at Adjacent Node? |
| :--- | :---: | :---: |
| 7 | $28+9=37 \nless 30$ | No |

This gives Figure CD5.15f.

FIGURE CD5.15f
Shortest Path Solution: Iteration 6


## ITERATION 7

According to Figure CD5.15f:
Minimum Temporary Label (Made Permanent): 30 at Node 7
Temporary Nodes Adjacent to Node 7: None

This gives Figure CD5.15g.


Since all nodes have now been assigned a permanent label, the algorithm terminates. The shortest distance from node 1 to node 7 is 30 . Retracing the path from node 7 , observe that node 7 was reached from node 5 ; node 5 was reached from node 2 ; node 2 was reached from node 4 ; node 4 was reached from node 3; and node 3 was reached from node 1 . Thus the shortest path is $1-3-4-2-5-7$. The shortest distances and paths from node 1 to all other nodes in the network are as follows:

| To | Distance | Path |
| :--- | :---: | :--- |
| Node 2 | 16 | $1-3-4-2$ |
| Node 3 | 10 | $1-3$ |
| Node 4 | 14 | $1-3-4$ |
| Node 5 | 24 | $1-3-4-2-5$ |
| Node 6 | 28 | $1-3-6$ |
| Node 7 | 30 | $1-3-4-2-5-7$ |

## VI The Minimal Spanning Tree Problem-The Greedy Algorithm

The objective of a minimal spanning tree model is to find the tree that interconnects all the nodes in a network at minimum total distance. The Greedy algorithm is an easy, efficient way to find this minimal spanning tree. The idea behind the Greedy algorithm is that one is, in fact, "greedy." The process starts by selecting the minimum arc out of a particular node (this can be node 1 or any node in the network) and then continue to build a tree by adding the lowest cost arcs that do not form cycles. The approach is formally stated as follows:

## The Greedy Algorithm

## Initialization Step

Select the minimum arc out of node 1 to start the tree.

## Iterative Step

Add to the current tree the connecting arc of minimum distance that does not form a cycle. If all nodes are connected, STOP; the minimal spanning tree has been found.

Repeat the above iterative step until all nodes have been connected.
If there are $\mathbf{n}$ nodes, the tree consists of $\mathbf{n}-1$ arcs.

In Figure CD5.16, we show in thick blue the minimal spanning tree for the same network as the one we used to illustrate the shortest path problem. It was generated by the following iterations.


## INITIALIZATION

Choose the minimum arc out of node $1 — \operatorname{arc}(1,3) —$ distance 10 .

| Iteration | Minimum Distance <br> Connecting Arc | Distance | Add Arc to Tree? | Cumulative Tree <br> Distance |
| :--- | :---: | :---: | :---: | :---: |
| 0 | $(1,3)$ | 10 | Yes | 10 |
| 1 | $(3,4)$ | 4 | Yes | 14 |
| 2 | $(2,4)$ | 2 | Yes | 16 |
| 3 | $(2,3)$ | 7 | No-Cycle |  |
|  | $(2,5)$ | 8 | Yes | 24 |
| 4 | $(5,6)$ | 5 | Yes | 29 |
| 5 | $(5,7)$ | 6 | Yes | 35 |

Thus the minimum spanning tree has a total distance of 35 and consists of arcs $(1,3),(3,4),(2,4),(2,5),(5,6)$, and $(5,7)$.

## VII The Maximal Flow Problem-The Maximal Flow Algorithm

In a maximal flow problem, the objective is to find the maximum volume of flow from a source node to a terminal sink node in a capacitated network. Although it is a special case of the capacitated transshipment problem and can be
solved by the simplex method or the out-of-kilter algorithm, the following maximal flow algorithm is easy to implement and avoids the necessity of keeping track of basic variables. In it, one determines if there is any path from the source to the sink that can carry flow. If there is, the flow is augmented as much as possible along this path, and the residual capacities of the arcs used on the path are reduced accordingly.

The only complication is that we might find that "if only we hadn't already committed to some flow along this arc, we could find an alternative path that could give a larger flow." Thus, when a residual arc capacity is reduced in one direction along an arc, the residual capacity is increased in the other direction on the arc (known as its backwards capacity) to account for a possible future "change of mind." As a result, the algorithm might determine an optimal solution in which five units are shipped from node $i$ to node $j$ and 3 units are shipped back from node $j$ to node i. Of course, this means that only $5-3=2$ are shipped from node $i$ to node $j$.

A formal statement of the maximal flow algorithm is as follows:

## The Maximal Flow Algorithm

1. Find a path from the source to the sink that has positive residual capacities left on all arcs of this path. If no paths have positive flow, STOP; the maximal flow has been found.
2. Find the minimum residual capacity of the arcs on the path (call it $k$ ) and augment the flow on each arc by $k$.
3. Adjust the residual capacities of arcs on the path by decreasing the residual capacities of the arcs in the direction of the flow by $k$ and increasing the residual capacities in the direction opposite the flow by k .

GO TO STEP 1.

Note that choosing which path to use in the network in Step 1 is purely arbitrary. Often, however, it is not easy to determine if any path of positive flow exists from the source node to the sink node. One way to find such a path is to assign a "distance" of " 1 " to all arcs with positive residual capacities and $+\infty$ to the other arcs. Then a shortest path algorithm can be used to find the minimum distance from the source node to the terminal node; if this distance is less than $+\infty$, a path with positive flow has been found. In the following example, however, we simply select the paths arbitrarily.

In the network shown in Figure CD5.17 the numbers next to each node represent the residual capacity on the arc from the node to the adjacent node.


## ITERATION 1

Select the path $1-2-5-7$. The capacity on $\operatorname{arc}(1,2)$ is 6 ; on $\operatorname{arc}(2,5)$ is 3 ; and on arc $(5,7)$ is 7 . Since the minimum of these is 3 , the flow along this path is increased by 3, as shown in Figure CD5.18a. For iteration 2, the residual capacities along the arcs $(1,2),(2,5)$, and $(5,7)$ are reduced by 3 to 3,0 , and 4 , respectively, and the residual backwards capacities on arcs $(2,1),(5,2)$, and $(7,5)$ are increased by 3 to 3,6 , and 3 , respectively.

```
Path: 1-2-5-7
Residual Capacities
\begin{tabular}{lll}
\(1-2\) & 6 & Augment flow by 3 \\
\(2-5\) & \(3-\) & Reduce forward capacities by 3 \\
\(5-7\) & 7 & Increase backwards capacities by 3
\end{tabular}
```



## ITERATION 2

From Figure CD5.18b, observe that no additional flow is possible along arc $(2,5)$. Thus a new path with positive residual capacities from node 1 to node 7 must be found. Here the path $1-2-3-6-7$ is selected. The residual capacity on $\operatorname{arc}(1,2)$ is 3 ; on $\operatorname{arc}(2,3)$ is 2 ; on $\operatorname{arc}(3,6)$ is 2 ; and on $\operatorname{arc}(6,7)$ is 2 . Since the minimum of these is 2 , we increase the flow along this path by 2 . For iteration 3, decrease the residual capacities along the arcs $(1,2),(2,3),(3,6)$, and $(6,7)$ by 2 to $1,0,0$, and 0 , respectively. The residual backwards capacities on $\operatorname{arcs}(2,1),(3,2),(6,3)$, and $(7,6)$ are increased by 2 to $5,4,4$, and 2 , respectively.

Path: 1-2-3-6-7
Residual Capacities


FIGURE CD5.18a
Maximal Flow Solution: Iteration 1

FIGURE CD5.18b
Maximal Flow Solution: Iteration 2

## ITERATION 3

In Figure CD5.18c, observe that no additional flow is possible along arcs $(2,3)$ or $(2,5)$, since no further flow is possible along arc $(1,2)$. Thus a path from node 1 to node 7 with positive residual capacities using arc $(1,4)$ must be found. Here the path $1-4-7$ is selected. The residual capacity on arc $(1,4)$ is 6 , and on $\operatorname{arc}(4,7)$ is 2 . Since the minimum of these is 2 , the flow along this path is increased by 2 . For iteration 4 , the residual capacities along the arcs $(1,4)$ and $(4,7)$ are decreased by 2 to 4 and 0 , respectively, and the residual backwards capacities on arcs $(4,1)$ and $(7,4)$ are increased by 2 to 2 and 2 , respectively.

Path: 1-4-7
Residual Capacities

| $1-4$ | 6 | Augment flow by 2 |
| :--- | :--- | :--- |
| $4-7$ | 2 | Reduce forward capacities by 2 |
|  |  | Increase backwards capacities by 2 |



## ITERATION 4

In Figure CD5.18d, observe that no additional flow is possible along arc (4, 7); thus a new path with positive residual capacities from node 1 to node 7 must be found using arc ( 1,4 ). Here the path $1-4-3-5-7$ is selected. The residual capacity on $\operatorname{arc}(1,4)$ is 4 ; on $\operatorname{arc}(4,3)$ is 2 ; on $\operatorname{arc}(3,5)$ is 3 ; and on $\operatorname{arc}(5,7)$ is 4 . Since the minimum of these is 2 , the flow along this path is increased by 2 . For iteration 5 , the residual capacities along the arcs $(1,4),(4,3),(3,5)$, and $(5,7)$ are decreased by 2 to $2,0,1$, and 2 , respectively, the residual backwards capacities on arcs $(4,1)$, $(3,4),(5,3)$, and $(7,5)$ are increased by 2 to $4,5,4$, and 5 , respectively.

Path: 1-4-3-5-7
Residual Capacities

| $1-4$ | 4 | Augment flow by 2 |
| :--- | :--- | :--- |
| $4-3$ | $2-$ | Reduce forward capacities by 2 |
| $3-5$ | 3 | Increase backwards capacities by 2 |
| $5-7$ | 4 |  |



## ITERATION 5

In Figure CD5.18e, observe that because no additional flow is possible along arcs $(4,3)$ and $(4,7)$, any additional flow from arc $(1,4)$ must flow along arc $(4,6)$. A path with positive residual capacities from node 1 to node 7 using this arc is $1-4-6-3-5-7$. The residual capacity on $\operatorname{arc}(1,4)$ is 2 ; on $\operatorname{arc}(4,6)$ is 2 ; on $\operatorname{arc}(6,3)$ is 4 ; on $\operatorname{arc}(3,5)$ is 1 ; and on $\operatorname{arc}(5,7)$ is 2 . Since the minimum of these is 1 , the flow along this path is increased by 1 . The residual capacities along the arcs $(1,4)$, $(4,6),(6,3),(3,5)$, and $(5,7)$ are decreased by 1 to $1,1,3,0$, and 1 , respectively, and increase the residual backwards capacities on $\operatorname{arcs}(4,1),(6,4),(3,6),(5,3)$, and $(7,5)$ are increased by 2 to $5,2,1,5$, and 6 , respectively.


## ITERATION 6

As seen in Figure CD5.18f, no more flow is possible because there is no residual capacity left on the cut consisting of arcs $(2,5),(3,5),(6,7)$, and $(4,7)$. This is a minimal cut for the network. Note also that, at iteration 2, there is a flow of 2 from node 3 to node 6 , while at iteration 5 , there is a flow of 1 from node 6 to node 3 . This means that the maximum flow has a net flow of $2-1=1$ from node 3 to

FIGURE CD5.18e
Maximal Flow Solution: Iteration 5

Maximal Flow Solution:
Final Network, No Additional
Flow Possible
FIGURE CD5.18f
node 6.


Thus, for this problem, a maximum flow of 10 from node 1 to node 7 is attained as follows:

| From | To | Flow |
| :---: | :---: | :---: |
| 1 | 2 | 5 |
| 1 | 4 | 5 |
| 2 | 3 | 2 |
| 2 | 5 | 3 |
| 3 | 5 | 3 |
| 3 | 6 | 1 |
| 4 | 3 | 2 |
| 4 | 6 | 1 |
| 4 | 7 | 2 |
| 5 | 7 | 6 |
| 6 | 7 | 2 |

## Production Based Inventory Models

## L Material Requirements Planning

Typically, a manufacturer produces many different finished goods. For example, a television set manufacturer may produce several different models, with variations in screen size and options such as remote control or stereo. Many of these finished goods share the same components (e.g., speakers, picture tubes). Further complicating the process is the fact that a finished product can consist of components that need assembly themselves. Thus, several layers or hierarchies might be involved in the assembly of the finished good, resulting in dependence among component demands.

Material requirements planning (MRP) is a computer-based technique used for controlling inventory in such cases. While the concepts of MRP illustrated in this supplement are developed in terms of keeping manual records rather than using a computer approach, it is important to realize that real-world applications of MRP are nearly always implemented using a computer.

## MRP INPUTS

The key inputs into the MRP process are: (1) the master production schedule, (2) the bill of materials, and (3) the inventory records file.

The master production schedule is a forecast of the finished goods demand over a particular planning horizon, consisting of several weeks or even months of production. The bill of materials details how the finished good is to be assembled. The inventory records file contains information about the inventory status of each component for each period of time, as well as the component vendors, required lead time for delivery, and specified lot size. Included in the inventory information are the quantity on hand and on order for each component. Table CD6.1 summarizes the key elements of the MRP system.

TAble CD6.1 Key Elements of an MRP System

| Master Production Schedule | Bill or Materials | Inventory Records File |
| :--- | :---: | :---: |
| A forecast of demands for <br> the finished good over a <br> particular planning horizon | A detailed listing of how <br> the finished good is <br> assembled | Information on the <br> inventory status of each <br> component |

An MRP system "translates" finished good demands into demands for their individual components, allowing the firm to properly manage its inventory records file. Although an MRP system looks at finished good demands over a given planning horizon, decisions that need to be made in the current period are of utmost importance to the manager. Because of component lead times, however, decisions made regarding components in the current period must be based on future de-
mand projections for finished goods. Therefore, in implementing an MRP system, it is essential to extend the finished good planning horizon sufficiently far into the future to adequately account for such lead times.

To incorporate possible changes in demand forecasts, most firms use rolling updates of their master production schedule. That is, whenever changes are made to the master production schedule forecasts, the MRP reevaluates the inventory policy to determine the impact of such changes on the current period's inventory policy.

To illustrate the concepts of an MRP system, consider the manufacturing decisions faced by Little Trykes Toys, Inc.

## LITTLE TRYKES TOYS, INC.

Little Trykes Toys, Inc. (LTT) manufactures children's tricycles and wagons. Figure CD6.1 shows the components required to make these two product. The components required for final assembly of a tricycle are a frame, seat, front wheel assembly, and small wheel set for the rear wheels. A front wheel assembly consists of a handle bar, a large wheel, and a pedal. The small wheel set consists of an axle and two small wheels. Each small wheel is purchased fully assembled, but the company produces the large wheels using a rim and a tire. The wagon assembly consists of a handle, wagon body, and two small wheel sets. Both the tricycles and wagons use the same small wheel sets.

LTT has received an order for delivery of 1000 tricycles 10 weeks from now and would like to schedule production and ordering of the subcomponents to meet this demand.


## SOLUTION

## PRODUCT TREES

One way to represent the bill of materials pictorially is by a product tree. Figures CD6.2 and CD6.3 give the product trees for the tricycle and wagon produced by LTT, respectively. The "root" of the product tree corresponds to the finished good and is placed at the top of the diagram; it is known as hierarchical level 0 . Immediately below the root are the components or subassemblies required to produce the finished good. For the tricycle, (Figure CD6.2) this consists of the frame, seat, front wheel assembly, and small wheel set. These items correspond to hierarchical level 1.

Similarly, below each level 1 subassembly are the hierarchical level 2 components for the level 1 subassemblies. For example, below the tricycle front wheel assembly in Figure CD6.2 are the handle bars, pedals, and large wheels. Below the small wheel set assembly are the axles and small wheels. Because each small wheel set requires two small wheels, the number 2 is placed in parentheses within the box representing small wheels. The process continues in this fashion until all the components have been delineated.


FIGURE CD6.2 LTT Product Tree for Tricycles

FIGURE CD6.3
LTT Product Tree for Wagons


Since the small wheel sets that Little Trykes uses for the wagon are the same as those used for the rear wheels of the tricycle, Little Trykes must keep track of a total of 15 different components, subassemblies, or finished goods. The lead times for each of these items have been determined and are summarized in Table CD6.2.

Table CD6.2 Lead Times for Tricycle and Wagon Components

| Item | Lead Time |
| :--- | :---: |
| Tricycles | 2 weeks |
| Frames | 3 weeks |
| Seats | 4 weeks |
| Front Wheel Assemblies | 1 week |
| Handle Bars | 2 weeks |
| Pedals | 3 weeks |
| Large Wheels | 1 week |
| Rims | 2 weeks |
| Tires | 1 week |
| Small Wheel Sets | 2 weeks |
| Axles | 2 weeks |
| Small Wheels | 3 weeks |
| Wagons | 1 week |
| Handles | 5 weeks |
| Wagon Bodies | 4 weeks |

Because the lead time for assembling the tricycles is two weeks, LTT must begin tricycle assembly at the start of week $8(=10-2)$. The tricycles cannot be produced unless the frames, seats, front wheel assemblies, and small wheel sets are available. Each of these level 1 components must therefore be available by the start of week 8 . Continuing this analysis, because frames have a lead time of three weeks, in order for them to be available by week 8 , the firm must order them by week 5 (=8-3).

Modifying the product tree to include the intended delivery date and component lead times provides an easy way to determine the order date for each component. This is done by placing the component's lead time (in weeks) in square brackets ([]) inside each component's box (see Figure CD6.4). Then, beginning at the top of the tree with the intended delivery date (week 10 in this case), the order date for the finished good can be found by subtracting the lead time value from this intended delivery date.


FIGURE CD6.4 Tricycle Component Lead Times

This procedure is repeated for subsequent hierarchical levels, with the intended delivery date for each component being the same as the ordering date of the component above it in the hierarchy. The order date for each component can then be found by subtracting its lead time value (found in that component's box) from the component's intended delivery date. The order dates necessary to support production in week 10, therefore, are as given in Table CD6.3.

Thus, if LTT wishes to produce tricycles beginning in week 10 , it must order small wheels at the beginning of week 3 , seven weeks prior to the intended completion date. Any planning cycle for a given week's tricycle production should include at least seven weeks if LTT is to account for all components properly.

Table CD6.3 Order Dates for Tricycle Components

| Item | Order Date |
| :--- | :--- |
| Tricycles | week $10-2=8$ |
| Frames | week $8-3=5$ |
| Seats | week $8-4=4$ |
| Front Wheel Assemblies | week $8-1=7$ |
| $\quad$ Handle Bars | week $7-2=5$ |
| Pedals | week $7-3=4$ |
| Large Wheels | week $7-1=6$ |
| $\quad$ Rims | week $6-2=4$ |
| $\quad$ Tires | week $6-1=5$ |
| Small Wheel Sets | week $8-2=6$ |
| Axles | week $6-2=4$ |
| Small Wheels | week $6-3=3$ |

## NET INVENTORY REQUIREMENTS PER ORDER

If LTT does not have any inventory in stock for any of the components, it is fairly easy to determine how many of each component should be ordered. For example, if the firm wishes to produce 1000 tricycles, since each tricycle needs one seat, one frame, one front wheel assembly, and one rear wheel set, LTT will need a gross inventory requirement of 1000 units of each of these components.

Suppose, however, that LTT has an available inventory of 200 front wheel assemblies and 400 small wheel sets. As a result, it only needs to order $1000-200=$ 800 front wheel assemblies and $1000-400=600$ small wheel sets. These are the net inventory requirements for the hierarchical level 1 assemblies.

The net component requirements at each hierarchical level, can be found using the following relationship:

$$
\binom{\text { Net Inventory }}{\text { Requirements }}=\binom{\text { Gross Inventory }}{\text { Requirements }}-\binom{\text { Available }}{\text { Inventory }}
$$

Continuing with hierarchical level 2, the 800 front wheel assemblies require 800 handle bars, 800 pedals, and 800 large wheels. The 600 small wheel sets require 600 axles but, since each small wheel set involves two wheels, a total of $2(600)=1200$ wheels are needed. Similarly, at hierarchical level 3, a total of 800 large tires and 800 rims are required for the 800 large wheels.

The product tree can be modified to provide an easy way to determine the net requirements for each component by including the current inventory level for each component in brackets ([]) inside each component box and the desired production level ( 1000 units) at the top of the tree. The desired production level corresponds to the gross component requirements for the finished good.

The gross requirements for a component are found by multiplying the net component requirements for the component at the hierarchical level directly above it by the number of units of the component going into the product. The component's net requirements are found by subtracting its current inventory from its gross requirements (a negative value corresponds to a net requirement
of 0). For example, suppose LTT has the inventory in stock shown in Table CD6.4 to support the production of 1000 tricycles in week 10 . The net requirements of each component are calculated using the product tree as depicted in Figure CD6.5.

Table CD6.4 Available Tricycle
Component Inventory

| Item | Inventory Level |
| :--- | :---: |
| Tricycles | 200 units |
| Frames | 100 units |
| Seats | 400 units |
| Front Wheel Assemblies | none |
| Handle Bars | 150 units |
| Pedals | 300 units |
| Large Wheels | 250 units |
| Rims | 600 units |
| Tires | 350 units |
| Small Wheel Sets | 300 units |
| Axles | 250 units |
| Small Wheels | 400 units |



FIGURE CD6.5 Tricycle Net Requirements

To illustrate just one branch of the tree, note that, to support the production of 1000 tricycles, since 200 are already in stock, 800 must be produced. Thus, 800 small wheel sets are required. Since 300 small wheel sets are currently in inventory, 500 small wheel sets are needed. Each small wheel set requires an axle, and, since 250 axles are in inventory, 250 additional axles are required. Each small wheel set also requires two small wheels. Thus, the gross requirements for small
wheels are $2(500)=1000$. Subtracting the available inventory of 400 small wheels from the gross requirements of 1000 yields a net requirement of 600 small wheels. Given the preceding product tree, Table CD6.5 summarizes the net component requirements.

Table CD6.5 Net Component Requirements

| Item | Net Component Requirements |
| :--- | ---: |
| Tricycles | $1000-200=800$ units |
| Frames $800-100=700$ units |  |
| Seats | $800-400=400$ units |
| Front Wheel Assemblies | $800-0=800$ units |
| $\quad$ Handle Bars | $800-150=650$ units |
| Pedals | $800-300=500$ units |
| $\quad$ Large Wheels | $800-250=550$ units |
| $\quad$ Rims | $550-600=$ none |
| $\quad$ Tires | $550-350=200$ units |
| Small Wheel Sets | $800-300=500$ units |
| Axles | $500-250=250$ units |
| Small Wheels | $2(500)-400=600$ units |

## THE MRP PLANNING WORISHEET

Although the net component requirements and order dates for the components have been calculated separately, the interaction between the two pieces of information over time is also important. One convenient way to record this information is on an MRP planning worksheet containing relevant information for each component over a given planning horizon. The MRP planning worksheet for a 10-period planning horizon is shown in Table CD6.6.

Table CD6.6 MRP Planning Worksheet

| Item Name | Lead Time | Time Periods |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Inventory <br> Rule | Safety <br> Stock | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Gross Requirements |  |  |  |  |  |  |  |  |  |  |  |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |  |
| Balance Available |  |  |  |  |  |  |  |  |  |  |  |
| Net Requirements |  |  |  |  |  |  |  |  |  |  |  |
| Planned Order Receipts |  |  |  |  |  |  |  |  |  |  |  |
| Planned Order Releases |  |  |  |  |  |  |  |  |  |  |  |

The item name and known lead time for the item are entered in the upper left corner of the MRP Worksheet. The "inventory rule" entry provides information concerning requirements on the inventory order size. For some components, the firm may specify a lot size rule that designates a certain required order quantity. This quantity may be set to take advantage of quantity discounts or to simplify the production scheduling. For other components, the firm may use a lot-for-lot rule, by which the firm orders only the amount needed for a given period.

The "safety stock" entry designates the average inventory quantity the firm desires to keep in stock to cover losses due to shrinkage and to meet shortages that could result from unexpected delays in production or delivery of the component.

For each time period over the planning horizon, ${ }^{1}$ the "gross requirements" for the component are determined from the net component requirements for the assemblies that use it. Because an MRP analysis is a dynamic process that uses a rolling time horizon, deliveries of the component may already be scheduled for some of the time periods in the planning horizon under analysis. These are accounted for in the "scheduled receipts" row of the worksheet.

The "balance available" row keeps a running total of the number of inventory units that will be available at the end of each time period. This number is equivalent to the balance available at the beginning of the next period. The entry to the left of the first period corresponds to the inventory balance at the beginning of the first period. The rest of the entries in this row are calculated after determining the net requirements row, the planned order receipt row, and the planned order release row.
"Net requirements" refer to the amount of the component required to satisfy the gross requirements and safety stock for the period after accounting for any scheduled receipts and are calculated by:

$$
\begin{aligned}
(\text { Net Requirements })= & (\text { Gross Requirements })+(\text { Safety Stock }) \\
& -(\text { Scheduled Receipts }) \\
& -(\text { Balance Available from Previous Time Period })
\end{aligned}
$$

If this calculation results in a negative difference (i.e., the scheduled receipts plus the balance available exceed the gross requirements plus the safety stock), then the net requirements are simply 0 . If the net requirements for a given period are positive, "planned order receipts" of inventory are needed for that period. This amount should be at least equal to the net requirements. If a lot-for-lot rule is used for ordering the inventory, then the planned order receipts for the period are the net requirements for the period. If a lot size rule is used, the planned order receipts equal the smallest multiple of the lot size necessary to meet the net requirements.

The "planned order release" date takes into account the inventory lead time. For periods that carry planned order receipts, corresponding planned order releases must exist L periods earlier, ( L being the inventory lead time). For example, if there is a planned order receipt of 800 units for a component in week 8 and the component has a lead time of three weeks, there must be a planned order release in week $5(=8-3)$.

The following formula can therefore be used to determine the entries in the balance available row of the MRP worksheet:

## (Balance Available at End of Period) $=($ Balance Available at Beginning of Period) <br> - (Gross Requirements) + (Scheduled and Planned Order Receipts)

Given this background, the MRP analysis for the production of tricycles at Little Trykes can now be extended to a multiperiod planning horizon. Because the production process for making tricycles spans seven weeks, the planning begins seven weeks into the future, starting at week 8.

[^83]
## LITTLE TRYKES TOYS, INC. (CONTINUED)

Little Trykes Toys, Inc. has forecast the following demand for tricycles between weeks 8 and 16:

| Week | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |

Company policy is to produce tricycles in lot sizes of 250 and require 30 units of safety stock. The lead time for assembly of tricycles is two weeks.

Based on previous planning, LTT expects an available balance of 150 tricycles at the beginning of week 8 , and the receipt of 250 tricycles is scheduled at the beginning of week 9. Management wishes to determine the MRP worksheet for tricycles in order to properly plan production during this time frame.

## SOLUTION

Accounting for the demand data and other problem information, the initial MRP worksheet is shown in Table CD6.7.

Table CD6.7 Initial MRP Worksheet for Tricycles


The following analysis completes the tricycle MRP worksheet for balance available, net requirements, planned order receipts, and planned order releases on a week-by-week basis.

## Week 8

Net Requirements: Although no receipts are scheduled for week 8, the balance available at the beginning of week 8 (150) exceeds the sum of the gross requirements for that week (90) plus the safety stock of 30 . Hence, the net requirements for week 8 are 0 , and no planned order receipts are required.

## Balance Available at End of Week 8 (Beginning of Week 9)

$$
\begin{aligned}
\binom{\text { Balance Available }}{\text { at End of Week 8 }}= & \binom{\text { Balance Available }}{\text { at Beginning of Week 8 8 }}-\binom{\text { Gross Requirements }}{\text { in Week 8 }} \\
& +\binom{\text { Scheduled and Planned }}{\text { Order Receipts }} \\
= & 150-90+0=60
\end{aligned}
$$

This allows the MRP worksheet to be updated as in Table CD6.8.

Table CD6.8 MRP Worksheet for Tricycles-Week 8

| Tricycles | Lead Time <br> 2 Weeks |  |  |  |  |  |  |  |  |  |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Lot Size <br> 250 | Safety <br> Stock 30 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Gross Requirements | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |  |
| Scheduled Receipts | 150 | 60 |  |  |  |  |  |  |  |  |
| Balance Available | 250 |  |  |  |  |  |  |  |  |  |
| Net Requirements | 0 |  |  |  |  |  |  |  |  |  |
| Planned Order Receipts |  |  |  |  |  |  |  |  |  |  |
| Planned Order Releases |  |  |  |  |  |  |  |  |  |  |

## Week 9

Net Requirements: The sum of the balance available at the beginning of the week (60) plus the scheduled receipts in week 9 (250) again exceeds the gross requirements (75) plus the safety stock (30). Hence, there are no net requirements.

## Balance Available at End of Week 9 (Beginning of Week 10)

$$
\begin{aligned}
\binom{\text { Balance Available }}{\text { at End of Week 9}}= & \binom{\text { Balance Available }}{\text { at Beginning of Week 9 }}-\binom{\text { Gross Requirements }}{\text { in Week 9 }} \\
& +\binom{\text { Scheduled and Planned }}{\text { Order Receipts }} \\
= & 60-75+250=235
\end{aligned}
$$

## Weeks 10 and 11

Net Requirements: Net requirements for weeks 10 and 11 remain at 0 .

Balance Available at End of Week: The balances available at the end of weeks 10 and 11 equal the balances available at the beginning of the respective weeks, reduced by the gross requirements of 85 and 100, respectively, giving rise to the worksheet in Table CD6.9.

Table CD6.9 MRP Worksheet for Tricycles-Through Week 11

| Tricycles | Lead Time <br> 2 Weeks | Time Periods |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| Lot Size <br> 250 | Safety <br> Stock 30 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Gross Requirements | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |  |
| Scheduled Receipts |  | 250 |  |  |  |  |  |  |  |  |
| Balance Available | 150 | 60 | 235 | 150 | 50 |  |  |  |  |  |
| Net Requirements | 0 | 0 | 0 | 0 |  |  |  |  |  |  |
| Planned Order Receipts |  |  |  |  |  |  |  |  |  |  |
| Planned Order Releases |  |  |  |  |  |  |  |  |  |  |

## Week 12

Net Requirements: In week 12, the gross requirements are 80 , and the safety stock requirements are 30 . Thus, there is a need for 110 units. Because the balance available from week 11 is only 50 , however, the net requirements for week 12 are for $80+30-50=60$ units.

Planned Order Receipts: Since LTT uses a production lot size of 250 units, there must be a planned order receipt of 250 for week 12 .

Planned Order Releases: Given that the lead time for assembling the tricycles is two weeks, to meet a planned order receipt in week 12 , there must be a planned order release of 250 in week $10(12-2)$.

## Balance Available at End of Week 12

$$
\begin{aligned}
\binom{\text { Balance Available }}{\text { at End of Week 12 }}= & \binom{\text { Balance Available }}{\text { at Beginning of Week 12 }}-\binom{\text { Gross Requirements }}{\text { for Week 12 }} \\
& +\binom{\text { Planned Order Receipt }}{\text { for Week 12 }} \\
= & 50-80+250=220 \text { units }
\end{aligned}
$$

The worksheet at this point is given in Table CD6.10.

Table CD6.10 MRP Worksheet for Tricycles-Through Week 12

| Tricycles | Lead Time <br> 2 Weeks |  | Time Periods |  |  |  |  |  |  |  |  |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- | :---: |
| Lot Size <br> 250 | Safety <br> Stock 30 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |  |
| Gross Requirements | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |  |  |
| Scheduled Receipts |  | 250 |  |  |  |  |  |  |  |  |  |
| Balance Available | 150 | 60 | 235 | 150 | 50 | 220 |  |  |  |  |  |
| Net Requirements | 0 | 0 | 0 | 0 | 60 |  |  |  |  |  |  |
| Planned Order Receipts |  |  |  |  | 250 |  |  |  |  |  |  |
| Planned Order Releases |  |  | 250 |  |  |  |  |  |  |  |  |

## Weeks 13 and 14

The gross requirements of 60 and 70 units for weeks 13 and 14, respectively, plus the 30 units of safety stock are covered by the available balances for these weeks. Thus, there are no net requirements during this period, as reflected in Table CD6.11.

## Weeks 15 and 16

Net Requirements: In week 15, there are gross requirements for 80 units. Although the balance available at the beginning of week 15 is 90 units, this quantity is not sufficient to meet the requirements for week 15 owing to the desired safety stock of 30 units. Hence, the net requirements for week 15 are for $80+30-90=20$ units.

TAble CD6.11 MRP Worksheet for Tricycles-Through Week 14

| Tricycles | Lead Time 2 Weeks | Time Periods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Lot Size } \\ & 250 \end{aligned}$ | Safety <br> Stock 30 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Gross Requirements |  | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |
| Scheduled Receipts |  |  | 250 |  |  |  |  |  |  |  |
| Balance Available |  | 60 | 235 | 150 | 50 | 220 | 160 | 90 |  |  |
| Net Requirements |  | 0 | 0 | 0 | 0 | 60 | 0 | 0 |  |  |
| Planned Order Receipts |  |  |  |  |  | 250 |  |  |  |  |
| Planned Order Releases |  |  |  | 250 |  |  |  |  |  |  |

Planned Order Receipts: Given that LTT uses a production lot size of 250 units, there is a planned order recipt of 250 for week 15 .

Planned Order Releases: Since the lead time for assembling the tricycles is two weeks, for a planned order release to be available in week 15 there must be a planned order release of 250 in week $13(15-2)$.
Balance Available at End of Week 15

$$
\begin{aligned}
\binom{\text { Balance Available }}{\text { at End of Week 15 }}= & \binom{\text { Balance Available }}{\text { at Beginning of Week 15 }}-\binom{\text { Gross Requirements }}{\text { for Week 15 }} \\
& +\binom{\text { Planned Order Receipt }}{\text { for Week } 15} \\
= & 90-80+250=260 \text { units }
\end{aligned}
$$

Incorporating the gross requirements of 95 units for week 16 gives the completed MRP worksheet for week 8 through week 16 shown in Table CD6.12.

Table CD6.12 MRP Worksheet for Tricycles-Weeks 8-16

| Tricycles | Lead Time <br> 2 Weeks |  |  |  |  |  |  |  |  | Time Periods |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot Size <br> 250 | Safety <br> Stock 30 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |  |  |  |  |  |  |  |
| Gross Requirements | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |  |  |  |  |  |  |  |  |
| Scheduled Receipts |  | 250 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Balance Available | 150 | 60 | 235 | 150 | 50 | 220 | 160 | 90 | 260 | 165 |  |  |  |  |  |  |  |
| Net Requirements | 0 | 0 | 0 | 0 | 60 | 0 | 0 | 20 | 0 |  |  |  |  |  |  |  |  |
| Planned Order Receipts |  |  |  |  | 250 |  |  | 250 |  |  |  |  |  |  |  |  |  |
| Planned Order Releases |  |  | 250 |  |  | 250 |  |  |  |  |  |  |  |  |  |  |  |

## MRP PLANNING WORKSHEET FOR SUBCOMPONENTS

Once the planned order releases have been determined for one hierarchical level, the MRP planning worksheets for the next lower hierarchical level can be generated. For example, in the Little Trykes problem, once the planned order releases for tricycles (hierarchical level 0) have been determined, the MRP worksheets for
all hierarchical level 1 components (frames, seats, front wheel assemblies, and small wheel sets) can be generated. Because of space limitations, this process is illustrated only for the small wheel sets. Note that, since the lead time for small wheel sets is two weeks, the MRP planning worksheet for small wheel sets covers a period two weeks earlier than that considered for the tricycles, namely, week 6 through week 14.

## LITTLE TRYKES TOYS, INC. (CONTINUED) SMALL WHEEL SETS

Little Trykes Toys, Inc. uses a lot-for-lot inventory rule for producing the small wheel sets. It requires a safety stock of 50 sets and projects that a balance of 80 small wheel sets will be available at the beginning of week 6 . Management would like to develop an MRP worksheet for the small wheel sets used in the production of the tricycles over the nine-week planning period.

## SOLUTION

Based on the MRP planning worksheet for the tricycle production, 250 small wheel sets must be available by weeks 10 and 13 in order for Little Trykes to support the planned order releases for the tricycles. This quantity becomes the gross requirements for the small wheel sets. (Note that the 250 small wheel sets required in week 7 to support the scheduled receipt of 250 tricycles in week 9 are excluded from the MRP planning worksheet because this amount would have been previously accounted for in an earlier planning horizon.) The initial worksheet is given in Table CD6.13.

Table CD6.13 Initial MRP Worksheet for Small Wheel Sets

| Small Wheel <br> Sets | Lead Time <br> 2 Weeks |  |  |  |  |  |  |  |  | Time Periods |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

## Week 6 Through Week 9

Because the gross requirements for week 6 through 9 are 0 , net requirements and planned order receipts are 0 for this time period, and the balance available remains at 80 .

## Week 10

Net Requirements: The gross requirements of 250 units imply net requirements of $250+50-80=220$.

Planned Order Receipts: Because a lot-for-lot rule is used for the small wheel sets, a planned order receipt equal to the net requirements of 220 for week 10 is required.

Planned Order Releases: Because there is a two-week lead time for small wheel sets, a planned order release of 220 is scheduled for week $8(=10-2)$.

## Balance Available

$$
\begin{aligned}
\binom{\text { Balance Available }}{\text { at End of Week 10 }}= & \binom{\text { Balance Available }}{\text { at Beginning of Week 10 }}-\binom{\text { Gross Requirements }}{\text { for Week 10 }} \\
& +\binom{\text { Planned Order Receipt }}{\text { for Week 10 }} \\
= & 80-250+220=50 \text { units }
\end{aligned}
$$

This is the required safety stock. At this point, the MRP planning worksheet for small wheel sets is as shown in Table CD6.14.

Table CD6.14 MRP Worksheet for Small Wheel Sets-Through Week 10

| Small Wheel Sets | Lead Time 2 Weeks | Time Periods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot for Lot | Safety <br> Stock 50 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| Gross Requirements |  | 0 | 0 | 0 | 0 | 250 | 0 | 0 | 250 | 0 |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |
| Balance Available | 80 | 80 | 80 | 80 | 80 | 50 |  |  |  |  |
| Net Requirements |  |  |  |  |  | 220 |  |  |  |  |
| Planned Order Receipts |  |  |  |  |  | 220 |  |  |  |  |
| Planned Order Releases |  |  |  | 220 |  |  |  |  |  |  |

## Week 11 Through Week 14

The balance available stays at 50 through the remaining time periods. In week 13, the gross demand of 250 units implies net requirements of 250 units. Hence, there must be a planned order receipt of 250 in week 13 and a planned order release of 250 in week $11(=13-2)$. The completed worksheet for small wheel sets is given in Table CD6.15.

Table CD6.15 Completed Worksheet for Small Wheel Sets-Weeks 6-14

| Small Wheel Sets | Lead Time 2 Weeks | Time Periods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot for Lot | Safety <br> Stock 50 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| Gross Requirements |  | 0 | 0 | 0 | 0 | 250 | 0 | 0 | 250 | 0 |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |
| Balance Available |  | 80 | 80 | 80 | 80 | 50 | 50 | 50 | 50 | 50 |
| Net Requirements |  |  |  |  |  | 220 |  |  | 250 |  |
| Planned Order Receipts |  |  |  |  |  | 220 |  |  | 250 |  |
| Planned Order Releases |  |  |  | 220 |  |  | 250 |  |  |  |

A similar process is used for hierarchical level 2 components. To illustrate, consider the small wheels that go into the small wheel sets.

## LITTLE TRYKES TOYS, INC. (CONTINUED)

 SMALL WHEELSManagement wishes to determine the MRP planning worksheet for small wheels over the nine-week planning period between week 3 and week 11 . The company has determined that it needs a safety stock of 200 small wheels; in order to obtain quantity discounts from its supplier, it orders small wheels in lots of 800 . A balance of 225 wheels is expected to be available at the beginning of week 3 .

## SOLUTION

Recall that each small wheel set requires two small wheels and that the lead time for delivery of the small wheels is three weeks. Hence, the appropriate time frame for the MRP planning worksheet is from week 3 through week 11. Table CD6.16 shows the completed MRP worksheet for this component.

Table CD6.16 Completed MRP Worksheet for Small Wheels

| Small <br> Wheels | Lead Time <br> 3 Weeks |  |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Lot Size <br> 800 | Safety <br> Stock 200 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| Gross Requirements | 0 | 0 | 0 | 0 | 0 | 440 | 0 | 0 | 500 |  |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |
| Balance Available | 225 | 225 | 225 | 225 | 225 | 225 | 585 | 585 | 585 | 885 |
| Net Requirements |  |  |  |  |  | 415 |  |  | 115 |  |
| Planned Order Receipts |  |  |  |  |  | 800 |  |  | 800 |  |
| Planned Order Releases |  |  | 800 |  |  | 800 |  |  |  |  |

The inventory planning worksheets for each of the other components making up the tricycle can be determined in a similar manner.

## GOODS SHARING THE SAME COMPONENTS

One important aspect of the MRP process that has been ignored thus far is the impact on inventory of several finished goods sharing the same components. For LTT, this occurs with the small wheel sets, used both in tricycles and wagons. To illustrate, consider the effect of wagon demand on the MRP worksheet for the small wheel sets.

## LITTLE TRYKES TOYS, INC. (CONTINUED) WAGONS AND SMALL WHEEL SETS

LTT has forecasted the following demand for wagons during the period from week 7 through $15:^{2}$

| Week | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 80 | 55 | 75 | 110 | 90 | 70 | 100 | 90 | 95 |

[^84]Wagons are produced in lot sizes of 300 and require no safety stock. The company would like to determine the MRP worksheet for the wagons during this period, given a projected balance of 140 units at the beginning of week 7. It would also like to investigate the effect this demand will have on the MRP worksheet for the small wheel sets.

## SOLUTION

Applying the same analysis as that performed for tricycles results in the completed MRP planning worksheet for wagons given in Table CD6.17.

Table CD6.17 Completed MRP Worksheet for Wagons

| Wagons | Lead Time 1 Week | Time Periods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Lot Size } \\ & 300 \end{aligned}$ | Safety Stock 0 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| Gross Requirements |  | 80 | 55 | 75 | 110 | 90 | 70 | 100 | 90 | 95 |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |
| Balance Available |  | 60 | 5 | 230 | 120 | 30 | 260 | 160 | 70 | 275 |
| Net Requirements |  | 0 |  | 70 | 0 | 0 | 40 | 0 | 0 | 25 |
| Planned Order Receipts |  |  |  | 300 |  |  | 300 |  |  | 300 |
| Planned Order Releases |  |  | 300 |  |  | 300 |  |  | 300 |  |

As can be seen from the planned order releases, 300 small wheel sets are required for wagon production in weeks 8,11 , and 14 . Recall that it was previously determined that 250 small wheel sets are required in weeks 10 and 13 to support tricycle production over its planning period. Incorporating this information into the planning worksheet gives the revised MRP planning worksheet for the small wheel sets shown in Table CD6.18. This new worksheet differs from the MRP planning worksheet for small wheel sets in Table CD6.15 due to the additional gross requirements of 300 units in weeks 8,11 , and 14.

Table CD6.18 Revised MRP Worksheet for Small Wheel Sets

| Small Wheel <br> Sets | Lead Time <br> 2 Weeks |  |  |  |  |  |  |  |  | Time Periods |  |  |  |  |  |  |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot For <br> Lot | Safety <br> Stock 50 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |  |  |  |  |  |  |  |
| Gross Requirements | 0 | 0 | 300 | 0 | 250 | 300 | 0 | 250 | 300 |  |  |  |  |  |  |  |  |
| Scheduled Receipts | 80 | 80 | 80 | 50 | 50 | 50 | 50 | 50 | 50 | 50 |  |  |  |  |  |  |  |
| Balance Available |  | 0 | 270 |  | 250 | 300 |  | 250 | 300 |  |  |  |  |  |  |  |  |
| Net Requirements |  |  | 270 |  | 250 | 300 |  | 250 | 300 |  |  |  |  |  |  |  |  |
| Planned Order Receipts | 270 |  | 250 | 300 |  | 250 | 300 |  |  |  |  |  |  |  |  |  |  |
| Planned Order Releases |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## Analysis of Orders

Over the nine-week period, five orders will be placed for small wheel sets if Little Trykes uses a lot-for-lot rule in producing these units. In particular, orders for 300 wheel sets immediately follow the orders for 250 wheel sets. On a practical basis, this does not seem particularly efficient.

One way of avoiding these extra production setups is to specify a given production lot size. Because demand for wheel sets is not constant over time, however, such a strategy will not necessarily yield an optimal policy. The next section, addresses the problem of determining the inventory order policy in situations in which future demand forecasts vary over time.

## ll Inventory Models with Time Varying Demand

In Chapter 8 it was shown that, when demand is reasonably constant over time, the EOQ model may be used to determine an optimal inventory policy. If demand varies greatly from period to period, however, an EOQ solution may be far from optimal.

Demands can vary significantly over time because of fluctuations in consumer preferences. Even when demand for a finished good does not vary significantly, as shown earlier, component demand need not be stationary. The Wagner-Whitin algorithm ${ }^{3}$ can be used to determine the optimal inventory policy if the following assumptions hold:

1. Demand is known for each period over some time horizon.
2. While demand may vary from period to period, within each period, demand occurs at a relatively constant rate.
3. If an order is placed for arrival during a given period, it arrives at the beginning of the delivery period.
4. Holding costs are incurred at a known fixed rate. The holding cost for a period is a function of the average inventory level during that period.

Although assumptions 2 and 4 are not critical to developing the inventory model, they are included in the set of assumptions to clarify how the inventory holding costs are being incurred.

## THE WAGNER-WHITIN ALGORITHM

The Wagner-Whitin algorithm uses a dynamic programming technique to determine an optimal inventory policy. As discussed in Chapter 13 on this CD-ROM, dynamic programming is a family of management science techniques that takes advantage of the fact that certain problems can be solved by breaking them into smaller, more manageable subproblems.

The Wagner-Whitin algorithm makes use of two important concepts:

1. If there is an order in some period, an optimal inventory policy orders an amount exactly equal to the sum of the next k period's future demands (where k is an integer determined by the algorithm).
2. There is an upper limit to the value of $k$.

To illustrate these two concepts, consider the situation faced by Golden West Homes, a manufacturer of modular housing.

[^85]
## GOLDEN WEST HOMES

Golden West Homes purchases kitchen ranges for its homes from Admiral Appliance Company at a cost of $\$ 325$ each. Golden West uses a $16 \%$ annual holding cost rate, and the cost to place an order with Admiral is $\$ 100$. Golden West forecasts the following requirements for Admiral kitchen ranges over the next 10 weeks:

| Week | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 120 | 40 | 80 | 60 | 90 | 30 | 20 | 90 | 60 | 130 |

Management would like to determine the optimal ordering policy for the ranges over this planning horizon.

## SOLUTION

According to concept 1 , if an order is placed to arrive at the beginning of week 1 , it is for either 120 units (to satisfy the demand for week 1), 160 units (to satisfy the demand for weeks 1 and 2), 240 units (to satisfy the demand for week 1 through week 3), and so on. An order of say, 200, would not be placed since it would cover demand for two and a balf weeks.

Because Golden West uses a $16 \%$ annual holding cost rate and the ranges cost the company $\$ 325$ each, the annual holding cost for the SKU is $\mathrm{C}_{\mathrm{h}}=.16(\$ 325)=$ $\$ 52$. Thus, the weekly holding cost per unit is $\$ 1$. In period 1 , if 120 units are ordered (to satisfy the demand for that period only), the average inventory is $120 / 2=60$. The total variable inventory cost (the sum of the order cost and the holding cost) is therefore $\$ 100+60(\$ 1)=\$ 160$.

If Golden West orders enough ranges to satisfy the demand for weeks 1 and 2 (160), then the inventory level at the beginning of week 1 would be 160 , decrease to $40(=160-120)$ by the end of that week, and further decrease from 40 to 0 during week 2 . Hence, the average inventory level during week 1 is 100 units $[=(160+40) / 2]$, and, during week 2 , it is $20[=(40+0) / 2]$ units. Figure CD6.6 shows the inventory profile of ordering 160 units in week 1 . The cost of supplying inventory to cover the demand for weeks 1 and 2 is the sum of the $\$ 100$ order cost, the holding cost for week $1(100 * \$ 1)$, and the holding cost for week $2(20 *$ $\$ 1$ ), a total of $\$ 220$.


FIGURE CD6.6 Inventory Profile-over Two Weeks

Now consider ordering enough inventory in week 1 to satisfy the first three weeks of demand, 240 ranges. If an extra 80 ranges are ordered to satisfy the demand for week 3 , however, these 80 units have to be kept in inventory for a full two weeks, costing an extra $\$ 160(=\$ 2 * 80)$. Since it costs only $\$ 100$ to place an order, it is clearly cheaper to delay ordering these 80 units until week 3 . Hence, in
week 1 , it does not pay to order inventory to satisfy the demand beyond week 2 . This is an illustration of concept 2 of the algorithm.

Summarizing, the following rule applies:

If the marginal cost of ordering inventory for an extra week exceeds the cost of placing an order, it is not economical to place an order for that week or beyond.

Repeating this analysis for week 2 through week 10 gives the values found in Table CD6.19. The formulas for obtaining these values are given in Appendix CD6.1. The values, designated $\mathrm{T}(\mathrm{j}, \mathrm{j}+\mathrm{k})$, represent the cost of ordering an amount for delivery in week j (the row value) sufficient to satisfy the demand up to the beginning of week $\mathrm{j}+\mathrm{k}$ (the column value). For example, the cost of ordering inventory for delivery in week 5 , which is sufficient to last up to the beginning of week 7, is \$190.

Table CD6.19 Inventory Analysis-Golden West Homes

| Week <br> (j) | Order up to the Beginning of Week ( $j+k$ ): |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| 1 | 160 | 220 |  |  |  |  |  |  |  |  |
| 2 |  | 120 | 240 |  |  |  |  |  |  |  |
| 3 |  |  | 140 | 230 |  |  |  |  |  |  |
| 4 |  |  |  | 130 | 265 | 340 | 410 |  |  |  |
| 5 |  |  |  |  | 145 | 190 | 240 |  |  |  |
| 6 |  |  |  |  |  | 115 | 145 |  |  |  |
| 7 |  |  |  |  |  |  | 110 | 245 |  |  |
| 8 |  |  |  |  |  |  |  | 140 | 230 |  |
| 9 |  |  |  |  |  |  |  |  | 130 |  |
| 10 |  |  |  |  |  |  |  |  |  | 165 |

Once the "order up to" inventory cost values, $\mathrm{T}(\mathrm{j}, \mathrm{j}+\mathrm{k})$ have been calculated, dynamic programming can be used to determine the optimal inventory ordering policy over the time frame in question. One way of doing this is by constructing a network, with nodes $(1,2,3, \ldots, n)$ corresponding to the n time periods and the arcs between nodes j and $\mathrm{j}+\mathrm{k}$ equal in value to $\mathrm{T}(\mathrm{j}, \mathrm{j}+\mathrm{k})$. The optimal inventory policy can then be found by identifying the shortest path through this network. In particular, if the shortest path contains an arc from period $j$ to period $j+k$, an order will be placed for delivery at period j that is of sufficient size to handle the demand up to, but not including, period $j+k$.

Figure CD6.7 shows the network corresponding to this problem. Using the shortest path approach developed in Chapter 4, the shortest path through this network begins at node 1 and proceeds through nodes $3,5,8$, and 10. Thus, the optimal inventory policy for Golden West Homes is as follows:

| Week | Order Amount | Order for Weeks |
| :---: | :---: | :---: |
| 1 | $120+40=160$ | 1,2 |
| 3 | $80+60=140$ | 3,4 |
| 5 | $90+30+20=140$ | $5,6,7$ |
| 8 | $90+60=150$ | 8,9 |
| 10 | 130 | 10 |



FIGURE CD6.7 Inventory Cost Network for Golden West Homes

The total cost of this policy is $\$ 1085$. Figure CD6.8 summarizes the inventory profile corresponding to this solution over the 10-week (70-day) period.


FIGURE CD6.8 Inventory Profile for Golden West Homes Over 10-Week Period

It is interesting to contrast the recommended solution to the EOQ solution. The average weekly demand over the 10 -week period is 72 units. If this value is used for the weekly demand, $D$, then, since $C_{h}$ is $\$ 1 /$ week and $C_{o}$ is $\$ 100$, the EOQ order quantity is:

$$
\mathrm{Q}^{*}=\sqrt{\frac{2(72)(100)}{1}}=120
$$

Using an order quantity of 120 units, the firm would have to place six orders (in weeks 1, 2, 4, 5, 7, and 9), resulting in the inventory profile given in Figure CD6.9. The average weekly inventory level under this policy is given in Table CD6.20.

Since $C_{h}$ is $\$ 1 /$ per item per week, the sum of the holding costs over the $10-$ week period under the EOQ policy is $\$ 60+\$ 100+\$ 40+\ldots+\$ 65=\$ 770$. Adding the cost of placing six orders (\$600) to the inventory holding cost (\$770) gives a total inventory cost of $\$ 1370$ over the 10 -week period; this is $\$ 285$ (or $26 \%$ ) greater than the solution found using the Wagner-Whitin algorithm.


FIGURE CD6.9 Inventory Profile Based on 120-Unit Order Quantity (Six Orders)

Table CD6.20 Average Weekly Inventory Level-Golden West Homes

| Week | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average Inventory Level | 60 | 100 | 40 | 90 | 135 | 75 | 50 | 115 | 40 | 65 |

## THE SILVER-MEAL HEURISTIC

The Wagner-Whitin algorithm gives the lowest-cost solution for an inventory problem when the forecasted demand is known but varies over time. Yet the solution is far more difficult to obtain than simply using the EOQ formula. To reduce the computational complexities of the Wagner-Whitin algorithm, management scientists began looking for a heuristic solution technique that was easier to implement and would give an answer close to optimal. One such technique is the Silver-Meal heuristic, ${ }^{4}$ which utilizes the same cost data, $T(j, j+k)$, as that used in the Wagner-Whitin algorithm but avoids the need to solve a shortest path network model. Instead, the procedure uses the following steps.

## Silver-Meal Heuristic

## Start at Period 1.

1. Calculate the per period average inventory holding and ordering cost of satisfying demand for the next k periods.
2. Order enough inventory to satisfy demand out to the period that has the lowest average cost.
3. If demand for the final period has not been satisfied, return to step (1) using the period found in step (2).

The Silver-Meal heuristic is illustrated using the cost data from the Golden West Homes example. In week 1, satisfying demand for one week costs \$160, while satisfying demand for two weeks costs $\$ 220$ (see Table CD6.19). Hence, the

[^86]per period average inventory cost of satisfying demand for one period is $\$ 160$ and for two periods $\$ 110$ ( $=\$ 220 / 2$ ). Since $\$ 110$ is less than $\$ 160$, demand is satisfied for two weeks. The heuristic then returns to step (1) beginning at week 3. (As discussed earlier, one does not have to look beyond two weeks because the marginal cost of carrying inventory for additional weeks exceeds the cost of placing an order.)

From Table CD6.19 it is seen that satisfying demand for week 3 only gives a per period average inventory cost of $\$ 140$, while satisfying demand for weeks 3 and 4 gives a per period average inventory cost of $\$ 115(=\$ 230 / 2)$. Hence, Golden West Homes should place an order in week 3 which satisfies demand for two more weeks. The heuristic then returns to step (1) beginning at week 5 .

Continuing in this fashion using the data from Table CD6.19, gives:

|  | Number of Periods | Average per Period Cost |
| :---: | :---: | :---: |
| Week 5 | 1 | $\$ 145 / 1=\$ 145$ |
|  | 2 | $\$ 190 / 2=\$ 95$ |
|  | 3 | $\$ 240 / 3=\$ 80$ |

Satisfy demand for the next three periods

|  | Number of Periods | Average per Period Cost |
| :---: | :---: | :---: |
| Week 8 | 1 | $\$ 140 / 1=\$ 140$ |
|  | 2 | $\$ 230 / 2=\$ 115$ |
|  | Satisfy demand for the next two periods |  |

Number of Periods Average per Period Cost
Week 10
1
$\$ 165 / 1=\$ 165$
Satisfy demand for this period only.
In this case, the Silver-Meal heuristic indicates that Golden West Homes should place orders in periods $1,3,5,8$, and 10 . This is exactly the same solution achieved with the Wagner-Whitin algorithm.

Although the Silver-Meal heuristic may not always yield the same solution as the Wagner-Whitin algorithm, in general, it gives a solution that either is optimal or differs in cost from the optimal solution by only a few percent.

## ll Current Trends in Inventory Control

## JUST-IN-TIME SYSTEMS

In recent years, management scientists have paid a great deal of attention to Japanese management techniques. An inventory/production control technique pioneered in Japan, known as just-in-time, or JIT, can reduce work-in-process inventories to the lowest possible level by keeping production lot sizes small. Although an MRP or EOQ inventory control system can also utilize small production lot sizes, JIT differentiates the way in which production decisions are made and in the movement of inventory from one hierarchical level to another.

Traditional inventory systems, such as MRP, are referred to as push systems. Decisions are made regarding the production schedule for the subcomponents based on the forecast demand for the finished good. Once these subcomponents have been produced, they are "pushed up" to the next level of assembly. By contrast, a just-in-time system is characterized as a pull system. A subcomponent is produced only on request from the work center that utilizes the subcomponent in assembly. Hence, the inventory is "pulled" through the system.

The size of the lot that is pulled from one hierarchical level to the next is intentionally kept small, with a minimum buildup of safety or buffer stock. Consequently, if there is a failure in the production process at some point in the system, the entire production system may have to shut down. This is because once production of a component ceases two things happen. First, the assemblies that utilize the component quickly run out of inventory for the component and have to stop production. Second, the assemblies that go into making the component quickly find themselves with a sufficient inventory buildup and, therefore, also have to stop production.

Although it may appear quite inefficient that an entire system shuts down whenever there is a problem with the production of a single component, this policy immediately focuses attention on the problem area. As a result, great efforts are made to correct problems quickly. Workers typically learn to handle more than one task so that labor necessary to correct production deficiencies is readily available and shut-downs usually do not last long. The necessity of avoiding problems and quickly solving whatever difficulties arise results in a general improvement in total product quality.

For a just-in-time system to operate properly, the factory and its suppliers must be completely coordinated. Because work stoppages can result in idling the entire factory, the quality of the components supplied by vendors is of crucial importance. In addition, the small lot sizes require frequent deliveries on a reliable schedule. Accordingly, a factory normally selects only one supplier for a particular component. This single sourcing allows the supplier and the factory to develop a full partnership in the production process. On the downside, the factory is left vulnerable to any production problems that might occur with the supplier. From the supplier's standpoint, it can be dangerous to rely too greatly on a single customer because downturns in customer demand can have a devastating effect on the supplier's profitability. Perhaps for these reasons, JIT has not yet won the same degree of acceptance in the United States as it has in Japan.

## KANBAN SYSTEMS

The ordering of inventory from one production level to the next in JIT systems is frequently done using a kanban system. This is a ticket-based system (kanban is the Japanese word for these tickets) that keeps track of the flow of components through the factory as described below.

## Kanban System

1. A component is produced in a small batch, each of which is attached to a production ordering kanban. The batches are then shipped to an intermediary storage location known as the store, where they are held until needed for production in some assembly.
2. The assembly that utilizes this component collects the component from the store and brings it to a holding area. When the component is picked up from the store, a worker removes the production ordering kanbans from the component and returns them to the component production area. At the same time, the worker attaches a withdrawal kanban to the component.
3. When the component is removed from the holding area for use in production, the withdrawal kanban is collected and placed on a kanban post. When the number of withdrawal kanbans on the kanban post reaches a sufficient level, a worker returns to the store with the withdrawal kanbans to initiate another delivery to the holding area.
4. The production ordering kanbans removed from the component at the store and returned to the component production area are also placed on a kanban post. When the number of production ordering kanbans on this post reaches a predetermined amount, production of the component is resumed.

Management science techniques can be used to determine optimal batch sizes and the optimal number of kanbans required to trigger a resumption of production or a visit to the store to obtain additional inventory.

Although kanbans are typically used in JIT applications, they are not essential. As the cost of computing power decreases, one should expect to see the functions performed by kanbans increasingly taken over by computers. An integrated computer control system is able to identify problem areas more quickly and allow dynamic determination of optimal production lot sizes and safety stocks.

## FLEXIBLE MANUFACTURING SYSTEMS

Another production/inventory approach that is gaining popularity is the notion of a flexible manufacturing system, or FMS, in which computer-controlled machines are capable of performing several different operations used in the production process. The goods to be manufactured are placed on pallets, and their movements in the factory are controlled by a computer. Because a single machine may have many different functions, an item may visit a particular machine on more than one occasion during the manufacturing process.

Flexible manufacturing systems are most appropriate in factories that produce a moderate variety of goods, none of which has the sales volume to warrant mass production. By necessity, retooling and setup times for the machines have to be short enough that machine efficiency is not sacrificed. Management science techniques such as queuing theory (see Chapter 9) have been used in flexible manufacturing systems to determine the optimal movement of a good among the different machines making up the manufacturing process.

A flexible manufacturing system offers several advantages over a conventional assembly-line system in which each machine has a dedicated function. These include: (1) reduced work-in-progress inventory, (2) reduced manufacturing lead times, (3) reduced labor costs, (4) reduced plant space requirements, (5) increased machine utilization, and (6) increased number of different products the factory can produce.

Although these advantages are substantial, flexible manufacturing systems are far more costly than traditional assembly-line systems because of the higher cost of the sophisticated machinery required. Hence, even though FMS has found acceptance in some industries (such as metal-working), the cost barrier has limited the degree to which this technology has been embraced. As costs decrease, however, one should see an increase in the use of these systems.

## APPENDIX CD6.1

## Calculating Costs of Satisfying k Periods Worth or Demand for Inventory Models with Time Varying Demand

Define:
$T(j, j+k)=$ the inventory holding and ordering cost of placing an order for delivery in period j that will satisfy the demand for the SKU up to, but not including, period $\mathrm{j}+\mathrm{k}$
$Y=$ number of periods per year
$\mathrm{d}_{\mathrm{i}}=$ demand in period i
$\mathrm{C}_{\mathrm{h}}=$ annual holding cost per unit $\mathrm{C}_{\mathrm{o}}=$ cost of placing an order

The formula for $\mathrm{T}(\mathrm{j}, \mathrm{j}+\mathrm{k})$ is:

$$
T(j, j+k)=\left(\frac{C_{h}}{Y}\right) \sum_{i=1}^{k} \frac{(2 i-1) d_{j+i-1}}{2}+C_{o}
$$

For each time period j , one can stop calculating $\mathrm{T}(\mathrm{j}, \mathrm{j}+\mathrm{k})$ for values of k in which $T(j, j+k+1)>T(j, j+k)+C_{0}$. This is equivalent to stopping the calculation of the $T(j, j+k)$ values at the lowest value of $k$ for which the following relationship is satisfied:

$$
\left(\frac{\mathrm{C}_{\mathrm{h}}}{\mathrm{Y}}\right)(2 \mathrm{k}-1) \mathrm{d}_{\mathrm{j}+\mathrm{k}-1}>2 \mathrm{C}_{\mathrm{o}}
$$

To illustrate the use of the above formulas consider period 2 in the Golden West Homes example in Section II of Supplement CD6. Recall that Golden West wished to determine the optimal policy for procurement of Admiral kitchen ranges over a 10 -week period. Then,

$$
\mathrm{T}(2,3)=\left(\frac{\mathrm{C}_{\mathrm{h}}}{\mathrm{Y}}\right) \sum_{\mathrm{i}=1}^{1} \frac{(2 \mathrm{i}-1) \mathrm{d}_{1+\mathrm{i}}}{2}+\mathrm{C}_{\mathrm{o}}=\left(\frac{52}{52}\right) \frac{\mathrm{d}_{2}}{2}+\mathrm{C}_{\mathrm{o}}=\frac{40}{2}+100=120
$$

and

$$
\mathrm{T}(2,4)=\left(\frac{\mathrm{C}_{\mathrm{h}}}{\mathrm{Y}}\right)_{\mathrm{i}=1}^{2} \frac{(2 \mathrm{i}-1) \mathrm{d}_{1+\mathrm{i}}}{2}+\mathrm{C}_{\mathrm{o}}=\left(\frac{52}{52}\right)\left(\frac{\mathrm{d}_{2}}{2}+\frac{3 \mathrm{~d}_{3}}{2}\right)+\mathrm{C}_{\mathrm{o}}=240
$$

Additional values for $\mathrm{T}(2,2+\mathrm{k})$ do not have to be calculated since when $\mathrm{k}=3$, $5 \mathrm{~d}_{4}=300>200$.

1. Consider Little Trykes Toys' production of wagons during week 16 through week 23, discussed in Section II. Suppose Little Trykes management forecasts the following demand for the wagons:

| Week | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 65 | 120 | 95 | 80 | 140 | 170 | 125 | 80 |

Recall that wagons have a one-week lead time. Little Trykes uses a production lot size of 300 , and no safety stock is desired. If Little Trykes has a balance available of 200 wagons at the beginning of week 16, determine the MRP planning worksheet for the period from week 16 through week 23.
2. Consider the following MRP planning worksheet for Little Trykes tricycles for week 8 through week 16:

| Tricycles | $\begin{array}{r} \text { Lead } \\ 2 \mathrm{~W} \end{array}$ |  | Time Periods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Lot Size } \\ & 250 \end{aligned}$ | Safety <br> Stock 30 |  | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Gross Requirements |  |  | 90 | 75 | 85 | 100 | 80 | 60 | 70 | 80 | 95 |
| Scheduled Receipts |  |  |  | 250 |  |  |  |  |  |  |  |
| Balance Available |  | 150 | 60 | 235 | 150 | 50 | 220 | 160 | 90 | 260 | 165 |
| Net Requirements |  |  | 0 | 0 | 0 | 0 | 60 | 0 | 0 | 20 | 0 |
| Planned Order Receipts |  |  |  |  |  |  | 250 |  |  | 250 |  |
| Planned Order Releases |  |  |  |  | 250 |  |  | 250 |  |  |  |

Little Trykes produces front wheel assemblies in lot sizes of 200 units and desires a safety stock of 60 units. There is a scheduled receipt of 200 front wheel sets in week 10 , and a balance of 90 front wheel assemblies is available at the beginning of week 7 . Recall that the lead time for assembling front wheel assemblies is one week. Using this information, determine the MRP planning worksheet for front wheel assemblies for week 7 through week 15 .
3. Golden West Homes manufactures mobile homes. Requirements for ovens over a 10week planning period are as follows:

| Week | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 130 | 160 | 60 | 50 | 40 | 80 | 120 | 140 | 70 | 150 |

The company purchases the ovens from the Swiss Maid Appliance Company. The estimated cost to place an order with Swiss Maid is $\$ 800$, and Golden West estimates the weekly holding cost at $\$ 2$ per oven. The company had been using the EOQ model to determine its ordering policy but is considering using the Wagner-Whitin algorithm instead. Golden West management has calculated the following values for $T(j, j+k)$, the inventory cost of ordering in week $j$ to supply demand up to the beginning of week $j+k$ :

| Week j | Order up to the Beginning of Week $\mathrm{j}+\mathrm{k}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| 1 | 930 | 1410 | 1710 | 2060 | 2420 |  |  |  |  |  |
| 2 |  | 960 | 1140 | 1390 | 1670 | 2390 |  |  |  |  |
| 3 |  |  | 860 | 1010 | 1210 | 1770 |  |  |  |  |
| 4 |  |  |  | 850 | 970 | 1370 |  |  |  |  |
| 5 |  |  |  |  | 840 | 1080 | 1680 |  |  |  |
| 6 |  |  |  |  |  | 880 | 1240 | 1940 | 2430 |  |
| 7 |  |  |  |  |  |  | 920 | 1340 | 1690 |  |
| 8 |  |  |  |  |  |  |  | 940 | 1150 | 1900 |
| 9 |  |  |  |  |  |  |  |  | 870 | 1320 |
| 10 |  |  |  |  |  |  |  |  |  | 950 |

a. If Golden West forecasts its annual demand based on a simple 10-week moving average, determine the EOQ value for ovens.
b. If Golden West uses the Wagner-Whitin algorithm, what is the optimal inventory policy for ovens over the 10 -week period?
c. If Golden West uses the Silver-Meal heuristic, what is the inventory policy for ovens over the 10 -week period?
4. Consider the data given in problem 3. Determine the total inventory cost over the 10week period for
a. the EOQ policy
b. the Wagner-Whitin policy
c. the Silver-Meal policy
5. Little Trykes is considering importing a children's pedal car to sell under the Little Trykes brand name. The company estimates the demand for the cars over the next eight-week planning period to be as follows:

| Week | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 210 | 160 | 190 | 80 | 300 | 130 | 110 | 260 |

The cost to order the cars is an estimated $\$ 160$, and the annual holding cost per car is approximately $\$ 13$ (weekly cost of $\$ 0.25$ ).
a. Determine the inventory policy for the cars over this eight-week period using the Silver-Meal heuristic.
b. How much cheaper is the Silver-Meal inventory policy than the EOQ policy over the eight-week period? (Assume that an eight-week simple moving average is used to forecast annual demand.)
6. Flavan Faucet manufactures a designer line of bathroom faucets. The following product tree represents the bill of materials for the Athena 242 faucet set.


The lead time and current inventory for each component are as follows.

| Item | Lead Time <br> (in weeks) | Current <br> Inventory |
| :---: | :---: | :---: |
| Faucet Set | 1 | 200 |
| Drain Set | 3 | 300 |
| Lever | 4 | 500 |
| Stopper | 3 | 400 |
| Faucets | 2 | 500 |
| Handle | 6 | 100 |
| Valve | 3 | 500 |
| Stem | 5 | 800 |
| Housing | 2 | 300 |
| Trim | 7 | 1200 |
| Spigot | 7 | 600 |

Suppose the company wishes to schedule production for 1000 units of the Athena 242 faucet set and wants the production completed in 10 weeks. Determine the order quantity and the latest date the order can be initiated for each component of the faucets.
7. Consider Flavan Faucet's production of Athena 242 faucet sets in problem 6. Suppose the company forecast the following demand between week 12 and week 18:

| Week | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 800 | 600 | 400 | 200 | 600 | 400 | 500 |

The company estimates that the production setup cost to produce the Athena 242 faucet is $\$ 1400$ and the annual holding cost per unit is $\$ 12$. Flavan Faucet has a safety stock requirement of 200 faucets and a balance of 200 faucets available at the beginning of week 12. If Flavan Faucet uses the EOQ formula to determine the production lot size, determine the MRP planning worksheet over the period from week 11 through week 18. (Assume that annual demand is forecast based on a sevenweek simple moving average and that demand in week 11 has already been addressed through previous analysis and is 0 .)
8. Consider the data of problem 7. Suppose Flavan Faucet uses the Silver-Meal heuristic to schedule production of the faucet sets. Determine the MRP planning worksheet over the period from week 11 through week 18 in this case. (Assume that demand in week 11 has already been addressed through previous analysis and is 0 .)
9. Consider the data of problem 7. If Flavan Faucet uses a lot-for-lot rule to schedule faucet set production, the MRP planning worksheet for week 11 through week 18 is as follows.

| Faucet <br> Sets | Lead Time <br> 1 Week | Time Periods |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot for <br> Lot | Safety <br> Stock 200 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |  |
| Gross Requirements | 0 | 800 | 600 | 400 | 200 | 600 | 400 | 500 |  |  |
| Scheduled Receipts |  |  |  |  |  |  |  |  |  |  |
| Balance Available | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |  |
| Net Requirements |  | 800 | 600 | 400 | 200 | 600 | 400 | 500 |  |  |
| Planned Order Receipts | 800 | 600 | 400 | 200 | 600 | 400 | 500 |  |  |  |
| Planned Order Releases | 800 | 600 | 400 | 200 | 600 | 400 | 500 |  |  |  |

Recall that the lead time for the drain sets is three weeks. Flavan Faucet uses a production lot size of 1200 for the drain sets and desires a safety stock of 400 units. If there is a balance available of 500 drain sets at the end of week 10 and a scheduled receipt of 200 drain sets in week 11, determine the MRP planning worksheet for drain sets during the period from week 8 through week 17 .
10. Consider the data from problem 9. Recall that the lead time for faucets is two weeks. Flavan Faucet is considering using a production lot size of 3000 for the faucets with no safety stock. If no balance is available at the end of week 10, but there is a scheduled receipt of 3000 faucets in week 11, determine the MRP planning worksheet for faucets during the period from week 9 through week 17.
11. Barnett Furniture Company (BFC) manufactures bedroom furniture for sale through mass merchandise retailers. One of its more popular products is a white laminate fourdrawer dresser. The bill of materials for this dresser is represented by the following product tree.


The company has just received a rush order for 2500 of these dressers. Lead times and the current inventory position of each component are as follows.

| Item | Lead Time <br> (in weeks) | Current <br> Inventory |
| :--- | :---: | :---: |
| Dresser | 5 | 300 |
| Shell | 5 | 50 |
| Frame | 10 | 100 |
| Gliders | 15 | 1600 |
| Drawers | 10 | 0 |
| Front | 5 | 200 |
| Face | 5 | 600 |
| Handles | 10 | 24000 |
| Bottom | 10 | 800 |
| Sides | 10 | 4000 |
| Backs | 5 | 3000 |

a. If Barnett wants to complete the order in 40 days, determine how many of each component should be ordered and the latest possible day to order each component. b. What is the shortest amount of time required for Barnett to complete this order?
12. Barnett Furniture Company (see Problem 11) is open five days a week. The lead time to complete the final assembly of white laminate four-drawer dressers is one week. BFC desires a safety stock of 200 dressers and produces in lot sizes of 2400 units. The company has forecast the demand over the planning period from week 7 through week 13 as follows.

| Week | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Demand | 500 | 1000 | 1500 | 3000 | 1800 | 2200 | 1800 |

If BFC has a balance available of 100 dressers at the end of week 6 and a scheduled receipt of 2400 dressers in week 7, determine the MRP planning worksheet for dressers during the period from week 7 through week 13.
13. Consider the situation at Barnett Furniture Company given in problems 11 and 12. Based on an MRP analysis, BFC estimates the following gross requirements for dresser-drawer fronts over the planning period from week 4 through week 10:

| Week | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gross Requirements | 7500 | 0 | 14,500 | 0 | 0 | 13,500 | 10,000 |

The company has 2500 drawer fronts available at the end of week 3 and desires a safety stock of 100 units. Lead time for drawer fronts is one week, and the components are produced in lot sizes of 10,000 units. Determine the MRP planning worksheet for drawer fronts over the planning period from week 3 through week 10.
14. BFC (see problems 11 through 13) orders handles in lot sizes of 25,000 . The lead time for handles is two weeks, and the company desires a safety stock of 4000 handles. If 6000 handles are available at the end of week 2, determine the MRP planning worksheet for handles over the period from week 1 through week 10. Base your gross requirements for handles on the answer you obtained in problem 13.
15. Frank's Garden Center forecasts demand for its products based on the previous year's sales. The demand for McMurray snow blowers over the same 10 -week winter selling season last year was as follows.

| Week | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 6 | 12 | 16 | 18 | 12 | 8 | 6 | 6 | 4 | 2 |

The store currently has one McMurray snow blower in stock and would like to have two left at the end of week 10. The cost of placing an order with McMurray for snow blowers is $\$ 50$, and the cost of holding a snow blower in inventory is an estimated $\$ 1$ per week.
a. Determine the inventory policy and inventory cost over the 10 -week period if Frank's uses the EOQ formula for determining the order quantity. (Assume that annual demand is forecast to be 90 units.)
b. Determine the inventory policy and inventory cost over the 10 -week period if Frank's uses the Silver-Meal heuristic for determining order quantities.
c. Determine the inventory policy and inventory cost over the 10 -week period if Frank's uses the Wagner-Whitin algorithm for determining order quantities.
16. Whirling Blender manufactures electric blenders for sale to commercial customers. Whirling estimates the following customer demand over the eight-week planning cycle from week 10 through week 17.

| Week | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 1200 | 1400 | 800 | 1000 | 700 | 1500 | 1200 | 900 |

The product tree on the following page represents the bill of materials for the electric blender:

Whirling produces the blenders in batch sizes of 3000 units. Lead time for assembling the finished product is one week. Whirling desires a safety stock of 500 units and estimates that 800 blenders will be in inventory at the beginning of week 10 .
a. Construct the MRP planning worksheet for blenders during the period from week 9 through week 17.
b. Whirling produces bases in lots of 2000 units and desires no safety stock. The lead time for base assembly is two weeks. If there is a balance of 500 bases in inventory at the beginning of week 9 , determine the MRP planning worksheet for bases during the period from week 7 through week 17.
c. Whirling orders motors on a lot-for-lot basis. Motors have a lead time of three weeks. If the company desires a safety stock of 400 motors, and a balance of 600 motors is available at the beginning of week 7, determine the MRP planning worksheet for motors during the period from week 4 through week 17 .

17. Consider the data given in problem 16 for Whirling blenders. The lead time and current inventory for each of the components are as follows.

| Item | Lead Time <br> (in weeks) | Current <br> Inventory |
| :--- | :---: | :---: |
| Blender | 1 | 300 |
| Base | 2 | 200 |
| Housing | 4 | 100 |
| Motor | 3 | 300 |
| Switch | 2 | 1000 |
| Container | 1 | 700 |
| Bottom | 2 | 200 |
| Blade | 5 | 500 |
| Holder | 3 | 100 |
| Glass | 6 | 400 |
| Top | 4 | 600 |

a. Determine the latest order date for each component in order to satisfy the demand in week 10 .
b. Determine how much of each component should be ordered to satisfy the demand in week 10 .

## CASE 1: SWITCH Watch Company

SWITCH Watch Company manufactures watches with exchangeable fronts that customers can switch depending on their fashion mood. The company is planning its production of the men's 4320 Dual Display watch, which has two displays to enable the wearer to tell the time in two different parts of the world. The principal market for this watch is the business traveler; hence, it is heavily advertised in airline magazines.

The following product tree represents the bill of materials for this watch.


Safety stock requirements, lead times, and production lot sizes for the components are as follows.

| Item | Safety Stock | Lead Time | Lot Size |
| :--- | :---: | :---: | :--- |
| Digital watches | 200 units | 1 week | 500 |
| Batteries | 400 units | 3 weeks | 800 |
| Cases | none | 2 weeks | lot for lot |
| Timepieces | none | 1 week | 400 |
| Displays | 300 units | 4 weeks | 1200 |
| Movements | 100 units | 2 weeks | lot for lot |
| IC chips | 150 units | 3 weeks | 800 |
| Quartz crystals | 450 units | 2 weeks | 1400 |
| Watch bands | 500 units | 5 weeks | 2000 |

Demand for the watch over the planning period (week 8 through week 14) has been forecast as follows:

| Week | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Demand | 350 | 500 | 400 | 650 | 800 | 400 | 300 |

Prepare a management report including MRP planning worksheets for each component over the relevant time period up to week 14 . Discuss the ramifications of the watch's having two displays instead of a single display.

Additional "Real Life" Applications

In Section 3.1 we made reference to various documented applications of linear and integer programming models. Below is a brief synopsis of each of these models.

## AIRCRAFT FLEET ASSIGNMENTS

Typically, the marketing department of an airline delivers a schedule between pairs of cities based on its estimates of demand and the operating cost for each type of aircraft in those markets. Some flight segments entail "deadheading"-flying without passengers to get the appropriate aircraft to a particular city in time for a scheduled flight. Linear models have been utilized to schedule aircraft to accommodate an acceptable schedule while maximizing the total profit made from assigning the aircraft over a predetermined schedule.

## TELECOMMUNICATIONS NETWORK EXPANSION PLANNING

Telecommunications companies are expanding and modernizing their networks at a rapid rate in order to meet growing demand from customers, implement the most recent technological advances, and prepare for an onslaught of additional services. These companies must make tradeoffs between expanding cable capacities by either providing a dedicated cable for each required circuit or using concentrators (devices such as electronic multiplexers, remote switches, and fiber optic terminals) to perform traffic compression operations that combine incoming signals on several lines to a single composite signal requiring only one outgoing line. Linear models have been used to minimize the total cost of the network expansion and installation.

## AIR POLLUTION CONTROL

Government regulatory agencies set limits on the amounts of various types of emissions-carbon monoxide, hydrocarbons, nitrogen oxides, and sulphur dioxide—by all polluting sources. Industries and individuals can reduce these emissions in various ways. Linear models have been developed to determine the extent to which each abatement approach for each polluting source can be utilized to meet government regulations at minimum cost.

## HEALTH CARE APPLICATIONS: ALLOCATING BLOOD TO HOSPITALS

Blood is collected at various blood bank sites and allocated to hospitals within the blood bank's distribution area. Over time, blood deteriorates and "expires"; however, some expired blood can be used for other purposes. One objective of nonprofit blood banks, such as those in Great Britain, is to allocate blood bank supplies to hospitals to minimize the expected value of the blood that will expire. Linear models have been used to meet this objective, while ensuring that hospitals meet their minimum requirements for different blood types.

## BANK PORTFOLIOS

The profitability of a bank over any quarterly time period is a function of the distribution of its assets. Banks must comply with various regulations and policies,
however, such as maintaining required capital ratios and adequate reserves. They also must stay within certain limits on risk asset ratios and real estate loans. Given a set of expected rates of returns for their various assets, banks have used linear models to assist them in maximizing the overall net rate of return of their portfolios.

## AGRICULTURE

Farmers must allocate areas for planting various crops and raising livestock, subject to many internal and external restrictions, such as government subsidies, availability of capital and labor, land and irrigation usage limits, transportation, and equipment usage. Based on a set of reasonable price expectations and reliable estimates for input-output yields for all farm products, linear programming has been used to develop land-use and livestock production plans to maximize total yearly profit. The sensitivity results of linear programming analyses provide the farm planner with the important "what-if" information needed to make intelligent planning decisions.

## EMERGENCY SERVICESFIRE PROTECTION

Municipalities must decide which emergency service projects they can undertake. When it comes to fire protection, such projects include water supply allocations, fire department equipment and personnel, emergency communications systems, and fire safety control programs. Each of these projects affects the level of fire protection and, hence, the insurance rates charged to the community. Political and other factors determine a minimum level of such services. Linear models have been developed to minimize the total cost of providing emergency fire services while assuring at least adequate standards of service in all required fire support areas.

## DEFENSE/AEROSPACE CONTRACTORS

Defense/aerospace companies receive contracts to build particular components for the military and NASA. In each case, the components must be delivered to the prime contractor at various points in time throughout the term of the contract. Once the contract expires, however, little or no future funding will be left for the component. Thus, the company must "gear up" by hiring and training qualified personnel to meet the time demands for the product, with the full knowledge that many of the trained workers will be terminated by the time the contract expires. ${ }^{1}$ Linear models have been successfully applied to determine production schedules and hiring and layoff policies that meet target demands while minimizing total project costs.

## LAND-USE PLANNING

Periodically, large parcels of unincorporated county lands are developed to accommodate increasing demand for housing and services. Possible uses for some or all the land include residential housing, churches, centers of local and regional commerce, offices, manufacturing activities, and open or recreational space. Community concerns include the effects of newly generated trips on existing transportation corridors, inherent "conflict" among land uses, and the impact on the

[^87]environment. Linear models have been used to minimize one or more of these measures while operating within the constraints of total acreage available for development, maximum and minimum limits on the acreage allotted to any one use, public service capacities, budget restrictions, and bond or mortgage financing.

## THE DAIRY INDUSTRY

At milk processing plants, numerous dairy products are produced directly from processed milk, including several varieties of whole milk, cheeses, butters, and powdered milks. Still other products, such as whey powder, whey cream, and lactose, are produced from a byproduct of the cheese-making process. Each day, managers at these plants must make scheduling decisions for product flow, equipment (evaporators and driers) utilization, personnel assignments, and transportation arrangements. Linear models have played a role in determining optimal production schedules that take into account equipment capacity limitations, demand requirements, supply restrictions, product flow, and process conversion ratios.

## SOLID WASTE MANAGEMENT

Since the middle of the twentieth century, two factors have contributed to the exponential growth in the generation of solid waste and the urgent need to confront the problem of its disposal: (1) the movement of population to urbanized areas of the country; and (2) the increasing use of throwaway products and disposable containers. Cash-strapped communities face the problem of finding inexpensive landfill sites, constructing new sites near areas with high-demand concentrations, and transporting solid waste to the facilities. Linear models have been developed to help communities determine the economic viability of constructing intermediate and ultimate disposal sites as well as the appropriate routing of solid waste to disposal sites.

## THE MILITARY: STRATEGIC DEPLOYMENT OF AIRCRAFT AND SEA LIFT FORCES

The Defense Department, at times, must meet certain deployment obligations (measured in kilotons of materials) to various theaters of operation. Under increasing pressure from congressional and administrative sources to reduce costs, the military has used linear models while still designed to meet mission objectives. Given the availability and capacities of existing ships and aircraft and their requirements at different deployment sites at different points in time, one such model minimizes the total expected procurement and operational costs needed to complete the mission.

## A Multiperiod Cash Flow Scheduling Model

One application of linear programming models that accountants have found useful is that of cash flow. Cash flow models have numerous "linking constraints" that express quantities in one period such as outstanding loan balances, amounts in various investments, and liquid assets, in terms of corresponding amounts of previous periods. These constraints take on the form: (Amount this period) $=$ (Amount last period) + (Inflow for the period) - (Outflow for the Period). The results from such models allow for optimal planning over some finite time horizon. The situation faced by the Powers Group is a simplified example of one such model.

## THE POWERS GROUP

Concepts: Determining Appropriate Decision Variables
Determining an Appropriate Objective Function
Multiperiod Cash Flow Linking Constraints/Initialization Effects
Hidden Cells for Programming Convenience Summation Variables

The Powers Group has decided to invest in a venture capital project with Millenium Wizard Enterprises (MWE), a company that develops and markets interactive programs and games, taking advantage of the latest developments in computer technology. It is now January 1, and the Powers Group estimates that all financial and legal details of the investment should be resolved by June 1, at which time it must have at least $\$ 5$ million in cash available for investment with MWE.

The Powers Group currently has $\$ 9$ million available for short-term investments. Its partners have decided to invest these funds only in: (1) two-month term accounts that pay $0.7 \%$ interest at the end of two months ( $4.20 \%$ per annum); (2) construction loans that pay $1.5 \%$ interest at the end of three months ( $6.00 \%$ per annum); and (3) passbook accounts that pay $0.2 \%$ per month ( $2.40 \%$ per annum). Taking compounding into effect, the annual percentage rates (APR) for these investments are $4.27 \%, 6.14 \%$, and $2.43 \%$, respectively. Funds invested in the term accounts and construction loans are committed for the length of the investment and are not liquid until the end of the term.

The Powers Group investment strategy has always been one of diversity and caution. Accordingly, during this five-month period, the directors have determined that:

- No more than $\$ 4$ million (excluding interest) should be invested at any one time in any one of the three short-term investment options.
- The total amount invested each month in the liquid passbook account should always be at least $\$ 2$ million.
- The total liquidity (cash available) at the end of each month should be at least $\$ 3.5$ million.
- The total liquidity (cash available) at the end of May for the June 1 investment should be at least $\$ 5$ million.

The Powers Group is seeking an optimal investment strategy for the next five months.

## SOLUTION

The problem for the Powers Group is to determine how to invest the liquid funds that are available at the beginning of each month. Since it can always earn some interest from investing in a passbook savings account, it will always invest all of the liquid assets available to it at the beginning of each month.

## DECISION VARIABLES

At the beginning of each month, the Powers Group will have funds to invest. For January, this is $\$ 9,000,000$; in each succeeding month the amount of liquid assets is:
$1.002 *$ (amount in passbook for previous month) +
$1.007 *$ (amount invested in term accounts 2 months ago) +
$1.015 *$ (amount invested in construction loans 3 months ago)

The decision the Powers Group must make each month is how to invest the funds that are available at the beginning of the month among term accounts, construction loans, and passbook savings accounts. These are the decision variables for the model. So for January,
$\mathrm{T}_{1}=$ amount of liquid funds available at the beginning of January invested in the two-month term account
$\mathrm{C}_{1}=$ amount of liquid funds available at the beginning of January invested in construction loans
$\mathrm{P}_{1}=$ amount of liquid funds available at the beginning of January invested in the passbook savings account

For February, the amounts would be $\mathrm{T}_{2}, \mathrm{C}_{2}$, and $\mathrm{P}_{2}$; for March, $\mathrm{T}_{3}, \mathrm{C}_{3}$, and $\mathrm{P}_{3}$, and so on. Thus, the following table depicts the set of decisions that must be made.

|  | Distribution of Liquid Funds |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | January | February | March | April | May |
| Term account | $\mathrm{T}_{1}$ | $\mathrm{~T}_{2}$ | $\mathrm{~T}_{3}$ | $\mathrm{~T}_{4}$ | $\mathrm{~T}_{5}$ |
| Construction loans | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{3}$ | $\mathrm{C}_{4}$ | $\mathrm{C}_{5}$ |
| Passbook savings | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $\mathrm{P}_{4}$ | $\mathrm{P}_{5}$ |

Summation Variables for the Total in Each Investment During Each Month For convenience, we define the following set of summation variables, which give the total amount in each investment during any given month.

|  | Total in Each Investment |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | January | February | March | April | May |
| Term account | $\mathrm{TT}_{1}$ | $\mathrm{~T}_{2}$ | $\mathrm{~T}_{3}$ | $\mathrm{TT}_{4}$ | $\mathrm{TT}_{5}$ |
| Construction loans | $\mathrm{TC}_{1}$ | $\mathrm{TC}_{2}$ | $\mathrm{TC}_{3}$ | $\mathrm{TC}_{4}$ | $\mathrm{TC}_{5}$ |
| Passbook savings | $\mathrm{TP}_{1}$ | $\mathrm{TP}_{2}$ | $\mathrm{TP}_{3}$ | $\mathrm{TP}_{4}$ | $\mathrm{TP}_{5}$ |

The summation constraints follow the form: (Investment During Month $\mathfrak{j})=$ (Investment During Month $\mathbf{j}-1$ ) - (Amount Matured at the End of Month $\mathbf{j}$ 1) $+($ New Investment in Month j).

For term accounts, which mature in two months, these formulas can be expressed by:

$$
T T_{j}=T T_{j-1}-T_{j-2}+T_{j}
$$

For construction loans, which mature in three months, these formulas can be expressed by:

$$
\mathrm{TC}_{j}=\mathrm{TC}_{j-1}-\mathrm{C}_{\mathrm{j}-3}+\mathrm{C}_{\mathrm{j}}
$$

Since passbook savings mature every month, the formula for $\mathrm{TP}_{\mathrm{j}}$ is simply:

$$
T P_{j}=T_{j}
$$

These formulas are slightly modified for the first three months to reflect the startup of the process. For these months, terms that have negative subscripts would be dropped.

Summation Variables for the Total Available Investment at the End of Each Month Finally, it will be convenient to define variables, $L_{j}$, giving the total amount of liquid funds available at the end of month j . Given that term accounts mature in two months, construction loans in three months, and passbook savings accounts in one month, the general form for $L_{j}$ (including the interest earned) is:

$$
\mathrm{L}_{\mathrm{j}}=1.007 \mathrm{~T}_{\mathrm{j}-1}+1.015 \mathrm{C}_{\mathrm{j}-2}+1.002 \mathrm{P}_{\mathrm{j}}
$$

Again, during the first three start-up months, any term having a negative subscript would be dropped from the formula.

## OBJECTIVE FUNCTION

One could choose many objectives, but the most logical one would be to maximize the "book value" of the investment at the end of May. The book value is the value of both the liquid funds and the assets still in investments whose terms have not matured. For investments whose terms have not matured, the interest is assumed to have accrued proportionately over the life of the investment. Thus, at the end of May, the liquid assets are the investments made in the passbook savings account in May, those made in the term account in April, and those made in construction loans in March. Investments that have not matured at the end of May include those funds invested in the term account at the beginning of May and those funds invested in construction loans at the beginning of April and May. The book value of these investments assumes that half of the two-month interest on the term account opened in May, two-thirds of the three-month interest on the construction loans opened in April, and one-third of the three-month interest on construction loans opened in May have accrued. Thus, the book value of the investment at the end of May to be maximized is:

$$
1.007 \mathrm{~T}_{4}+1.0035 \mathrm{~T}_{5}+1.015 \mathrm{C}_{3}+1.010 \mathrm{C}_{4}+1.005 \mathrm{C}_{5}+1.002 \mathrm{P}_{5}
$$

## CONSTRAINTS

In addition to the summation constraints we have the following:
Maximum in Any One Type of Investment at Any Time $\leq \$ 4,000,000$ This involves five constraints of the form:

$$
\mathrm{TT}_{\mathrm{j}} \leq 4,000,000
$$

five of the form

$$
\mathrm{TC}_{\mathrm{j}} \leq 4,000,000
$$

and five more of the form

$$
\mathrm{TP}_{\mathrm{j}} \leq 4,000,000
$$

The Total in Passbook Savings Each Month $\geq \mathbf{2 , 0 0 0 , 0 0 0}$ This adds five more constraints of the form:

$$
\mathrm{TP}_{\mathrm{j}} \geq 2,000,000
$$

The Amount of New Monthly Investment for a Month (in Term Accounts, Construction Loans and Passbook Savings) = The Total Amount of Liquid Funds at the End of the Previous Month For each of the five months this is expressed as:

$$
T_{j}+C_{j}+P_{j}=L_{j-1}
$$

where the right-hand side of the first month is modified to be the initial investment of $\$ 9,000,000$.

The Minimum Liquidity at the End of Any Month (Months 1-4) $\geq$ $\$ 3,500,000$ For each of the first four months, this is expressed by a constraint of the form:

$$
\mathrm{L}_{\mathrm{j}} \geq 3,500,000
$$

The Minimum Liquidity at the End of May $\geq 5,000,000$ for the MWE Investment This is the single constraint:

$$
\mathrm{L}_{5} \geq 5,000,000
$$

Thus, including the definitional variables and constraints, this model has 35 variables (the 15 decision variables and the four sets of 5 summation variables) and 50 constraints. It is easy to see how problems of this type mushroom into very large problems.

## Excel Input/Output and Analysis

Although a problem with 35 variables and 50 constraints may seem clumsy to solve, it is very easy to input and solve using a spreadsheet as shown in Figure A3.1a. To take into account the initialization effects without writing special formulas, we use three columns (B, C, and D) that are totally blank with the exception of cell D9. The formula in cell D9 is $=$ E18, which contains the initial amount of $\$ 9,000,000$ that is available for investment at the beginning of January. For aesthetic reasons, we hide columns B, C, and D.

The cells in the matrix E6:I8 contain the values of the 15 original decision variables, and the sums of these investments for the month are given in row 5 . The ending liquidity formulas are in row 9 . Rows 13,14 , and 15 contain the linking constraints giving the total amounts in each investment type during each month, and row 16 gives the ending book value of the investments for each month. Rows $5,9,13,14,15$, and 16 are easily programmed by entering the formula as shown for May and dragging it back to January.

As mentioned earlier, by using the hidden columns B, C, and D, these formulas take into account the initialization effects. Cell I17 is programmed to calculate the annual return on investment for the portfolio. The constraints are labeled in the Solver dialogue box. Also note that the objective function value (Target Cell) is the book value at the end of May.

We see that the optimal solution is to keep the maximum amount ( $\$ 4,000,000$ ) in construction loans at all times, with investments of $\$ 4,000,000$ in January and a reinvestment of $\$ 4,000,000$ in April. The figure $7.66 \mathrm{E}-10$ (which is 0.000000000766 ) for construction loans in March is round-off error


FIGURE A3.1a Optimal Spreadsheet for the Powers Group
and is, in effect, 0 . The return on investment over the five-month period is $168,972 / 9,000,000=1.87747 \%$, which is annualized to 12 months by multiplying by $12 / 5$. This gives the $4.5059 \%$ shown in cell I17.

The Sensitivity Report reveals little useful information because of the interrelationships between the coefficients of the problem. However, the line shown for the ending liquidity in May in the Constraints section of the Sensitivity Report in Figure A3.1b is worth mentioning.

| Constraints |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Cell | Name | Final | Shadow |  |  |  |
| Value | Price | Constraint <br> R.H. Side | Allowable <br> Increase | Allowable <br> Decrease |  |  |
| $\$ 1 \$ 9$ | Ending Liquidity May | 5000000 | -0.001497006 | 5000000 | 128779.546 | 1374220.454 |

FIGURE A3.16 Portion of Sensitivity Report for the Powers Group

We see that the net book value at the end of May will increase by $\$ 0.001497$ for each less dollar committed to WME down to $\$ 3,625,780$ (a $\$ 1,374,220$ decrease from the $\$ 5,000,000$ tentatively committed). It will decrease by $\$ 0.001497$ for each extra dollar committed up to $\$ 5,126,780$ (a $\$ 128,780$ increase from the $\$ 5,000,000$ amount). Thus, Powers may wish to weigh the expected gain per dollar versus its dollar commitment to the venture capital project.

## APPENDIX 3.3

## Data Envelopment Analysis

Data envelopment analysis (DEA) is a linear programming-based approach used to determine the relative efficiency of entities with similar goals and objectives. It has been used successfully to evaluate the performance of schools within a school district, hospitals in a county, bank branches of a particular banking institution, individual restaurants in a restaurant chain, and divisions within an organization or a corporation. In the DEA approach, various resource inputs such as budgets and number of available personnel are determined for each unit under consideration. Similarly, outputs for each unit, such as profits, graduation rates, and percent of loans not subject to default are measured for each unit. Output measures are chosen so that higher values represent better performance; for example, the percent of loans that are subject to default would not be chosen as an output measure. Input measures are chosen so that lower values are more desirable to management. For example, if management could operate with lower budgets or fewer personnel to obtain the same level of output, this would be preferable. DEA then determines a set of weights (the decision variables) in such a way that the efficiency of the particular unit under study (as measured by the ratio of the relative weighted value of the unit's outputs to the relative weighted value of its inputs) is maximized. Management at the Sir Loin Restaurant chain used this approach to evaluate the performance of its restaurants.

## SIR LOIN RESTAURANTS

## Concepts: Data Envelopment Analysis Choice of Variables Converting the Objective Function and Constraints to Linear Functions

Kattlecorp, Inc. owns and operates a group of four Sir Loin Restaurants located in Tampa, Florida; Atlanta, Georgia; Mobile, Alabama; and Columbia, South Carolina. The restaurants are of different sizes, operate with different personnel, and are located in areas with different traffic densities. Kattlecorp has decided to measure these quantities by customer capacity, number of employees, and population within a 10 -mile radius of each restaurant. These are given in Table A3.1.

Kattlecorp feels that the success of each restaurant should include some function of its gross weekly revenues and customer satisfaction as measured by the percentage of potential repeat customers and ratings of its food. Gross revenue is easily obtained from accounting records. Customer satisfaction is measured from surveys of random customers that ask, "Would you return to this restaurant?" and "Rate the food on a scale from $0-10$." Table 3.9 also includes these values.

Table A3.1 Inputs and Outputs for Sir Loin Restaurants

|  | Tampa | Atlanta | Mobile | Columbia |
| :--- | ---: | ---: | ---: | ---: |
| INPUTS |  |  |  |  |
| Capacity | 213 | 265 | 157 | 152 |
| \# Employees | 52 | 65 | 40 | 48 |
| Service Area | 650,000 | 900,000 | 200,000 | 275,000 |
| OUTPUTS |  |  |  |  |
| Gross Revenue | 604,000 | 663,000 | 375,000 | 354,000 |
| \% Repeat | 89 | 85 | 94 | 88 |
| Food Rating | 7.3 | 6.8 | 9.1 | 7.5 |

Based on these data, Kattlecorp wishes to determine which of its restaurants are operating efficiently.

## SOLUTION

DEA operates as follows. To determine an efficiency rating for a given restaurant, one must determine an optimal set of input weights and set of output weights that puts the restaurant in its best light. The weights (which do not need to sum to 1) are relative, and thus absolute numbers are unimportant. The only restriction is that since efficiency can never be greater than 1 , for each city the efficiency rating calculated using the optimal set of weights must be less than 1 . The objective is to maximize the efficiency for the given restaurant.

An efficiency rating of 1 means that the restaurant is DEA efficient. An efficiency rating less than 1 means that the restaurant is DEA inefficient. Just because a restaurant attains a DEA efficiency rating of 1 does not necessarily mean that the restaurant is operating at its maximum potential.

The concept of DEA efficiency and inefficiency refers to the following. Suppose we can construct a hypothetical composite restaurant, made up of a linear combination of weights (which need not sum to 1) of DEA efficient restaurants, that has a higher DEA efficiency rating than the restaurant being reviewed. If such a linear combination exists, the restaurant under review is DEA inefficient; if such a linear combination does not exist, it is DEA efficient. In general, DEA inefficient restaurants would be subjected to further study with an eye to determining a set of "corrective actions" that would make the restaurant more efficient.

We not illustrate the DEA approach by calculating the DEA efficiency for the Columbia, South Carolina, Sir Loin restaurant.

## DECISION VARIABLES

We define:
$\mathrm{X}_{1}=$ relative input weight applied to the restaurant's capacity
$\mathrm{X}_{2}=$ relative input weight applied to the restaurant's number of employees
$\mathrm{X}_{3}=$ relative input weight applied to the restaurant's service area population
$\mathrm{Y}_{1}=$ relative output weight applied to the restaurant's gross revenue
$\mathrm{Y}_{2}=$ relative output weight applied to the restaurant's percent of repeat business
$Y_{3}=$ relative output weight applied to the restaurant's food rating

## OBJECTIVE FUNCTION

The objective is to maximize the DEA efficiency rating for the Columbia, South Carolina, restaurant. This efficiency rating is given by:

$$
\frac{\text { Relative Output Value }}{\text { Relative Input Value }}=\frac{354,000 \mathrm{Y}_{1}+88 \mathrm{Y}_{2}+7.5 \mathrm{Y}_{3}}{152 \mathrm{X}_{1}+48 \mathrm{X}_{2}+275,000 \mathrm{X}_{3}}
$$

We see that this is a nonlinear function in the decision variables. However, because all quantities are relative to some value, we shall choose to make the denominator equal to 1 . This will be a constraint in the model. Given this, the objective then is modified to:

$$
\text { MAX } 345,000 \mathrm{Y}_{1}+88 \mathrm{Y}_{2}+7.5 \mathrm{Y}_{3}
$$

That is, the objective function is to maximize the relative output value of the Columbia restaurant.

## CONSTRAINTS

We have already established that one constraint is that the relative input value for the Columbia restaurant should be 1 :

$$
152 \mathrm{X}_{1}+48 \mathrm{X}_{2}+275,000 \mathrm{X}_{3}=1
$$

We have further established that all DEA efficiency ratings must not exceed 1. For the Tampa restaurant this constraint is:

$$
\frac{\text { Relative Output Value for Tampa }}{\text { Relative Input Value for Tampa }}=\frac{604,000 \mathrm{Y}_{1}+89 \mathrm{Y}_{2}+7.3 \mathrm{Y}_{3}}{213 \mathrm{X}_{1}+52 \mathrm{X}_{2}+650,000 \mathrm{X}_{3}} \leq 1
$$

We see that this is a nonlinear constraint. But by multiplying through by the denominator, we have that a linear relation that states that the (Relative Output Value for Tampa) $\leq$ (Relative Input Value for Tampa):

$$
604,000 \mathrm{Y}_{1}+89 \mathrm{Y}_{2}+7.3 \mathrm{Y}_{3} \leq 213 \mathrm{X}_{1}+52 \mathrm{X}_{2}+650,000 \mathrm{X}_{3}
$$

Similarly for the Atlanta, Mobile, and Columbia restaurants, we have, respectively:

$$
\begin{aligned}
& 663,000 \mathrm{Y}_{1}+85 \mathrm{Y}_{2}+6.8 \mathrm{Y}_{3} \leq 265 \mathrm{X}_{1}+95 \mathrm{X}_{2}+900,000 \mathrm{X}_{3} \\
& 375,000 \mathrm{Y}_{1}+94 \mathrm{Y}_{2}+9.1 \mathrm{Y}_{3} \leq 157 \mathrm{X}_{1}+40 \mathrm{X}_{2}+200,000 \mathrm{X}_{3} \\
& 354,000 \mathrm{Y}_{1}+88 \mathrm{Y}_{2}+7.5 \mathrm{Y}_{3} \leq 152 \mathrm{X}_{1}+48 \mathrm{X}_{2}+275,000 \mathrm{X}_{3}
\end{aligned}
$$

Also, all the weights, $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}$ must be nonnegative.

## EXCEL INPUT/OUTPUT AND ANALYSIS

This problem can be modeled and solved with Excel as shown in Figure A3.2a.


FIGURE A3.2a Optimal Spreadsheet for Sir Loin Restaurants

We can see that the Columbia restaurant is somewhat DEA inefficient, because its efficiency rating of 0.972 is less than 1 . This procedure can be easily modified to determine efficiency ratings for the other restaurant locations by changing the Target Cell and the relative input value cell required to be 1 . When this is done, you will see that both the Tampa and the Mobile restaurants are DEA efficient, having a DEA efficiency rating of 1, while Atlanta is DEA inefficient, having an efficiency rating of 0.8823 .

## Determining the Composite Restaurant from the Shadow Prices

We mentioned earlier that when a restaurant is found to be DEA inefficient, a hypothetical composite restaurant formed by a linear combination of efficient restaurants would use no more inputs than the inefficient restaurant but would produce at least as much of the outputs. We could write a short linear program to solve for these weights; however, they are found as the shadow prices for the efficient restaurants in the above spreadsheet analysis. Figure A3.2b shows that a hypothetical composite restaurant made up of a linear combination that puts a weight of 0.011794368 on the Tampa values and a weight of 0.925003205 on the Mobile values is the appropriate composite.


FIGURE A3.2b Sensitivity Report for the Columbia Restaurant Efficiency

Using Excel to calculate the composite inputs and outputs gives the results shown in Figure CD3.2c. Comparing these results to those for the Columbia restaurant, we see that this composite restaurant has an efficiency of 1 . However, it requires less of each of the inputs, and it generates the same gross revenue and percent return output and a larger food rating output than the Columbia restaurant. Thus, Kattlecorp should target the Columbia restaurant for further study in an effort to determine how this restaurant might make more efficient use of its inputs.


FIGURE A3.2c Comparison of Composite Results to the Columbia Restaurant

## An Integer Programming Model

Many marketing situations, particularly in advertising, can be modeled as linear programs. Constraints such as those relating to budgets, deadlines, choice of media, and minimum exposure to target populations are just some of the concerns that can be included in such models. The objective is usually to make the most effective use of advertising given such constraints. A key question that remains is how to measure effectiveness.

One way to determine the effectiveness of a particular advertising strategy is to determine a marketing exposure unit value for each advertising media being considered. An exposure unit, which can be defined in many ways depending on the situation, can take into account a variety of factors. These include the total number of persons reached by the media, the likelihood that the person reached by a media piece fits some advertising or demographic profile, the likelihood that such an exposure will result in a sale, and the probability distribution of likely sales. The situation depicted in the Vertex Software situation addresses some of these issues.

## VERTEX SOFTWARE, INC.

## Concepts: Choosing an Appropriate Objective Function <br> Integer Variables

Vertex Software, Inc. has spent several man-years developing a new software product, LUMBER 2000, designed specifically for the building trade. The software keeps track of lumber supplies, needs, and cost accounting data.

Claire Greenwell, the marketing vice president at Vertex, and her staff have been given a budget of $\$ 125,000$ to market the product over the next quarter. Claire has decided that $\$ 35,000$ of the budget should be spent promoting the product at the national building trade show in New Orleans, which will be held during the quarter. This leaves her with $\$ 90,000$ in funds for advertising in other media.

Because the product targets a specialized audience, Claire has ruled out television, radio, and mainstream magazine advertisements. Instead, she has decided to promote the product using black and white $(\mathrm{B} \& \mathrm{~W})$ and color ads in some or all of the following publications: Building Today, Lumber Weekly, and Timber World. Building Today is a weekday trade newspaper that accepts both full-page and halfpage black and white advertising. Lumber Weekly and Timber World are glossy magazines that run both black and white and color ads. Claire and her staff have decided to run only full-page ads in these publications. The circulation and advertising cost data for each of these publications are summarized in Table A3.2.

Claire and the advertising staff at Vertex discussed the potential advertising and made the following subjective judgments:

1. A maximum of one ad should be placed in any one issue of any of the trade publications during the quarter.
2. At least 50 full-page ads should appear during the quarter.
3. At least eight color ads should appear during the quarter.
4. One ad should appear in each issue of Timber World.
5. At least four weeks of advertising should be placed in each of the Building Today and Lumber Weekly publications.
6. No more than $\$ 40,000$ should be spent on advertising in any one of the trade publications.

Given all the marketing research and the subjective judgments of the staff, Claire needs to give management her marketing plan for the LUMBER 2000 software product.

Table A3.2 Circulation and Advertising Costs

| Publication | Frequency | Circulation | Cost of Ad |
| :--- | :--- | :---: | :--- |
| Building Today | 5 days/wk. | 400,000 | Full page $\$ 800$ <br> Half page $\$ 500(\mathrm{~B} \& \mathrm{~W}$ only) |
| Lumber Weekly | Weekly | 250,000 | B\&W page $\$ 1500$ <br> Color page $\$ 4000$ |
| Timber World | Monthly | 200,000 | B\&W page $\$ 2000$ <br> Color page $\$ 6000$ |

## SOLUTION

Claire's job is to:

- recommend the number of each type of ad to be placed during the quarter
- define a measure of "effectiveness" and maximize the "effectiveness" of the ad campaign
- stay within a $\$ 90,000$ budget for print advertising
- place no more than $65(=5 \times 13$ weeks $)$ and no less than 20 ads $(=5 \times 4$ weeks) in Building Today
- place no more than 13 and no less than four ads in Lumber Weekly
- place exactly three ads in Timber World
- place at least 50 full-page ads
- place at least eight color ads
- spend no more than $\$ 40,000$ advertising in Building Today, no more than \$40,000 advertising in Lumber Weekly, and no more than \$40,000 advertising in Timber World


## DECISION VARIABLES

Claire has identified the decision variables as the number of times each type of ad in each trade publication will be run during the quarter:
$\mathrm{X}_{1}=$ number of full-page $\mathrm{B} \& W$ ads placed in Building Today during the quarter
$\mathrm{X}_{2}=$ number of half-page $\mathrm{B} \& \mathrm{~W}$ ads placed in Building Today during the quarter
$X_{3}=$ number of full-page B\&W ads placed in Lumber Weekly during the quarter
$\mathrm{X}_{4}=$ number of full-page color ads placed in Lumber Weekly during the quarter
$\mathrm{X}_{5}=$ number of full-page $\mathrm{B} \& \mathrm{~W}$ ads placed in Timber World during the quarter $\mathrm{X}_{6}=$ number of full-page color ads placed in Timber World during the quarter

Of course the number of ads placed must be integer-valued. Since the restrictions seemed relatively straightforward, Claire has decided to model these first and then approach the issue of the proper objective.

## CONSTRAINTS

Claire must consider the following constraints in her analysis:
Budget: The amount spent on print advertising cannot exceed $\$ 90,000$ :

$$
800 X_{1}+500 X_{2}+1500 X_{3}+4000 X_{4}+2000 X_{5}+6000 X_{6} \leq 90,000
$$

Total Ads Placed:
The number of Building Today ads placed cannot exceed 65: $\mathrm{X}_{1}+\mathrm{X}_{2} \leq 65$
The number of Building Today ads placed must be at least 20: $\mathrm{X}_{1}+\mathrm{X}_{2} \geq 20$
The number of Lumber Weekly ads placed cannot exceed 13: $\mathrm{X}_{3}+\mathrm{X}_{4} \leq 13$
The number of Lumber Weekly ads placed must be at least 4: $\mathrm{X}_{3}+\mathrm{X}_{4} \geq 4$
The number of Timber World ads placed must be 3: $\quad \mathrm{X}_{5}+\mathrm{X}_{6}=3$
Full-Page Ads: The number of full-page ads placed must be at least 50:

$$
X_{1}+X_{3}+X_{4}+X_{5}+X_{6} \geq 50
$$

Color Ads: The number of color ads placed must be at least eight: $\mathrm{X}_{4}+\mathrm{X}_{6} \geq 8$

## Maximum Spending Limits:

No more than $\$ 40,000$ can be spent on advertising in Building Today:

$$
800 X_{1}+500 X_{2} \leq 40,000
$$

No more than $\$ 40,000$ can be spent on advertising in Lumber Weekly:

$$
1500 X_{3}+4000 X_{4} \leq 40,000
$$

No more than $\$ 40,000$ can be spent on advertising in Timber World:

$$
2000 X_{5}+6000 X_{6} \leq 40,000
$$

## OBJECTIVE FUNCTION

Claire's objective is to maximize the effectiveness of the media mix. But what constitutes "effectiveness"? At first, Claire and her marketing staff thought that circulation might be the appropriate measure. But they soon recognized the importance of other factors, including the type of ad placed and how well each publication matched the target profile of Vertex's market.

After much discussion, Claire's marketing research group decided to define its marketing exposure unit per ad as follows:

$$
\text { (Total Circulation) } \times(\text { Publication Rating }) \times(\text { Strength Rating })
$$

The publication rating (between 0 and 1 ) is intended to measure how well the readership of each publication matches the marketing profile of potential customers. By contrast, the strength rating (between 0 and 1) measures the relative strength of the type of ad (full versus half page; color versus black and white).

## Publication Rating

For each of the three publications, the marketing research group used a Delphi approach to rate the relative importance of key reader attributes that could affect sales. Table A3.3 summarizes the consensus of the group.

Table A3.3 Key Reader Attributes

| Attribute | Rating |
| :--- | :---: |
| Computer database user | .50 |
| Large firm ( $>2 \mathrm{M}$ sales) | .25 |
| Location (city or suburbs) | .15 |
| Age of firm ( $>5$ years) | .10 |

Next, the group surveyed the readership of the three publications. Table A3.4 summarizes the percentage of readers who answered "Yes" to the desired attributes.

Table A3.4 Readership of Publications

|  | Percentage of Readership |  |  |
| :--- | :---: | :---: | :---: |
| Attribute | Building Today | Lumber Weekly | Timber World |
| Computer database user | $60 \%$ | $80 \%$ | $90 \%$ |
| Large firm ( $>2$ M sales) | 40 | 80 | 80 |
| Location (city of suburbs) | 60 | 60 | 80 |
| Age of firm ( $>5$ years) | 20 | 40 | 50 |

The publication ratings for each of the three trade media were then found by weighting these percentages by the attribute rating:

$$
\begin{aligned}
& \text { Building Today: } .60(.50)+.40(.25)+.60(.15)+.20(.10)=.51 \\
& \text { Lumber Weekly: } .80(.50)+.80(.25)+.60(.15)+.40(.10)=.73 \\
& \text { Timber World: } \quad .90(.50)+.80(.25)+.80(.15)+.50(.10)=.82
\end{aligned}
$$

## Strength Rating

A Delphi technique was also used to obtain a strength rating for each type of ad. The consensus of the group was as follows.

- Half-page ads are only $40 \%$ as effective as full-page ads.
- Color ads are twice as effective as black and white ads.

Based on a strength rating of " 1 " for the most effective ad (full-page color ads), the strength ratings for the three types of ads contemplated by Vertex were as follows.

| Full page, color | 1 |
| :--- | ---: |
| Full page, $B \& W$ |  |
| Half page, $B \& W(.40)(.50)$ | $=.20$ |

## Objective Function Coefficients

Given the publication and strength ratings, Claire's group used the following exposure units per ad as the objective function coefficients.

$$
\begin{array}{ll}
\text { Full page, B\&W, Building Today: } & (400,000)(.51)(.50)=102,000 \\
\text { Half page, B\&W, Building Today: } & (400,000)(.51)(.20)=40,800 \\
\text { Full page, B\&W, Lumber Weekly: } & (250,000)(.73)(.50)=91,250 \\
\text { Full page, color, Lumber Weekly: } & (250,000)(.73)(1)=182,500 \\
\text { Full page, B\&W, Timber World: } & (200,000)(.82)(.50)=82,000 \\
\text { Full page, color, Timber World: } & (200,000)(.82)(1)=164,000
\end{array}
$$

These units were calculated by Claire in the worksheet labeled "Exposure Units" shown in Figure A3.3a. First, she calculated the publication rating for Building Today in cell C11 by weighting the percentage of readership for each attribute by the attribute weight. This formula was dragged to cells D11 and E11 to determine the publication ratings for Lumber Weekly and Timber World.


FIGURE A3.3a Calculation of Exposure units for Vertex Software, Inc.

Then in cell C17, she entered the formula for an exposure unit value for a fullpage color ad in Building Today in cell C17. This formula, $=\mathrm{C} \$ 11 * \mathrm{C} \$ 13 * \$ B 17$, is the product of its publication rating, its circulation, and its strength rating. The " $\$$ " signs in this expression anchored the row for the publication rating, the row for the circulation, and the column for the strength rating. She then dragged this formula across to cells D17:E17, and then she dragged cells C17:E17 to C18:E19 so that all nine entries were filled in. The entries in cells C17, D19, and E19 that did not correspond to an advertising option were then deleted.

## THE LINEAR MODEL

The complete linear model for Vertex Software is as follows.

$$
\begin{aligned}
& \text { MAXIMIZE } 102000 \mathrm{X}_{1}+40800 \mathrm{X}_{2}+91250 \mathrm{X}_{3}+182500 \mathrm{X}_{4}+82000 \mathrm{X}_{5}+164000 \mathrm{X}_{6} \\
& \text { ST }
\end{aligned}
$$

## EXCEL INPUT/OUTPUT AND ANALYSIS

Claire then generated another worksheet shown in Figure A3.3b to determine the optimal solution. In this worksheet the input data and calculated exposure are in columns A:E. The output is in columns G:I. The actual values of the decision variables are in cells G5, G6, G9, G10, G13, and G14, while the remaining entries give various subtotals and totals. The number of constraints required in the Solver dialogue box is lengthy; thus, Figure A3.3c shows the dialogue box before scrolling, while Table A3.5 details the remaining constraints.


FIGURE A3.3b Spreadsheet for Vertex Software, Inc.


FIGURE A3.3c Dialogue Box for Vertex Software Before Scrolling

Table A3.5 Remaining Constraints in Solver Dialogue Box for Vertex Software

| Constraint | Description |
| :--- | :--- |
| $\$ G \$ 5: \$ G \$ 6=$ integer | Integer Restriction for Building Today Ads |
| $\$ G \$ 7<=\$$ B $\$ 18$ | Maximum Number of Building Today Ads |
| $\$ G \$ 7>=\$$ M $\$ 19$ | Minimum Number of Building Today Ads |
| $\$ G \$ 9: G \$ 10=$ integer | Integer Restriction for Lumber Weekly Ads |
| $\$ H \$ 11<=\$$ B 25 | Spending Limit for Lumber Weekly |
| $\$ \mathrm{H} \$ 15<=\$ \mathrm{~B} \$ 25$ | Spending Weekly for Timber World |
| $\$ \mathrm{H} \$ 17<=\$ \mathrm{~B} \$ 17$ | Total Spending $\leq$ Budget |
| $\$ \mathrm{H} \$ 7<=\$ \mathrm{~B} \$ 25$ | Spending Limit for Building Today |

Because this is an integer model, Solver does not provide any sensitivity analyses. However, due to the design of the spreadsheet, it easy to see that Claire will recommend 50 full-page ads in Building Today, 5 black and white ads and 8 color ads in Lumber Weekly, and 2 black and white ads and 1 color ad in Timber World. This recommendation comes in $\$ 500(=\$ 90,000-\$ 89,500)$ under budget. The number of Lumber Weekly ads is at the maximum limit of 13, and the total budget spent for Building Today ads is $\$ 40,000$. No other restriction is binding with this recommendation.

## Daniel's Test for Trend

Daniel's test for trend is based on Spearman's rank correlation coefficient, $\mathrm{r}_{\mathrm{s}}$. The hypothesis test is as follows:
$\mathrm{H}_{0}$ : The time series does not exhibit trend.
$\mathrm{H}_{\mathrm{A}}$ : The time series does exhibit trend.

To perform this test, the observations are ranked in ascending order. (If two or more observations have the same value, they are each given a rank equivalent to their average ranking.) After ranking the observations, $\mathrm{r}_{\mathrm{s}}$, the rank correlation coefficient, is calculated as follows:

$$
\mathrm{r}_{\mathrm{s}}=1-\frac{6 \sum \mathrm{~d}_{\mathrm{t}}^{2}}{\mathrm{n}\left(\mathrm{n}^{2}-1\right)}
$$

where

$$
d_{t}=t-\left(\text { rank of observation } y_{t}\right)
$$

and

$$
\mathrm{n}=\text { the number of observations in the time series }
$$

If n is less than or equal to 30 , the following procedure is used to test $\mathrm{H}_{0}$ at a significance level of $\alpha$ :

$$
\text { Reject } \mathrm{H}_{0} \text { if }\left|\mathrm{r}_{\mathrm{s}}\right|>\mathrm{r}_{\alpha / 2} \text { (values for } \mathrm{r}_{\alpha / 2} \text { are given in Appendix } \mathrm{H} \text { ). }
$$

In cases where the number of observations is greater than 30 , the test statistic is calculated as follows:

$$
z=\frac{r_{s}}{\sqrt{n-1}}
$$

$H_{0}$ is rejected if $|z|>z_{\alpha / 2}$. (Values for $z_{\alpha / 2}$ are given in Appendix A.)
For example, consider the following copy paper usage at Allied Industries.

| Period $(\boldsymbol{t})$ | Number of Reams | Rank | $\boldsymbol{d}_{\boldsymbol{t}}$ | $\boldsymbol{d}_{\boldsymbol{t}}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 456 | 4 | -3 | 9 |
| 2 | 483 | 16 | -14 | 196 |
| 3 | 462 | 6 | -3 | 9 |
| 4 | 504 | 20.5 | -16.5 | 272.25 |
| 5 | 521 | 24 | -19 | 361 |
| 6 | 470 | 10 | -4 | 16 |
| 7 | 429 | 1 | 6 | 36 |
| 8 | 453 | 3 | 5 | 25 |
| 9 | 444 | 2 | 7 | 49 |
| 10 | 473 | 12 | -2 | 4 |
| 11 | 486 | 17.5 | -6.5 | 42.25 |
| 12 | 494 | 19 | -7 | 49 |


| Period $(\boldsymbol{t})$ | Number of Reams | Rank | $\boldsymbol{d}_{\boldsymbol{t}}$ | $\boldsymbol{d}_{\boldsymbol{t}}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 13 | 512 | 23 | -10 | 100 |
| 14 | 507 | 22 | -8 | 64 |
| 15 | 504 | 20.5 | -5.5 | 30.25 |
| 16 | 486 | 17.5 | -1.5 | 2.25 |
| 17 | 467 | 9 | 8 | 64 |
| 18 | 475 | 13 | 5 | 25 |
| 19 | 458 | 5 | 14 | 196 |
| 20 | 464 | 8 | 12 | 144 |
| 21 | 481 | 15 | 6 | 36 |
| 22 | 478 | 14 | 8 | 64 |
| 23 | 472 | 11 | 12 | 144 |
| 24 | 463 | 7 | 17 | 289 |
|  |  | $\sum \mathrm{~d}_{\mathrm{t}}^{2}=2227$ |  |  |

The lowest time series value is 429 which occurs at period 7. Therefore, this period is given a ranking of 1 . The highest time series value occurs at period 5 (521); this period is given a ranking of 24 . Note that, since there are identical data values for periods 11 and 16 as well as for periods 4 and 15 , the rankings for these periods are equal to their average rankings. For example, the value for periods 11 and 16 (486) corresponds to the seventeenth and eighteenth highest values. Hence, each of these periods is given a ranking of 17.5 (the average of 17 and 18).

The values for $d_{t}$ are then calculated by taking the difference between the period number, $t$, and the ranking $y_{t}$. For example, period $t=1$ has a ranking of $y_{1}=$ 4. Therefore, $\mathrm{d}_{1}=1-4=-3$ and $\mathrm{d}_{\mathrm{t}}^{2}=(-3)^{2}=9$. The last column of the table gives the values of $\mathrm{d}_{\mathrm{t}}^{2}$. Summing the $\mathrm{d}_{\mathrm{t}}^{2}$ values gives 2227 , and the value of $\mathrm{r}_{\mathrm{s}}$ is:

$$
r_{s}=1-6(2227) /\left(24\left(24^{2}-1\right)\right)=1-.96826=.03174
$$

Using $\alpha=.05$ and $\mathrm{n}=24$, from Appendix $\mathrm{H}, \mathrm{r}_{.025}=.4061$. Hence, since $\left|\mathrm{r}_{\mathrm{s}}\right|=.03174>.4061, \mathrm{H}_{0}$ cannot be rejected, that is, the evidence is not strong enough to conclude that the time series exhibits trend.

Now consider the time series data for year-end current assets of American Family Products given in Table 7.5 of the text. In this case, the following are obtained:

| Year $(\boldsymbol{t})$ | Current Assets | Rank | $\boldsymbol{d}_{\boldsymbol{t}}$ | $\boldsymbol{d}_{\boldsymbol{t}}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1990 | 1 | 0 | 0 |
| 2 | 2280 | 2 | 0 | 0 |
| 3 | 2328 | 3 | 0 | 0 |
| 4 | 2635 | 4 | 0 | 0 |
| 5 | 3249 | 5 | 0 | 0 |
| 6 | 3310 | 7 | -1 | 1 |
| 7 | 3256 | 6 | 1 | 1 |
| 8 | 3533 | 8 | 0 | 0 |
| 9 | 3826 | 9 | 0 | 0 |
| 10 | 4119 | $\sum \mathrm{~d}_{\mathrm{t}}^{2}=2$ | 0 | 0 |
|  |  |  |  |  |

From this data $r_{s}=1-6(2) /(10(100-1))=1-.012=.988$. Testing at $\alpha=.05$ with $\mathrm{n}=10$ gives (from Appendix H) a critical value of $\mathrm{r}_{.025}=.6364$. Since $\mathrm{r}_{\mathrm{s}}=.988>.6364, \mathrm{H}_{0}$ is rejected and one concludes that this time series does exhibit trend.

## APPENDIX 7.3

## Test for Autocorrelation

If values in the time series are correlated with each other, the time series exhibits autocorrelation. A measure of the degree of correlation between time series values that are k periods apart is known as the autocorrelation of lag $k$ and is denoted as $\rho_{\mathrm{k}}$. Time series that are stationary and for which observations are independent will have $\rho_{\mathrm{k}}$ values equal to 0 for all values of k .

The detection of autocorrelation is important because such patterns, once recognized, can usually be incorporated into the forecasting procedure. The degree to which autocorrelation is present also influences the choice of technique used to forecast a time series.

There are a number of ways to test for autocorrelation of lag k. One way is to use the test statistic known as the sample autocorrelation coefficient of lag $k$. This is calculated using the formula:

$$
\begin{equation*}
r_{k}=\frac{\sum_{i=k+1}^{n}\left(y_{i-k}-\bar{y}\right)\left(y_{i}-\bar{y}\right)}{\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}} \tag{A7.1}
\end{equation*}
$$

A "rule of thumb" is to conclude that autocorrelation of lag k exists if $\left|r_{k}\right|>2 \sqrt{n}$, where n is the number of data points in the time series. This test procedure has a significance level of approximately $\alpha=.05$.

The following table gives the values of the sample autocorrelation coefficient for lag k between 1 and 10 for the YoHo yo-yo time series data covered in Chapter 7 of the text:

| Lag | Sample Autocorrelation Coefficient |
| :---: | :---: |
| 1 | -.03634 |
| 2 | .10595 |
| 3 | -.04532 |
| 4 | .17395 |
| 5 | -.16421 |
| 6 | .04461 |
| 7 | .00279 |
| 8 | .09896 |
| 9 | -.01844 |
| 10 | -.17578 |

None of the sample autocorrelation coefficients has an absolute value greater than $2 / \sqrt{52}=.2774$. Hence, it cannot be concluded that autocorrelation is present for lags between one and ten time periods. In practice, generally one checks for autocorrelation of lag 1 (an indication of trend) and lags that may correspond to seasonality ( 7 for daily data, 4 and 52 for weekly data, 12 for monthly data).

A graph of the sample autocorrelation coefficients versus lag is known as the sample autocorrelation function. This graph can be quite useful for examining whether a time series exhibits stationarity or autocorrelation. It is one of the tools used in a forecasting technique known as Box-fenkins methods referenced in Sec-
tion 7.6 of the text. Figure A7.6 is a graph of the sample autocorrelation function corresponding to the above data:


FIGURE A7.6

## Forecasting Based on Taking First Differences

One way to handle a linear trend forecasting model is to note that the differences between the values of the series at time $t$ and time $t+1$ themselves form a stationary time series. To see this, designate

$$
y_{\mathrm{t}+1}=\mathrm{y}_{\mathrm{t}+1}-\mathrm{y}_{\mathrm{t}}
$$

Substituting the formulas for $y_{t+1}$ and $y_{t}$ into the formula for $\Delta y_{t+1}$ gives:

$$
\begin{aligned}
\Delta y_{\mathrm{t}+1} & =\left(\beta_{0}+\beta_{1}(\mathrm{t}+1)+\epsilon_{\mathrm{t}+1}\right)-\left(\beta_{0}+\beta_{1} \mathrm{t}+\epsilon_{\mathrm{t}}\right) \\
& =\beta_{1}+\epsilon_{\mathrm{t}+1}+\epsilon_{\mathrm{t}}
\end{aligned}
$$

Since the $\epsilon_{\mathrm{i}}$ terms represent the random errors, the series $\Delta \mathrm{Y}_{\mathrm{i}}$ has the same underlying form as a stationary series. Hence, a stationary technique can be used to forecast values of $\Delta y_{t+1}$. These values are then added to the known value of $y_{t}$ to forecast $\mathrm{y}_{\mathrm{t}+1}$.

## Determining Whether to Include Dummy Seasonal Variables in Regression Models

## BACKGROUND

In Section 7.5 of the text the additive model for forecasting time series with trend and seasonal components was introduced. For example, in the Troy's Mobile Station model, with four seasons, three dummy variables, F, W, and S, were added to indicate whether the corresponding data referred to fall, winter, or spring seasons, respectively. If all three dummy variables were 0 , this meant the data occurred in the summer season.

The corresponding model was:

$$
\mathrm{Y}_{\mathrm{t}}=\beta_{0}+\beta_{1} \mathrm{t}+\beta_{2} \mathrm{~F}+\beta_{3} W+\beta_{4} \mathrm{~S}+\varepsilon_{\mathrm{t}}
$$

When the multiple regression model was solved by Excel, we found:

- The p-value for the F-test (Significance F) was low. CONCLUSION: At least one of $\mathrm{t}, \mathrm{F}, \mathrm{W}$, and S was significant (i.e., at least one was useful in predicting Y ).
- The p-values for all t-tests for $\mathrm{t}, \mathrm{F}, \mathrm{W}$, and S were low. CONCLUSION: All four variables (the period and the three seasons) were significant (i.e., useful in predicting Y ).

Thus, the conclusion was that a seasonal model using the three dummy variables was appropriate.

## WHAT IF SOME OF THE p-VALUES ARE NOT LOW?

It can, and frequently does, happen that one or more of the seasonal dummy variables has a high p-value. If, for example, $W$ has a high p-value, one cannot simply discard this variable as being insignificant and base a forecast only on the other seasons. In fact, the correct interpretation is that $W$ is not significant in a model that also contains $t, F$, and S. Statistically, $W$ may be significant if one or more of these other variables were eliminated.

Realistically, given the data in its current form, the model should include all the seasonal variables, or none of them. The question is, "Does adding seasonal variables enhance the model?" The answer to this can be found by using a partial $F$-test.

The partial F-test looks at two models:
(1) The full regression model in which all the variables are included: $Y_{t}=\beta_{0}+\beta_{1} \mathrm{t}+\beta_{2} \mathrm{~F}+\beta_{3} \mathrm{~W}+\beta_{4} \mathrm{~S}+\varepsilon_{\mathrm{t}}$
(2) A reduced regression model that does not include the seasonal variables: $Y_{t}=\beta_{0}+\beta_{1} t+\varepsilon_{t}$

The idea behind the partial F-test is as follows. It can easily be argued that with more terms, the sum of the squared errors will be reduced. If this reduction is "large enough," it is concluded that the extra terms are significant. The way this is
measured is by calculating the mean reduction in the sum of the squared errors using the formula:

$$
\text { Mean SSE Reduction }=\left(\mathrm{SSE}_{\text {REDUCED }}-\mathrm{SSE}_{\text {FULL }}\right) /(\text { number of extra terms })
$$

If this quantity is "large" compared to the Mean of the Squared Errors (MSE) for the full model, one concludes the extra terms are significant. The value of "large" is $\mathrm{F}_{\alpha}$.

You might recall the F-statistic has two different degrees of freedom: numerator degrees of freedom and denominator degrees of freedom. For this problem:

Numerator degrees of freedom = Number of extra terms
Denominator degrees of freedom $=$ Degrees of freedom for the error term in the full model ( $\mathrm{DFE}_{\mathrm{FULL}}$ )

## THE ACTUAL STATISTICAL TEST

The null and alternate hypothesis for this test are then:

$$
\begin{aligned}
& \mathrm{H}_{0}: \mathrm{F}=\mathrm{W}=\mathrm{S}=0 \\
& \mathrm{H}_{\mathrm{A}}: \text { At least one of } \mathrm{F}, \mathrm{~W}, \mathrm{~S} \neq 0
\end{aligned}
$$

And the test is:

$$
\text { Reject } \mathrm{H}_{0} \text { if } \mathrm{F}>\mathrm{F}_{\alpha, \neq \text { extra terms,DFE(Full) }}
$$

Here,

$$
\mathrm{F}=\frac{\text { Mean SSE Reduction }}{\text { MSE }(\text { Full })}=\frac{\left(\mathrm{SSE}_{\text {Reduced }}-\mathrm{SSE}_{\text {Full }}\right) /(\text { Number of Extra Terms })}{\text { MSE (Full) }}
$$

## Examples

## Example 1

Consider the data for the Troy Mobil Station Model except change the data for periods:

| Period | From | To |
| :---: | :---: | :---: |
| 4 | 3837 | 3700 |
| 8 | 4050 | 3800 |
| 12 | 4327 | 3900 |
| 16 | 4544 | 4400 |
| 20 | 4795 | 4500 |

When the multiple regression is run on $\mathrm{t}, \mathrm{F}, \mathrm{W}$, and S , the output shown in Figure A7.7a is generated.

As seen from Figure A7.7a there is a low p-value for the F-test (Significance F)-at least one variable is significant in the full model. However, two of the p -values for the t -tests (Winter and Spring) are large. For this full model,

$$
\mathrm{SSE}_{\text {Full }}=62128.97 \text { and } \mathrm{MSE}_{\text {Full }}=4141.932
$$

Doing a regression analysis using only the time period, t , generates the output for the reduced model shown in Figure A7.7b.


FIGURE A7.7a Full Model Multiple Regression Output for Modified Troy's Data


FIGURE A7.76 Reduced Model Linear Regression Output for Modified Troy's Data

One sees from Figure $\mathrm{A} 7.7 b$ that the p -value is small, thus indicating a significant model. For this reduced model:

$$
\mathrm{SSE}_{\text {Reduced }}=131471.1
$$

## The Test

Using $\alpha=.05$, the critical F value is $\mathrm{F}_{.05,3,15}=3.29$. The F -statistic is:

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{\text {Reduced }}-\mathrm{SSE}_{\text {Full }}\right) /(\text { Number of Extra Terms })}{\mathrm{MSE}(\text { Full })}=\frac{(131471.1-62128.97) / 3}{4141.932}=5.58
$$

Since $5.58>3.29$, one concludes the seasonal variables are useful!

## Example 2

Consider the new set of data for the Troy Mobile Station model shown in Figure A7.7c.


FIGURE A7.7c Example 2 Data for Troy's Mobile Station

The full model output for this data is shown in Figure A7.7d.
From Figure A7.7d the low Significance F indicates at least one variable is significant and the p -value for Period and for Winter are low (less than .05). In this case:

$$
\mathrm{SSE}_{\text {Full }}=156472 \text { and } \mathrm{MSE}_{\text {Full }}=10431.47
$$



FIGURE A7.7d Full Model Multiple Regression Output for Example 2 Data for Troy's

The reduced model output is shown in Figure A7.7e.


FIGURE A7.7e Reduced Model Linear Regression Output for Example 2 Data for Troy's

From Figure A7.7e it is seen that $\mathrm{SSE}_{\text {Reduced }}=211363.7$.

## The Test

Using $\alpha=.05$, the critical F value is $\mathrm{F}_{\alpha, 3,15}=3.29$. The F -statistic is:

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{\text {Reduced }}-\mathrm{SSE}_{\text {Full }}\right) /(\text { Number of Extra Terms })}{\mathrm{MSE}(\text { Full })}=\frac{(211363.7-156472) / 3}{10431.47}=1.75
$$

Since $1.75<3.29$, there is not enough evidence to conclude that the addition of seasonal variables significantly affects the model.

## Use of Excel Trendline Feature

FIGURE A7.8
Excel Line Chart for American
Family Products

The Trendline feature of Excel can be used to visualize a linear or nonlinear trendline and to determine the appropriate $\mathrm{R}^{2}$ value associated with the selected trendline. To use the trendline feature, one must first plot the data using the charting feature. Figure A7.8 shows a plot of the time series data for the American Family Products data. The dialogue box shown in the figure is obtained by moving the cursor over one of the data point values and right clicking on the mouse.


Selecting the Add Trendline Option gives the dialogue box shown in Figure A7.9.


FIGURE A7.9
Add Trendline Dialogue Box

The model type one wishes to select is highlighted. (In Figure A7.9 the Linear model is highlighted.) Selecting the Options tab gives the dialogue box shown in Figure A7.10.


FIGURE A7.10
Add Trendline Options Dialogue Box

To display the equation on the chart as well as the R -squared value one checks the lower two boxes. The forecast for additional periods can also be graphed by putting a nonzero value in the Forecast Forward periods box. For example, putting a value of 4 for the number of forward periods and checking the display equation and R-squared boxes gives the chart shown in Figure A7.11.

FIGURE A7.11
Excel Chart Showing
Trend Equation and
R-Squared Value


It is seen from Figure A7.11 that the trendline and $\mathrm{R}^{2}$ values agree with those presented for American Family Products in Figure 7.17 of the text.

## APPENDIX 7.7

## Developing an Excel Spreadsheet for Performing Classical Decomposition

In this Appendix, we detail the steps necessary to develop an Excel spreadsheet to perform a classical decomposition. We demonstrate this for the CFA problem discussed in Section 7.5 of the text.

Recall that the average number of dues paying CFA members through payroll deduction (given in Table 7.6) are as follows:

| Period | Year | Quarter | Average Membership |
| :---: | :---: | :---: | :---: |
| 1 | 1997 | $1-$ | 7130 |
| 2 |  | $2-$ | 6940 |
| 3 |  | $3-$ | 7354 |
| 4 |  | $4-$ | 7556 |
| 5 | 1998 | $1-$ | 7673 |
| 6 |  | $2-$ | 7332 |
| 7 |  | $3-$ | 7662 |
| 8 |  | $4-$ | 7809 |
| 9 | 1999 | $1-$ | 7872 |
| 10 |  | $2-$ | 7551 |
| 11 |  | $3-$ | 7989 |
| 12 |  | $4-$ | 8143 |
| 13 | 2000 | $1-$ | 8167 |
| 14 |  | $2-$ | 7902 |
| 15 |  | $3-$ | 8268 |
| 16 |  | $4-$ | 8436 |

The following steps detail the process of performing classical decomposition for this data.

## STEP 1-ISOLATING TREND AND CYCLICAL COMPONENTS

## Approach: Moving Averages

Begin by isolating the effects of the trend and cyclical components. Since we are dealing with monthly data, the "seasons" correspond to quarters. Taking fourquarter moving averages of the data should eliminate the effects of seasonality and reduce the effects of the random error component to a negligible amount, leaving only the trend and cyclical components in the time series.

To illustrate this approach, we calculate the average membership of the first four periods (fiscal 1997): $(7130+6940+7354+7556) / 4=7245.00$. Calculating the average associated with periods 2 through 5 (second quarter 1997 through first quarter 1998) yields $(6940+7354+7556+7673) / 4=7380.75$. These values are associated with the time periods corresponding to the midpoints of these intervals: $(1+4) / 2=2.5$ and $(2+5) / 2=3.5$, respectively. Thus the centered moving average corresponding to period 3 is $(7245.00+7380.75) / 2=7312.875$.

The value for the centered moving average at period 3 by .125(7130) + $.25(6940)+.25(7354)+.25(7556)+.125(7673)=7312.875$. It is this latter
formula that is used to program column E in the spreadsheet shown in Figure A7.12. Note that there are no centered moving averages for periods $1,2,15$, and 16 since there is insufficient data to perform these calculations.


FIGURE A7.12 Decomposition for CFA-Steps 1-5

Figure A7.13 graphically depicts the centered moving averages over time.


FIGURE A7.13 Excel Graph of Centered Moving Averages over Time

## Approach: Divide the Time Series Data by the Centered Moving Average Values

Because taking moving averages effectively eliminates seasonality and the random components, the centered moving averages only represent the product of the trend and cyclical components $\left(T_{t} C_{t}\right)$. Since $Y_{t}=T_{t} S_{t} C_{t} \epsilon_{t}$ dividing the time series values by the corresponding centered moving average values results in terms representing the product of the seasonal and random components, that is, $Y_{t} /\left(T_{t} C_{t}\right)=S_{t} \epsilon_{t}$. These ratios, known as the seasonal/random error factors, are shown in column F in Figure A7.12. For example, in time period 7 , the seasonal/random error factor, $\mathrm{S}_{7} \epsilon_{7}$, is:

$$
\mathrm{S}_{7} \epsilon_{7}=7662 / 7643.875=1.00237
$$

## STEP 3-DETERMINING THE UNADJUSTED SEASONAL FACTORS

## Approach: Average the Seasonal/Random Error Factors

For each quarter the corresponding seasonal/random error factors, $\mathrm{S}_{\mathrm{t}} \epsilon_{\mathrm{t}}$, are averaged over the three years for which these values have been calculated. This gives what is called the unadjusted seasonal factor for the quarter. (Note that data are not available for the first and last two-quarter periods.) Averaging the three different values for each seasonal factor substantially eliminates the random component, $\epsilon_{\mathrm{v}}$, giving a pure seasonal factor, $\mathrm{S}_{\mathrm{t}}{ }^{1}$ These average values are given in column G of Figure CD7-1 for quarters $3,4,1$, and 2 , respectively.

## STEP 4-DETERMINING THE ADJUSTED SEASONAL FACTORS

## Approach: Divide Unadjusted Seasonal Factors by the Average of the Unadjusted Seasonal Factors

The seasonal factors are now adjusted so that they average to 1 . This is done by dividing each seasonal factor by the overall average of these factors. The average of the above four seasonal factors is $(1.01490+0.96580+1.00533+1.01624) / 4=$ 1.00057). Therefore the adjusted seasonal factors by dividing each seasonal factor by 1.00057 . These factors are calculated in cells H6:H9 in Figure A7.12. They are then copied using the COPY/PASTE SPECIAL/VALUES commands to cells in column H corresponding to the other quarters.

## STEP 5-IDENTIFYING THE TIME SERIES TREND

## Approach: Deseasonalize the Data by Dividing Series Values by Adjusted Seasonal Factors

The data in Figure A7.12 is now deseasonalized in order to identify the trend present in the time series. We do so by dividing each of the original time series values, $\mathrm{Y}_{\mathrm{t}}=\mathrm{T}_{\mathrm{t}} \mathrm{S}_{\mathrm{t}} \mathrm{C}_{\mathrm{t}} \epsilon_{\mathrm{t}}$, by the corresponding adjusted seasonal factor, $\mathrm{S}_{\mathrm{t}}$. The resulting ratios comprise only the trend, cyclical, and irregular components of the time series $\left(T_{t} C_{t} \epsilon_{t}\right)$.

For example, in period 1 (first quarter of 1997), the average number of members (7130) is divided by the adjusted seasonal factor for quarter 1 (1.01433),
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FIGURE A7.14
Deseasonalized Time Series for CFA Membership
giving a deseasonalized value of $7130 / 1.01433=7029.3023$. Column I of Figure A7.12 shows the resulting deseasonalized data for all 16 periods. Figure A7.3 graphically depicts the deseasonalized time series.


## STEP 6-IDENTIFYING THE TREND COMPONENT

## Approach: Linear Regression

According to Figure A7.14, the time series data with the seasonal components eliminated exhibit a linear trend. Linear regression can therefore be used to determine the trend component in the deseasonalized time series ${ }^{2}$ by regressing the deseasonalized time series values on the corresponding period number.

Using the Regression option of Data Analysis, an estimate for the trend factor, $\mathrm{T}_{\mathrm{t}}$ can be determined. The resulting output is shown in rows 30 to 47 of Figure A7.15.
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Regression Analysis of Deseasonalized CFA Membership Dues

As can be seen from cells B46 and B47 in Figure A7.15, the regression equation for the trend factor $T_{t}$ using the deseasonalized values is:

$$
\mathrm{T}_{\mathrm{t}}=7069.6677+78.404666 \mathrm{t}
$$

The deseasonalized forecasted values for $\mathrm{T}_{\mathrm{t}}$ for periods $17,18,19$, and 20 are calculated in cells B52:B55.

Note that if the p-value for the period in cell E47 had been large ( $>.05$, say), one could not conclude that linear trend was present in the deseasonalized values. In such a case, a moving average or an exponential smoothing approach could be used to forecast the level of the data. Alternatively, if the deseasonalized values appeared to exhibit nonlinear trend, a forecasting approach more appropriate for that functional form could be saved.

At this point, if cyclical variation were suspected, one would divide the deseasonalized time series ratios, $T_{t} C_{t} \epsilon_{t}$, by the estimates of the trend component $\left(T_{t}\right)$. The resulting ratios represent only the cyclical and random error components ( $\mathrm{C}_{\mathrm{t}}$ $\epsilon_{\mathrm{t}}$. These ratios would then be smoothed, using moving averages to eliminate the random error component. The result is an estimate for the cyclical component, $\mathrm{C}_{\mathrm{t}}$.

From Figure Figure A7.13 it is seen, however, that the deseasonalized time series does not appear to exhibit any cyclical variation. Hence we shall assume that no cyclical variation is present in the time series and that all the cyclical factors are equal to 1 . As a result, the ratios given in column I of Figure A7.12 represent solely the trend and random error components, $\mathrm{T}_{\mathrm{t}} \boldsymbol{\epsilon}_{\mathrm{t}}$.

## STEP 7-PERFORMING THE FORECAST

## Approach: Substitute the Values for $T_{t}, S_{t}$ (and $C_{t}$ )

To determine the forecast the appropriate trend is multiplied by the corresponding seasonal components. ${ }^{3}$ For example, to forecast the membership that will be paid through payroll deduction for the fiscal year 2001 (periods 17 through 20), we must reseasonalize the forecast by multiplying the deseasonalized forecast values ( $\mathrm{T}_{\mathrm{t}}$ ) in cells B52:B55 of Figure A7.15 by the corresponding adjusted seasonal factors $\left(S_{t}\right)$ in cells H4:H7 in Figure A7.12). The results ( $\mathrm{T}_{\mathrm{t}} \mathrm{S}_{\mathrm{t}}$ ) in cells C52:C55 of Figure A7.15), give the forecast for the average CFA membership for the next four quarters.
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## Mathematical Formulas for Inventory Models

## THE GENERAL INVENTORY FORMULA

The general form for the total annual variable inventory costs in constant demand models, which include production rates and shortage costs, is:
$T V(Q, S)=\frac{\left(Q\left(1-\frac{D}{P}\right)-S\right)^{2} C_{h}}{2 Q\left(1-\frac{D}{P}\right)}+\frac{D C_{o}}{Q}+\frac{S^{2} C_{s}}{2 Q\left(1-\frac{D}{P}\right)}+\frac{\mathrm{SDC}_{b}}{Q}$

The optimal values for Q and S can be found by taking the partial derivative of $T V(Q, S)$ with respect to $Q$ and with respect to $S$ and setting both terms equal to 0 . Taking partial derivatives of $\mathrm{TV}(\mathrm{Q}, \mathrm{S})$ gives:

$$
\begin{align*}
\frac{\partial \mathrm{TV}(\mathrm{Q}, \mathrm{~S})}{\partial \mathrm{Q}}= & \frac{\mathrm{C}_{\mathrm{h}}(1-\mathrm{D} / \mathrm{P})}{2}-\frac{\mathrm{S}^{2} \mathrm{C}_{\mathrm{h}}}{2 \mathrm{Q}^{2}(1-\mathrm{D} / \mathrm{P})}  \tag{A8.2}\\
& -\frac{\mathrm{DC}_{\mathrm{o}}}{\mathrm{Q}^{2}}-\frac{\mathrm{S}^{2} \mathrm{C}_{\mathrm{s}}}{2 \mathrm{Q}^{2}(1-\mathrm{D} / \mathrm{P})}-\frac{\mathrm{SDC}_{\mathrm{b}}}{\mathrm{Q}^{2}} \\
\frac{\partial \mathrm{TV}(\mathrm{Q}, \mathrm{~S})}{\partial \mathrm{S}}= & \frac{\mathrm{SC}_{\mathrm{h}}}{\mathrm{Q}(1-\mathrm{D} / \mathrm{P})}-\mathrm{C}_{\mathrm{h}}+\frac{\mathrm{SC}_{\mathrm{s}}}{\mathrm{Q}(1-\mathrm{D} / \mathrm{P})}+\frac{\mathrm{DC}_{\mathrm{b}}}{\mathrm{Q}} \tag{A8.3}
\end{align*}
$$

When $\mathrm{C}_{\mathrm{s}}>0$ and $\mathrm{C}_{\mathrm{b}}<\sqrt{2 \mathrm{C}_{\mathrm{o}} \mathrm{C}_{\mathrm{h}} / \mathrm{D}}$ setting the partial derivatives equal to 0 and solving gives:

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\left(\frac{2 \mathrm{DC}_{\mathrm{o}}}{\mathrm{C}_{\mathrm{h}}(1-\mathrm{D} / \mathrm{P})}-\frac{\left(\mathrm{DC}_{\mathrm{b}}\right)^{2}}{\mathrm{C}_{\mathrm{h}}\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)}\right)\left(\frac{\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)}{\mathrm{C}_{\mathrm{s}}}\right)} \tag{A8.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{S}^{*}=\frac{\left(\mathrm{QC}_{\mathrm{h}}-\mathrm{DC}_{\mathrm{b}}\right)(1-\mathrm{D} / \mathrm{P})}{\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)} \tag{A8.5}
\end{equation*}
$$

## THE BASIC EOQ MODEL

The EOQ model is a special case of the general formula, in which $\mathrm{P}=\infty, \mathrm{C}_{\mathrm{b}}=0$, and $C_{s}=\infty$. In this case $S^{*}$ will equal 0 and the general formula reduces to:

$$
\begin{equation*}
\mathrm{TV}(\mathrm{Q})=\left(\frac{\mathrm{Q}}{2}\right) \mathrm{C}_{\mathrm{h}}+\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}} \tag{A8.6}
\end{equation*}
$$

To find the optimal value of $\mathrm{Q}, \mathrm{Q}^{*}$, differentiate $\mathrm{TV}(\mathrm{Q})$ with respect to Q . This gives:

$$
\begin{equation*}
\frac{\mathrm{dTV}(\mathrm{Q})}{\mathrm{dQ}}=\frac{\mathrm{C}_{\mathrm{h}}}{2}-\frac{\mathrm{DC}_{0}}{\mathrm{Q}^{2}} \tag{A8.7}
\end{equation*}
$$

Because the second derivative of $\mathrm{TV}(\mathrm{Q})$ with respect to Q can be shown to be positive, setting the first derivative equal to 0 and solving for Q gives the value, $\mathrm{Q}^{*}$, which minimizes TV(Q):

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\frac{2 \mathrm{DC}_{o}}{\mathrm{C}_{\mathrm{h}}}} \tag{A8.8}
\end{equation*}
$$

## THE PRODUCTION LOT SIZE MODEL

The production lot size model is a special case of the general model in which $\mathrm{C}_{\mathrm{s}}=$ $\infty$ and $\mathrm{C}_{\mathrm{b}}=0$. In this case, $\mathrm{S}^{*}=0$ and

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\frac{2 \mathrm{DC}_{\mathrm{o}}}{\mathrm{C}_{\mathrm{h}}(1-\mathrm{D} / \mathrm{P})}} \tag{A8.9}
\end{equation*}
$$

## THE PLANNED SHORTAGE MODEL

The planned shortage model is a special case of the general model in which $\mathrm{P}=$ $\infty$. In this case:

$$
\begin{equation*}
\mathrm{Q}^{*}=\sqrt{\frac{\left(2 \mathrm{DC}_{\mathrm{o}}\right)}{\mathrm{C}_{\mathrm{h}}}\left(\frac{\left(\mathrm{C}_{\mathrm{h}}+\mathrm{C}_{\mathrm{s}}\right)}{\mathrm{C}_{\mathrm{s}}}\right)-\frac{\left(\mathrm{DC}_{\mathrm{b}}\right)^{2}}{\left(\mathrm{C}_{\mathrm{h}} \mathrm{C}_{\mathrm{s}}\right)}} \tag{A8.10}
\end{equation*}
$$

## APPENDIX 8.3

## Determining the Reorder Point, R, Corresponding to a Unit Service Level

In Section 8.3 of the text determining the reorder point, R , for a desired cycle service level and unit service level was discussed. For a unit service level the reorder point is found by solving for R in the formula:

$$
\begin{equation*}
\mathrm{N}(\mathrm{R})=(1-\text { service level }) * \mathrm{Q}^{*} \tag{A8.11}
\end{equation*}
$$

where

$$
\begin{equation*}
N(R)=\int_{R}^{\infty}(x-R) f(x) d x \tag{A8.12}
\end{equation*}
$$

## APPENDIX 8.4

## Determining the Optimal Order Quantity Under an Incremental Discount Schedule

In the case of an incremental discount schedule, if Q units are ordered in the $\mathrm{i}^{\text {th }}$ discount price level, the average cost per unit is $\mathrm{C}_{\mathrm{i}}+\mathrm{K}_{\mathrm{i}} / \mathrm{Q}$. Here, $\mathrm{K}_{\mathrm{i}}$ represents the amount the firm will pay for the goods over and above the amount it would have paid if the discount schedule had been an all-units schedule. $\mathrm{K}_{\mathrm{o}}=0$ and the formula for the remaining $K_{i}$ 's is as follows:

$$
\begin{equation*}
\mathrm{K}_{\mathrm{i}+1}=\mathrm{K}_{\mathrm{i}}+\left(\mathrm{C}_{\mathrm{i}}-\mathrm{C}_{\mathrm{i}-1}\right)\left(\mathrm{B}_{\mathrm{i}-1}-\mathrm{U}\right) \tag{A8.13}
\end{equation*}
$$

In this formula, the $B_{i}$ 's are the values of the breakpoints. $U$ is 1 if inventory is measured in discrete units and $\mathrm{U}=0$ if it is measured in continuous units (pounds, gallons, dollars). When $\mathrm{i}=1, \mathrm{~B}_{0}$ is defined to be equal to U .

For example, suppose the pricing schedule for Citron juicers were an incremental schedule (see Section 8.4). If Allen Appliance orders Q units in the second discount price level, the average price per juicer equals $\$ 9.50+\$ 224.50 / \mathrm{Q}$ and $\mathrm{K}_{2}=\$ 224.50$. Allen will pay $\$ 10$ for the first 299 units, $\$ 9.75$ for the next 300 units, and $\$ 9.50$ for the next Q-599 units, for a sum of $\$ 2990+2925+9.50 \mathrm{Q}-5690.5$ or $\$ 9.50 \mathrm{Q}+\$ 224.50$. Dividing this total by Q gives the average cost per unit.

Assuming that holding costs change in proportion to the average price paid per unit, for the $\mathrm{i}^{\text {th }}$ price level, the EOQ formula is given by:

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{i}}^{*}=\sqrt{\frac{2 \mathrm{D}\left(\mathrm{C}_{\mathrm{o}}+\mathrm{K}_{\mathrm{i}}\right)}{\mathrm{HC}_{\mathrm{i}}}} \tag{A8.14}
\end{equation*}
$$

The total annual inventory cost assuming an order quantity of $\mathrm{Q}_{\mathrm{i}}^{*}$ is given by:

$$
\begin{equation*}
\mathrm{TC}\left(\mathrm{Q}_{\mathrm{i}}^{*}\right)=\sqrt{2 \mathrm{D}\left(\mathrm{C}_{\mathrm{o}}+\mathrm{K}_{\mathrm{i}}\right) \mathrm{HC}_{\mathrm{i}}}+\mathrm{H}\left(\frac{\mathrm{~K}_{\mathrm{i}}}{2}\right)+\mathrm{DC}_{\mathrm{i}} \tag{A8.15}
\end{equation*}
$$

The optimal order quantity is found using the following technique:

1. For each price level, $i$, calculate $Q_{i}^{*}$ using Equation A8.14. If $Q_{i}^{*}$ does not fall inside the bounds of the price level, eliminate this level from further consideration.
2. For each price level for which $Q_{i}^{*}$ falls within the given bounds, evaluate $T C\left(Q_{i}^{*}\right)$ using Equation A8.15.
3. Select the $\mathrm{Q}_{\mathrm{i}}^{*}$ value that minimizes $\mathrm{TC}\left(\mathrm{Q}_{\mathrm{i}}^{*}\right)$.

For example, using the Citron juicer data and substituting into the above formulas gives the following values for $\mathrm{C}_{\mathrm{i}}, \mathrm{K}_{\mathrm{i}}$, and $\mathrm{Q}_{\mathrm{i}}^{*}$ :

| Level | Amount Ordered | $\boldsymbol{C}_{\boldsymbol{i}}$ | $\boldsymbol{K}_{\boldsymbol{i}}$ | $\boldsymbol{Q}_{\boldsymbol{i}}^{*}$ |
| :---: | :--- | :---: | :---: | ---: |
| 0 | $1-299$ | $\$ 10.00$ | 0 | 327 |
| 1 | $300-599$ | $\$ 9.75$ | 74.75 | 891 |
| 2 | $600-999$ | $\$ 9.50$ | 224.50 | 1490 |
| 3 | $1000-4999$ | $\$ 9.40$ | 324.40 | 1786 |
| 4 | 5000 or more | $\$ 9.00$ | 2324.00 | 4810 |

Since there is only one price level (discount level 3) for which $\mathrm{Q}_{\mathrm{i}}^{*}$ falls within the effective range of the level, $\mathrm{Q}_{3}^{*}=1786$ is the optimal order quantity. The total annual cost in this case is $\$ 61,029.22$.

## Derivation of the Planned Shortage Model

Figure A8.4 represents the inventory cycle for the planned shortage model. We see that the inventory cycle time, $T$, can be divided into two parts: $T_{1}$, representing the portion of the cycle during which inventory is available and $T_{2}$ representing the portion of time there is no inventory and customers must backorder.


## HOLDING COSTS

Annual holding costs are based on the average inventory level. Hence, one must derive an expression for this value. From Exhibit A8.4 note that each time a new order of Q units arrives, S units are on backorder and the maximum inventory level increases to $\mathrm{Q}-\mathrm{S}$. Then, at the end of time $\mathrm{T}_{1}$ the inventory is depleted.

Hence, the average inventory level during time $\mathrm{T}_{1}$ is $(\mathrm{Q}-\mathrm{S}) / 2$.
During time $\mathrm{T}_{2}$ the firm has no inventory, and average inventory is 0 . To find the overall average inventory level during each cycle, the two averages are weighted by their respective times divided by the total cycle time. Therefore,

$$
\text { Average Inventory Level }=\left(\frac{\mathrm{Q}-\mathrm{S}}{2}\right)\left(\frac{\mathrm{T}_{1}}{\mathrm{~T}}\right)+0\left(\frac{\mathrm{~T}_{2}}{\mathrm{~T}}\right)=\left(\frac{\mathrm{Q}-\mathrm{S}}{2}\right)\left(\frac{\mathrm{T}_{1}}{\mathrm{~T}}\right)
$$

Since $Q$ units are demanded during time $T$ and $Q-S$ units are demanded during time $\mathrm{T}_{1}$,

$$
\mathrm{Q}=\mathrm{DT} \quad \text { or } \quad \mathrm{T}=\mathrm{Q} / \mathrm{D}
$$

and

$$
\mathrm{Q}-\mathrm{S}=\mathrm{DT}_{1} \quad \text { or } \quad \mathrm{T}_{1}=\frac{\mathrm{Q}-\mathrm{S}}{\mathrm{D}}
$$

Substituting for T and $\mathrm{T}_{1}$ gives:

Thus,
Annual Holding Cost $=($ Average Inventory Level $) *($ Annual Holding Cost per Unit $)$

$$
=\frac{(\mathrm{Q}-\mathrm{S})^{2}}{2 \mathrm{Q}} \mathrm{C}_{\mathrm{h}}
$$

## ORDERING COSTS

$$
\begin{aligned}
\text { Annual Ordering Cost } & =(\text { Number of Orders Per Year }) *(\text { Ordering Cost }) \\
& =\left(\frac{\mathrm{D}}{\mathrm{Q}}\right) \mathrm{C}_{\mathrm{o}}
\end{aligned}
$$

## BACKORDER COSTS

The annual backorder cost is dependent on the average backorder level and the number of backordered customers per year. To calculate the average backorder level, the same approach taken to determine the average inventory level is followed. During time $\mathrm{T}_{1}$ there are no backorders; hence, the average backorder level is 0 . During time $T_{2}$ the average backorder level is $S / 2$. Hence,

$$
\text { Average Backorder Level During a Cycle }=0\left(\frac{\mathrm{~T}_{1}}{\mathrm{~T}}\right)+\frac{\mathrm{S}}{2}\left(\frac{\mathrm{~T}_{2}}{\mathrm{~T}}\right)=\frac{\mathrm{S}}{2}\left(\frac{\mathrm{~T}_{2}}{\mathrm{~T}}\right)
$$

But since $S$ units are demanded during time $T_{2}$, we have

$$
\mathrm{S}=\mathrm{DT}_{2} \quad \text { or } \quad \mathrm{T}_{2}=\frac{\mathrm{S}}{\mathrm{D}}
$$

Substituting for $\mathrm{T}_{2}$ and T gives:

$$
\text { Average Backorder Level }=\frac{S^{2}}{2 Q}
$$

The number of backordered customers per year can be determined by recognizing that during each inventory cycle there are $S$ backorders and there are $D / Q$ inventory cycles per year. Hence,

$$
\text { Number of Backorders per Year }=S\left(\frac{D}{Q}\right)
$$

Thus,
Total Annual Backorder Cost $=$ (Average Backorder Level) (Annual Backorder Cost per Unit)

+ (Number of Backorders During the Year) (Administrative Backorder Cost Per Unit)
$=\frac{S^{2}}{2 Q} C_{s}+S\left(\frac{D}{Q}\right) C_{b}$


## TOTAL VARIABLE COSTS

Combining these terms gives us the following formula for TV(Q, S):

$$
\begin{equation*}
T V(Q, S)=\frac{(\mathrm{Q}-\mathrm{S})^{2} \mathrm{C}_{\mathrm{h}}}{2 \mathrm{Q}}+\frac{\mathrm{D}\left(\mathrm{C}_{\mathrm{o}}+\mathrm{SC}_{\mathrm{b}}\right)}{\mathrm{Q}}+\frac{\mathrm{S}^{2} \mathrm{C}_{\mathrm{s}}}{2 \mathrm{Q}} \tag{A8.16}
\end{equation*}
$$

Taking partial derivatives of $\mathrm{TV}(\mathrm{Q}, \mathrm{S})$ with respect to Q and S and solving the resulting equations yields the results for $\mathrm{Q}^{*}$ and $\mathrm{S}^{*}$ given in Equations 8.11 and 8.12 of the text.

## Single-Period Inventory Model

If the per period demand, $x$, can be modeled by a discrete probability distribution, $p(x)$, then the expected per period profit is given by the following formula:

$$
E P(Q)=\sum_{x=0}^{Q-1}[p x+s(Q-x)-c Q-K] p(x)+\sum_{x=Q}^{\infty}[p Q-g(x-Q)-c Q-K] p(x)
$$

To find the optimal order quantity, $\mathrm{Q}^{*}$, for this model, a technique known as marginal analysis is employed. To do this, consider the $(\mathrm{Q}+1)^{\text {st }}$ unit to be purchased. It makes sense to purchase that unit only if doing so makes a positive contribution to marginal profit.

Suppose this unit is purchased. If demand is for $(Q+1)$ units or more, the firm has a profit of $(p-c)$ and avoids the goodwill cost of $g$. Hence, the total net effect for the firm is an increase in profitability of $(p+g-c)$. The probability that demand is $(\mathrm{Q}+1)$ units or more is $1-\mathrm{P}(\mathrm{D} \leq \mathrm{Q})$; therefore, the marginal profit of stocking the $(Q+1)^{\text {st }}$ unit is $(p+g-c)(1-P(D \leq Q))$.

If the $(\mathrm{Q}+1)^{\text {st }}$ unit is purchased and demand for the item is less than $(\mathrm{Q}+1)$, however, the firm suffers a loss of $\mathrm{c}-\mathrm{s}$. The probability that demand is for less than $(\mathrm{Q}+1)$ units is $\mathrm{P}(\mathrm{D} \leq \mathrm{Q})$. Hence, the marginal cost of stocking the $(\mathrm{Q}+1)^{\text {st }}$ unit is $(c-s) P(D \leq Q)$.

The $(\mathrm{Q}+1)^{\text {st }}$ unit therefore should not be stocked if the marginal cost equals or exceeds the marginal profit. That is, if

$$
(c-s) P(D \leq Q) \geq(p+g-c)[1-P(D \leq Q)]
$$

Solving for $\mathrm{P}(\mathrm{D} \leq \mathrm{Q})$ gives:

$$
\mathrm{P}(\mathrm{D} \leq \mathrm{Q}) \geq \frac{\mathrm{p}+\mathrm{g}-\mathrm{c}}{\mathrm{p}+\mathrm{g}-\mathrm{s}}
$$

If this relationship does not hold it would be worthwhile to stock the $(\mathrm{Q}+1)^{\text {st }}$ unit; therefore the optimal order quantity, $\mathrm{Q}^{*}$, is the smallest value such that

$$
\mathrm{P}\left(\mathrm{D} \leq \mathrm{Q}^{*}\right) \geq \frac{\mathrm{p}-\mathrm{c}+\mathrm{g}}{\mathrm{p}-\mathrm{s}+\mathrm{g}}
$$

If the per period demand, $x$, is modeled as a continuous probability distribution, $f(x)$, then the expected per period profit is given by the following formula:

$$
E P(Q)=\int_{0}^{Q}(p x+s(Q-x)) f(x) d x+\int_{Q}^{\infty}(p Q-g(x-Q)) f(x) d x-c Q-K
$$

It can be shown that $\mathrm{EP}(\mathrm{Q})$ is a concave function of Q . Hence, to find $\mathrm{Q}^{*}$, the value of $Q$ that maximizes $\operatorname{EP}(\mathrm{Q})$, one differentiates $\operatorname{EP}(\mathrm{Q})$ with respect to Q and sets the result equal to 0 . This gives the following relationship:

$$
F\left(Q^{*}\right)=\frac{p-c+g}{p-s+g}
$$

where

$$
\mathrm{F}\left(\mathrm{Q}^{*}\right)=\int_{0}^{\mathrm{Q}^{*}} \mathrm{f}(\mathrm{x}) \mathrm{dx}
$$

## APPENDIX 9.2

## Goodness of Fit Testing to Determine the Appropriate Probability Distribution for the Arrival and Service Processes

The formulas used to measure queuing system performance vary based on the assumed probability distributions for the arrival process and service time. Hence, to assess such performance, it is first necessary to ascertain whether the Poisson or some other probability model can be used to describe these processes.

One method used to make such determinations is to record interarrival time data. Based on these data, a histogram can be constructed and the sample mean and sample standard deviation calculated. This information is then used to hypothesize a possible probability distribution for the interarrival times. The same procedure can be employed to analyze service times. In either case, the hypothesized probability distribution can be validated by conducting a goodness of fit test.

In a goodness of fit test, the actual data observations are compared with the theoretical observations that would occur under the assumed probability distribution, using the following hypothesis test:
$\mathrm{H}_{0}$ : The data come from the assumed population
$\mathrm{H}_{\mathrm{A}}$ : The data do not come from the assumed population

If there is close agreement between the actual and theoretical values, the null hypoth-esis-that the data come from the assumed probability distribution-is not rejected.

A goodness of fit test is performed by dividing the range of possible values into $n$ sets. For each set, the actual number of observed values is compared to the number of observations one would expect to find if the data came from the hypothesized distribution. While the $n$ sets do not have to be of equal size, the expected number of occurrences in each set should be at least five. This is known as the rule of five. The testing procedure used is a Chi-Square test.

To illustrate the concept of goodness of fit testing, consider the service times at Price Cutters Discount Store.

## PRICE CUTTERS DISCOUNT STORE

Price Cutters Discount Store has experienced a number of customer complaints regarding long waiting lines to check out and pay for merchandise. To determine possible remedies, management conducted a queuing analysis.

While customers are believed to arrive according to a Poisson process, management was unsure of the service time distribution. To determine this distribution, the store collected the following data on the check-out time required for 40 randomly selected customers:

| Customer <br> Number | Time <br> (in seconds) | Customer <br> Number | Time <br> (in seconds) |
| :---: | :---: | :---: | :---: |
| 1 | 54 | 10 | 236 |
| 2 | 167 | 11 | 78 |
| 3 | 44 | 12 | 69 |
| 4 | 310 | 13 | 196 |
| 5 | 292 | 14 | 294 |
| 6 | 60 | 15 | 18 |
| 7 | 187 | 16 | 31 |
| 8 | 85 | 17 | 46 |
| 9 | 48 | 18 | 283 |

FIGURE A9.4
Histogram of Service Time Data at Price Cutters Discount Store

Goodness of Fit Test of the Probability Distribution for the Service Processes

| Customer <br> Number | Time <br> (in seconds) | Customer <br> Number | Time <br> (in seconds) |
| :---: | :---: | :---: | :---: |
| 19 | 187 | 30 | 132 |
| 20 | 132 | 31 | 344 |
| 21 | 16 | 32 | 7 |
| 22 | 63 | 33 | 18 |
| 23 | 175 | 34 | 90 |
| 24 | 89 | 35 | 134 |
| 25 | 67 | 36 | 172 |
| 26 | 14 | 37 | 111 |
| 27 | 9 | 38 | 146 |
| 28 | 116 | 39 | 148 |
| 29 | 52 | 40 | 49 |

Management wondered if an exponential distribution appropriately modeled the service time distribution.

## SOLUTION

The average service time of these 40 customers is 124.725 seconds, and the sample standard deviation is 101.279 seconds. A histogram of these data in Figure A9.4 shows that an exponential distribution is indeed a possible candidate for describing the service time distribution. Since the mean and the standard deviation for an exponential distribution are equal, the fact that the sample mean and sample standard deviation are fairly close in value lends credence to this assumption.


To test if an exponential distribution is appropriate, the following hypothesis test is used:
$\mathrm{H}_{0}$ : The data come from an exponential distribution
$\mathrm{H}_{\mathrm{A}}$ : The data do not come from an exponential distribution
First the data are partitioned into n measurement classes. While the measurement classes could be any size, here eight measurement classes are constructed in such a way that, in the long-run, an equal number of observations $(40 / 8=5)$ from the population can be expected to fall into each class. The boundaries of each class are
set so that this requirement is met; that is, the probability an observation falls into a particular class is $1 / 8=.125$.

To do this, first consider the cumulative probability function for the exponential distribution. This can be written as

$$
\mathrm{P}(\mathrm{X} \leq \mathrm{t})=1-\mathrm{e}^{-\mu \mathrm{t}}
$$

where $1 / \mu$ is the average service time of the population. Hence, the boundaries of the classes are set by finding the values for t so that when they are substituted in the above formula the cumulative probabilities are $.125, .250, .375, .500, .625$, $.750, .875$, and 1 , respectively. This can easily be calculated from the above equation if $\mu$ were known. While the average service time of the population, $1 / \mu$, is unknown the average service time of the sample, 124.725 seconds; is the best estimate for $1 / \mu$. Accordingly, the best estimate for $\mu$ is $1 / 124.725=.0080176$ per second.

To calculate the upper limit for the first interval, one therefore solves the following equation for t :

$$
\mathrm{P}(\mathrm{X} \leq \mathrm{t})=1-\mathrm{e}^{-.0080176 \mathrm{t}}=.125
$$

or

$$
\mathrm{e}^{-.0080176 \mathrm{t}}=1-.125=.875
$$

Taking the natural logarithms of both sides, gives:

$$
-.0080176 \mathrm{t}=\ln (.875)=-.1335313
$$

Thus, $\mathrm{t}=.1335313 / .0080176=16.65$. This means that the first measurement class extends from 0 to 16.65. The upper limit for the second measurement class is found by solving $\mathrm{P}(\mathrm{X} \leq \mathrm{t})=1-\mathrm{e}^{-.0080176 \mathrm{t}}=.250$, for the third class by solving $\mathrm{P}(\mathrm{X} \leq \mathrm{t})=1-\mathrm{e}^{-.0080176 \mathrm{t}}=.375$, and so on. When solved, one finds that the upper limits for the first seven measurement classes are $16.65,35.88,58.62,86.45$, $122.33,172.91$, and 259.36 , respectively. The upper limit for the last measurement class is infinity.

The number of observations from the sample which actually fell into each of these intervals, $C_{i}$, is then compared with the expected number $\left(\mathrm{E}\left(\mathrm{C}_{\mathrm{i}}\right)=5\right)$ assuming the data came from an exponential distribution with $\mu=.0080176$. The following list summarizes these results. Note that since the data collected were measured only to the nearest second, the measurement classes are expressed only in whole seconds.

|  | $C_{i}$ <br> Actual Number <br> of Observations | Expected Number <br> Measurement Classes <br> of Observations | Error |
| :--- | :---: | :---: | :---: |
| $0-16$ seconds | 4 | 5 | -1 |
| $17-35$ seconds | 4 | 5 | -1 |
| $36-58$ seconds | 5 | 5 | 0 |
| $59-86$ seconds | 6 | 5 | 1 |
| $87-122$ seconds | 4 | 5 | -1 |
| $123-172$ seconds | 6 | 5 | 1 |
| $173-259$ seconds | 5 | 5 | 0 |
| 260 or more seconds | 6 | 5 | 1 |

The error column shows the difference between the actual number of data values observed and the number expected in each data set. As can be seen, there is close, but not perfect, agreement between the actual and expected number of observations in each of the eight measurement classes.

The question is whether the deviation is large enough for us to reject the null hypothesis. To answer this question, a hypothesis test using the Chi-Square statistic $\left(\chi^{2}\right)$ is performed. The test is:

Reject $\mathrm{H}_{0}$ if $\chi^{2}>\chi_{\alpha, \text { DF }}^{2}$ where the $\chi^{2}$ statistic is calculated by

$$
\chi^{2}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \frac{\left[\mathrm{C}_{\mathrm{i}}-\mathrm{E}\left(\mathrm{C}_{\mathrm{i}}\right)\right]^{2}}{\mathrm{E}\left(\mathrm{C}_{\mathrm{i}}\right)}
$$

In this case, $\chi^{2}=(-1)^{2} / 5+(-1)^{2} / 5+0^{2} / 5+1^{2} / 5+(-1)^{2} / 5+1^{2} / 5+0^{2} / 5+$ $1^{2} / 5=.75$.

The critical $\chi^{2}$ value, $\chi_{\alpha, \mathrm{DF}}^{2}$, is dependent on $\alpha$, the value of the desired probability of making a Type 1 error (rejecting the null hypothesis when it is true), and DF , the number of degrees of freedom for the test. The number of degrees of freedom for a $\chi^{2}$ test of an exponential distribution in which $\mu$ has been estimated is $\mathrm{n}-2$ (where n is the number of measurement classes). Selecting $\alpha=.05$, then from Appendix E , one sees that the critical $\chi^{2}$ value is $\chi_{.05,8-2}^{2}=\chi_{.05,6}^{2}=12.5916$.

Because the calculated value for $\chi^{2}$ is .75 , which is far less than 12.5916, the null hypothesis that the data were drawn from an exponential distribution is not rejected. It is important to realize that if the null hypothesis is not rejected, this does not necessarily mean the data actually come from an exponential distribution, only that the data collected were close enough to the hypothesized distribution that the null hypothesis could not be rejected.

A goodness of fit test can also be used to check if a Poisson process represents the customer arrival process. The difficulty of doing a goodness of fit test for the arrival process, however, is that one must first ensure that the process is stationary during the time frame for which the data are collected. If the arrival rate changes during this period, the goodness of fit test cannot be performed successfully. Other statistical procedures have been developed for testing the stationarity assumption.

## APPENDIX 9.3

## The Erlangian Distribution

The Erlangian distribution is a generalization of the exponential distribution. It can be viewed as a situation in which customer service consists of n independent operations, each with a service time that follows an exponential distribution with mean time $1 / \mathrm{n} \mu$. The exponential distribution is, in fact, a special case of the Erlangian distribution with $\mathrm{n}=1$.

Because the Erlangian has two parameters, $\mu$ and n , it often provides a better "fit" to observed service time data than the exponential distribution. ${ }^{1}$ The density function for the Erlangian distribution is:

$$
\mathrm{f}(\mathrm{x})=\frac{(\mu \mathrm{n})^{\mathrm{n}} \mathrm{x}^{\mathrm{n}-1} e^{-\mu \mathrm{nx}}}{(\mathrm{n}-1)!}
$$

The probability that the service time X is less a given value t is:

$$
\mathrm{P}(\mathrm{X}<\mathrm{t})=1-\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \frac{(\mu \mathrm{nt})^{\mathrm{j}}}{\mathrm{j}!} \mathrm{e}^{-\mu \mathrm{nt}}
$$

Here n is a positive integer and $\mu$ equals the average number of customers who can be served per time period. For this distribution, the average service time is $1 / \mu$ and the standard deviation of the service time is $1 /(\mu \sqrt{n})$.
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# Derivation of Performance Measures for M/M/1 Queues Using Balance Equations 

FIGURE A9.5
Transition Diagram for the $\mathrm{M} / \mathrm{M} / 1$ Model

Figure A9.5 is a network representation for the $M / M / 1$ queuing system known as a transition diagram. The nodes correspond to the number of customers who could be present in the system. These possibilities are known as the states of the queuing system. The directed arcs between each pair of nodes indicate the rates at which the queuing system moves from one state to another.


The arc with rate $\lambda$ that runs from each node to the next highest node indicates that customers arrive at a mean rate of $\lambda$ and each customer arrival increases the number of customers in the system by one. Thus, the system moves from one state to the next highest state at rate $\lambda$. The arc with rate $\mu$ that runs from each node to the next lowest node indicates that customers are served at a mean rate of $\mu$ and each completed service decreases the number of customers in the system by one. Thus, the system moves from one state to the next lowest state at rate $\mu$.
"Steady state" implies that the probability of being in a given state does not vary over time. ${ }^{2}$ Therefore, the total mean flow into each state of the queuing system must equal the total mean flow out of each state. Since $P_{i}$ represents the probability that the queuing system is in state $i$, the mean rate of flow along an arc originating at state i is the rate on the arc times $\mathrm{P}_{\mathrm{i}}$.

For an $M / M / 1$ system, one sees from the transition diagram that the mean flow out of state 0 is $\lambda \mathrm{P}_{0}$ and the mean flow into state 0 is $\mu \mathrm{P}_{1}$. At state 1 , there is a flow out of the state at rate $\lambda$, corresponding to an arrival, and a flow out at rate $\mu$, corresponding to a departure. Hence, the total mean flow out of state 1 is at rate $(\lambda+$ $\mu) \mathrm{P}_{1}$. The flow into state 1 , on the other hand, is at rate $\lambda$ from state $\mathrm{P}_{0}$ and at rate $\mu$ from state $P_{2}$. Thus, the total mean flow into state 1 is at rate $\lambda \mathrm{P}_{0}+\mu \mathrm{P}_{2}$. In general, for state n (other than state 0 ), the following flows exist:


Setting "Total Mean Flow Out = Total Mean Flow In" for each state gives the following set of balance equations:
State
0
1
2
$\vdots$
n
$\vdots$

Total Mean Flow Out
Total Mean Flow In
-
1
$\lambda \mathrm{P}_{0}$
$=$

$(\lambda+\mu) \mathrm{P}_{1} \quad=\quad \lambda \mathrm{P}_{0}+\mu \mathrm{P}_{2}$
$(\lambda+\mu) \mathrm{P}_{2} \quad=\quad \lambda \mathrm{P}_{1}+\mu \mathrm{P}_{3}$ n $\quad(\lambda+\mu) \mathrm{P}_{\mathrm{n}} \quad=\quad \lambda \mathrm{P}_{\mathrm{n}-1}+\mu \mathrm{P}_{\mathrm{n}+1}$

[^92]Using the balance equation at state 0 , gives:

$$
\mathrm{P}_{1}=(\lambda / \mu) \mathrm{P}_{0}
$$

Substituting this value for $\mathrm{P}_{1}$ into the balance equation for state 1 gives:

$$
(\lambda+\mu)(\lambda / \mu) \mathrm{P}_{0}=\lambda \mathrm{P}_{0}+\mu \mathrm{P}_{2}
$$

Thus,

$$
\mathrm{P}_{2}=(\lambda / \mu)^{2} \mathrm{P}_{0}
$$

Repeating this procedure sequentially yields the following general formula for $P_{n}$ :

$$
\mathrm{P}_{\mathrm{n}}=(\lambda / \mu)^{\mathrm{n}} \mathrm{P}_{0}
$$

Now, since the queuing system must be in some state, $\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+$ $\ldots+P_{n-1}+P_{n}+P_{n+1}+\ldots=1$. Substituting the general formula for $P_{n}$ into this relationship for $\mathrm{n}=1,2,3, \ldots$ and solving for $\mathrm{P}_{0}$ using mathematical formulas for infinite series, yields

$$
\mathrm{P}_{0}=1-(\lambda / \mu)
$$

The value for L , the average (or expected) number of customers in the system, can also be found by using an infinite series. This is done by summing the weighted probabilities of having n customers in the system:

$$
\mathrm{L}=\sum_{\mathrm{n}=1}^{\infty} \mathrm{nP}_{\mathrm{n}}=\sum_{\mathrm{n}=1}^{\infty} \mathrm{n}\left(\frac{\lambda}{\mu}\right)^{\mathrm{n}}\left[1-\left(\frac{\lambda}{\mu}\right)\right]=\frac{\lambda}{\mu-\lambda}
$$

Then, $W$ can be determined by using Little's formula, $W=L / \lambda$, giving

$$
W=1 /(\mu-\lambda)
$$

The probability that an arriving customer will have to wait for service, $\mathrm{P}_{\mathrm{W}}$, is the same as the probability that the arriving customer finds one or more customers already present in the system. Hence,

$$
\mathrm{P}_{\mathrm{W}}=1-\mathrm{P}_{0}=1-(1-\lambda / \mu)=\lambda / \mu
$$

For similar reasons, for this system, the server utilization rate, $\rho$, is given by:

$$
\rho=\lambda / \mu
$$

To determine $\mathrm{L}_{\mathrm{q}}$, note that $\mathrm{L}_{\mathrm{q}}=\mathrm{L}-\lambda / \mu$; therefore, the formula for $\mathrm{L}_{\mathrm{q}} \mathrm{is}$ :

$$
\mathrm{L}_{\mathrm{q}}=\lambda /(\mu-\lambda)-\lambda / \mu=\lambda^{2} /[\mu(\mu-\lambda)]
$$

From Little's formula $W_{\mathrm{q}}$ is calculated by:

$$
W_{\mathrm{q}}=\mathrm{L}_{\mathrm{q}} / \lambda=\lambda[\mu(\mu-\lambda)]
$$

# Derivation of Performance Measures for $M / M / k$ Queues Using Balance Equations 

As with the $M / M / 1$ system, the $M / M / k$ system performance measures can be determined using balance equations. Figure A9.6 shows the transition diagram for the $\mathrm{M} / \mathrm{M} / \mathrm{k}$ model. As can be seen from this network, the system moves from state n to state $\mathrm{n}+1$ at rate $\lambda$. When the number of customers present in the system is less than the number of servers $(\mathrm{n}<\mathrm{k})$ the rate at which the system moves from state $n$ to state $(\mathrm{n}-1)$ is $\mathrm{n} \mu$, since only n servers are busy. However, when the number of customers present in the system is greater than or equal to the number of servers, all k servers will be busy and the combined service rate is $\mathrm{k} \mu$. Thus, the following balance equations hold:


FIGURE A9.6 Transition Diagram for the $M / M / k$ Model
Solving these equations recursively yields the formulas for $P_{0}$ and $P_{n}$ given in Section 9.5. These values can be used to determine L:

$$
\mathrm{L}=\sum_{\mathrm{n}=1}^{\infty} \mathrm{nP}_{\mathrm{n}}
$$

$\mathrm{L}_{\mathrm{q}}$ is found by $\mathrm{L}_{\mathrm{q}}=\mathrm{L}-\lambda / \mu$ and $W$ and $W_{q}$ can be found using Little's formulas.
An arriving customer will have to wait for service only if all k servers are busy. This occurs if k or more customers are in the system. If fewer than k customers are in the system, an arriving customer will not have to wait. Thus,

$$
\mathrm{P}(\text { an arriving customer will not wait })=\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\cdots+\mathrm{P}_{\mathrm{k}+1}
$$

therefore,
$\mathrm{P}_{\mathrm{W}}=\mathrm{P}($ an arriving customer will wait $)=1-\mathrm{P}_{0}-\mathrm{P}_{1}-\mathrm{P}_{2}-\mathrm{P}_{3}-\cdots-\mathrm{P}_{\mathrm{k}-1}$
The average number of customers being served is $\lambda / \mu$. Thus, for each of the k servers, the utilization rate, $\rho$, is $\rho=\lambda / \mathrm{k} \mu$. A summary of the performance measure formulas for the $\mathrm{M} / \mathrm{M} / \mathrm{k}$ queue is given in Table 9.6.

## APPENDIX 9.6

## Transition Diagram for an M/M/k/F Queuing System

When a maximum limit for the number of customers in the system, F, exists, balance equations can be used to derive the performance measures for this $M / M / k / F$ queuing system. Figure A9.7 shows a transition diagram for such a system. For this model, the arrival rate of customers is $\lambda$ as long as the number of customers in the system is less than F . If F customers are in the system, since a potential arrival will be unable to join the system, the arrival rate of customers is 0 . Since the arrival rate is not the same for all states, when using Little's formulas to obtain $W$ and $W_{q}$, L and $\mathrm{L}_{\mathrm{q}}$ are divided by the effective average arrival rate, $\lambda_{\mathrm{e}}=\lambda\left(1-\mathrm{P}_{\mathrm{F}}\right)$.


FIGURE A9.7 Transition Diagram for the M/M/k/F Queuing System

The performance measures given for this system in Table 9.6 of the text are obtained using balance equations.

## Transition Diagram for an $M / M / 1 / / m$ Queuing System

Figure A9.8 gives the transition diagram for an $M / M / 1 / / \mathrm{m}$ system. From this network balance equations can be derived that lead to the performance measure formulas given for this system in Table 9.6.


FIGURE A9.8 Transition Diagram for the $M / M / 1 / m$ System

Assembly Line Balancing-An Application of Tandem Queues

Analyzing production assembly lines is an important management science task. In an assembly line, a product visits a series of workstations in a given sequence. One can therefore envision an assembly line as a tandem queue in which the workstations correspond to servers and the items being produced correspond to arriving customers. In most assembly-line situations, products arrive at the workstations at regularly defined intervals, not according to a Poisson process, and service times at each workstation are relatively constant.

In order for an assembly line to operate efficiently, the length of time a product spends at any one workstation should be approximately the same as the time it spends at any other. Otherwise, large imbalances in workload will occur, resulting in decreased overall productivity and declining employee morale, as overburdened workers may become jealous of the less strenuous jobs held by some of their peers. Hence it is important to define the work tasks so that the time at each station is relatively balanced.

A key to assembly-line balancing is the proper definition of worker jobs. A typical product assembly operation consists of tens or even hundreds of separate tasks. Generally, an individual worker is responsible for several of these tasks. The objective is to allocate these tasks to workers so that production throughput is maximized or, equivalently, so that the cycle time needed to produce a unit is minimized.

Most assembly lines have a precedence ordering of some tasks. For example, at an automobile assembly plant, a worker cannot put tires on a car until both the axles and the wheels are attached. It also might not be possible to do certain tasks at the same workstation. For instance, automobile assemblers might not be able to work on the right and left sides of the car at a given workstation. This constraint is known as a zoning restriction. In other instances, some tasks may have to be done together. Still others may involve several workers. Because of all these factors, as-sembly-line balancing can be quite a difficult problem to solve and implement.

To illustrate the concepts of assembly line balancing, consider the production line at McMurray Machine Company.

## MCMURRAY MACHINE COMPANY

McMurray Machine Company is a small manufacturer of lawn mowers and snow blowers. The company has set up an assembly line to produce its 21-inch rear bagger rotary mower. The assembly operation currently consists of four workstations, as detailed in Table A9.1.

Table A9.1 McMurray Machine's Workstations

| Station | Operations | Average Job <br> Time (Minutes) |
| :---: | :---: | :---: |
| 1 | Stamp mower body and handle; attach control bar to <br> handle | 2 |
| 2 | Mount engine unit to body; attach backstop; blade, wheels, <br> and handle latches | 4 |
| 3 | Attach mower handle, control bar, cables, grass bag collar <br> 4 | 3 | | Connect control bar; insert spark plug; quality inspection; |
| :---: |
| packaging |$\quad 3$.

Thus the entire production operation takes $2+4+3+3=12$ minutes. Since, at present, the lawn mower spends the greatest amount of time at station 2, this station is, in effect, a bottleneck for the assembly process. The four minutes spent at station 2 means that the maximum number of lawn mowers that can be produced each hour is $60 / 4=15$. Management would like to determine whether it can increase productivity through better balancing of the tasks.

## SOLUTION

One way to balance the line is to schedule the operations so that the work at each station takes three minutes. This might be accomplished by switching some of the work done at station 2 to station 1. If this were possible, McMurray could produce $60 / 3=20$ lawn mowers per hour, or one lawn mower every three minutes. Hence proper assembly-line balancing has the potential to reduce the cycle time from four to three minutes (a $33.33 \%$ increase in productivity) using the same resources.

But suppose McMurray needed to produce only 15 mowers per hour (a cycle time of four minutes). Then, if it is possible to divide the work equally between any number of workstations, only three workstations, with four minutes of work each, are necessary (instead of the four workstations currently being used). Unfortunately, it is not always possible to divide the tasks equally among workstations.

Another way to balance the line is to place a different number of workers at each station in an effort to equalize the production rates among the stations. While the reduction in job time at a workstation achieved by adding more workers may or may not be proportional to the number of workers, a reduction in average job time at the station can be expected.

Still another way to achieve equality in the output of the operations assigned to various workstations is to assign multiple workstations to perform the same operations. For example, suppose business expanded and McMurray needed to produce 60 mowers per hour. Station 1 can work on $60 / 2=30$ units per hour, station $260 / 4=15$ units per hour, and stations 3 and $460 / 3=20$ units per hour. The assembly line can then be balanced by setting up two station 1 locations, four station 2 locations, three station 3 locations, and three station 4 locations, as shown in Figure A9.9. The total output for the 12 workstations is the required 60 units per hour.


Although McMurray can achieve a production rate of 60 mowers per hour by using four separate assembly lines, because of equipment and floor space considerations, increasing the number of individual workstations to equalize the production rate is generally the less costly alternative.

## The Ranked Position Weight Technique

A typical approach taken in assembly-line balancing is to specify a desired cycle time and determine the smallest number of workstations necessary to produce goods within that amount of time. Another objective is to minimize the total amount of idle time at all workstations. Techniques such as integer (see Chapters 2 and 3 ) and dynamic programming (see Chapter 13 on this CD-ROM) can be used to determine an optimal solution to assembly-line balancing problems. Because of the computational complexity of these methods, however, heuristic techniques are frequently used instead.

One such heuristic method that has proven successful is the ranked position weight technique, as described below:

## Ranked Position Weight Technique

1. For each task find the total job time as well as the time for all tasks for which that task is a predecessor.
2. Rank the jobs in descending order of these total times.
3. Consider workstation 1 the current workstation.
4. Assign the lowest ranked task not already assigned to the current workstation, unless by adding this task the time at the current workstation would exceed the desired cycle time. In this latter case, designate a new workstation as the current workstation and assign the task as the first one done at this workstation.
5. Repeat step 4 until all tasks have been assigned to workstations.

To demonstrate this method, reconsider the McMurray lawn mower example.

## MCMURRAY MACHINE COMPANY (CONTINUED)

Demand for the McMurray 21-inch rear bagger rotary mower has increased to the point at which the company desires a cycle time of three minutes. Table A9.2 gives the completion times and precedence relations of the 17 tasks required to manufacture the lawn mower.

Table A9.2 Tasks Required to Manufacture a Lawn Mower

| Tasks | Must Follow Job | Job Time (seconds) |
| :--- | :---: | :---: |
| A-Stamp out mower body | - | 40 |
| B-Stamp out mower handle | - | 50 |
| C-Bolt engine to mower body | A | 55 |
| D-Attach back stop to mower body | A | 30 |
| E-Attach left wheels and handle latch | C | 65 |
| F-Attach right wheels and handle latch | C | 65 |
| G-Attach grass bag collar | E | 30 |
| H-Attach blade | C | 25 |
| I-Attach throttle cable to engine | F, G | 35 |
| J-Attach control bar cable to engine | I | 50 |
| K-Insert spark plug | H | 20 |
| L-Attach control bar to handle | B | 30 |
| M-Attach handle to mower | L | 20 |
| N-Attach throttle cable to handle | M | 50 |
| O-Attach control bar cable to control bar | N | 45 |
| P-Test mower | D, J, K, O | 50 |
| Q-Pack mower | P | 60 |

Figure A9.10 gives the project graph corresponding to this work flow, with the activities corresponding to arcs. The company would like to balance its assembly line using the smallest number of workstations.


FIGURE A9.10 Work Flow Project Graph for McMurray Lawn Mowers

## SOLUTION

Table A9.3 summarizes the total remaining times for each task corresponding to step 1 of the rank position weight heuristic. For example, task A is the predecessor for tasks C, D, E, F, G, H, I, J, K, P, and Q. Thus the total remaining time for task A is the time needed to do tasks A, C, D, E, F, G, H, I, J, K, P, and Q, or 525 seconds. By contrast, task P is the predecessor only for job Q . Hence the total remaining time corresponding to task P is the time to do jobs P and Q , or 110 seconds. The lowest rankings are assigned to those tasks with the highest remaining times. Note that a ranking ending in .5 denotes a tie in the rank ordering.

Table A9.3 Ranking for Tasks Required to Manufacture a Lawn Mower

| Total <br> Time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| A-Stamp out mower body | 40 | C, D, E, F, G, H, I, J, K, P, Q | 525 | 1 |
| B-Stamp out mower handle | 50 | L, M, N, O, P, Q | 305 | 3 |
| C-Bolt engine to mower body | 55 | E, F, G, H, I, J, K, P, Q | 455 | 2 |
| D-Attach back stop to mower body | 30 | P, Q | 140 | 14 |
| E-Attach left wheels and handle latch | 65 | G, I, J, P, Q | 290 | 4 |
| F -Attach right wheels and handle latch | 65 | I, J, P, Q | 260 | 5 |
| G-Attach grass bag collar | 30 | I, J, P, Q | 225 | 6.5 |
| H-Attach blade | 25 | $\mathrm{K}, \mathrm{P}, \mathrm{Q}$ | 155 | 12.5 |
| I-Attach throttle cable to engine | 35 | $J, P, Q$ | 195 | 10 |
| J-Attach control bar cable to engine | 50 | P, Q | 160 | 11 |
| K-Insert spark plug | 20 | P, Q | 130 | 15 |
| L-Attach control bar to handle | 30 | $\mathrm{M}, \mathrm{N}, \mathrm{O}, \mathrm{P}, \mathrm{Q}$ | 255 | 6.5 |
| M-Attach handle to mower | 20 | $N, O, P, Q$ | 225 | 8 |
| N -Attach throttle cable to handle | 50 | $\mathrm{O}, \mathrm{P}, \mathrm{Q}$ | 205 | 9 |
| O-Attach control bar cable to control bar | 45 | P, Q | 155 | 12.5 |
| P -Test mower | 50 | Q | 110 | 16 |
| Q-Pack mower | 60 | - | 60 | 17 |

In step 3, workstation 1 is made the current workstation. The first assignment to this station in step 4 is the task with the lowest ranking, task A (rank 1). The time allotted for this task is 40 seconds. Task C (rank 2) takes 55 seconds. Adding this task to workstation 1 results in a total time of 95 seconds, which does not exceed the desired cycle time of 3 minutes ( 180 seconds). Adding task B (rank 3) increases the time at workstation 1 to $95+50=145$ seconds, which is still less than 180 seconds. The next lowest ranked task is task E (Rank 4). But adding its time of 65 seconds brings the total time of workstation 1 to 210 seconds. Since this exceeds the desired 180 -second cycle time, task E is instead assigned as the first task of a new workstation 2 .

Tasks continue to be assigned to workstation 2 in rank order until adding another task results in a total time greater than the desired cycle time. In doing so, tasks E, F, and G (ranks 4, 5, and 6.5) are assigned to workstation 2, requiring $65+65+30=160$ seconds. Task L (rank 6.5) would then be the first task assigned to workstation 3. Following this procedure for the remaining tasks and workstations results in the workstation assignment given in Table A9.4.

Table A9.4 Workstation Assignments for Lawn Mower Production

| Workstation | Tasks | Total Task Time <br> (seconds) | Total Idle Time <br> (seconds) |
| :---: | :--- | :---: | :---: |
| 1 | A, B , C | 145 | 35 |
| 2 | E, F, G | 160 | 20 |
| 3 | I, L, M, N | 135 | 45 |
| 4 | D, H, J, K, O | 170 | 10 |
| 5 | P, Q | 110 | 70 |

In this solution, the cycle time is actually 170 seconds. There is, however, a wide variance in the amount of idle time among the different workstations. Unfortunately, finding an equal allocation to the workstations for the tasks that make up the assembly of a lawn mower is impossible. To achieve a cycle time of 170 seconds, five workstations are necessary. By using five workstations, however, it is possible to reduce the cycle time below 170 seconds. Table A9.5 shows how task assignments to five workstations result in a cycle time of only 160 seconds. This assignment also results in more than a $50 \%$ reduction in total idle time, as well as a more equal balance of idle time among the workstations than the assignment given in Table A9.4.

Table A9.5 Workstation Assignments for Lawn Mower Production

| Workstation | Tasks | Total Task Time <br> (seconds) | Total Idle Time <br> (seconds) |
| :---: | :---: | :---: | :---: |
| 1 | A, B, C | 145 | 15 |
| 2 | E, F, G | 160 | 0 |
| 3 | I, L, M, N | 135 | 25 |
| 4 | D, H, J, O | 150 | 10 |
| 5 | K, P, Q | 130 | 30 |

If McMurray management were willing to accept a cycle time of 200 seconds, by applying the ranked position weight technique, the assembly line would require only four workstations, as shown in Table A9.6.

Table A9.6 Workstation Assignments for Lawn Mower Production

| Workstation | Tasks | Total Task Time <br> (seconds) | Total Idle Time <br> (seconds) |
| :---: | :--- | :---: | :---: |
| 1 | A, B, C | 145 | 55 |
| 2 | E, F, G, L | 190 | 10 |
| 3 | I, J, M, N, O | 200 | 0 |
| 4 | D, H, K, P, Q | 185 | 15 |

Although this heuristic method is easy to employ, it does not address many practical issues concerning assembly-line balancing, such as the degree of job interest and skill level necessary to perform the tasks assigned to each workstation. It makes little sense, for example, to assign a highly paid worker to a workstation at which some of the tasks require extensive expertise, while others are tedious and of a lower skill level. By incorporating such concerns into the assignment process, firms can often realize significant increases in productivity. Such issues frequently are the subject of human factors and industrial engineering studies.

## Problems

1. Hotspot Appliance Company is planning an assembly line for its new model 4321 electric dryer. The tasks making up the dryer assembly, together with their estimated times and predecessors, are as follows.

| Tasks | Must <br> Follow Job | Job Time <br> (seconds) |
| :--- | :--- | :---: |
| A. Build chassis | - | 45 |
| B. Attach heating coil to front panel | - | 35 |
| C. Attach sides to front panel | B | 45 |
| D. Attach top to sides and front | C | 30 |
| E. Attach control unit to control panel | D | 25 |
| F. Attach control panel to dryer top | E | 35 |
| G. Attach thermostat to drum | - | 20 |
| H. Attach drum to chassis | A, G | 35 |
| I. Attach motor to chassis | A, G | 35 |
| J. Attach motor switch to chassis | I | 15 |
| K. Attach dryer belt to motor | H, J | 10 |
| L. Wire motor to control unit | K, F | 30 |
| M. Wire drum to control unit | L | 30 |
| N. Attach panel assembly to chassis | M | 40 |
| O. Attach leveling screws to dryer | A, G | 30 |
| P. Attach heat discharge vent to dryer | N | 40 |
| Q. Insert lint filter in dryer drum | H, J | 10 |
| R. Attach dryer back | P | 35 |
| S. Attach front door to dryer | B | 30 |
| T. Test dryer | O, Q, R, S | 40 |
| U. Pack dryer | T | 45 |

Using the ranked position weight technique, determine which tasks should be assigned to which workstations if

Hotspot desires a cycle time of (i) 4 minutes; (ii) 3 minutes.
2. Panasony has an assembly line for manufacturing 19inch color stereo television sets. The following table lists the tasks, average task time, and predecessor information of the operations involved in their production.

| Tasks | Must <br> Follow Job | Job Time <br> (seconds) |
| :--- | :--- | :---: |
| A. Stamp out chassis body | - | 25 |
| B. Attach transformer to chassis | A | 30 |
| C. Attach picture circuit board to chassis | A | 30 |
| D. Attach sound circuit board to chassis | B | 25 |
| E. Attach antenna gain circuit to chassis | C | 25 |
| F. Attach antenna to chassis | A | 30 |
| G. Attach tuner circuit to chassis | D, E | 45 |
| H. Attach speakers to console | B | 45 |
| I. Attach infrared R/C unit to chassis | $\mathrm{D}, \mathrm{E}$ | 35 |
| J. Attach picture tube to chassis | $\mathrm{F}, \mathrm{G}$ | 50 |
| K. Attach electrical cord to transformer | $\mathrm{I}, \mathrm{J}$ | 20 |
| L. Attach control knobs | K | 40 |
| M. Insert chassis in console | $\mathrm{H}, \mathrm{K}$ | 30 |
| N. Attach back of set to console | M | 25 |
| O. Test set | N | 35 |
| P. Pack set | O | 50 |

Using the ranked position weight technique, determine the assignment of tasks to workstations if Panasony wants a cycle time of (i) three minutes; and (ii) two minutes.

## LCASE A9.1: KSB Computers, Inc.

KSB Computers, Inc. produces desktop, server, and notebook computers. KSB produces its circuit boards, keyboards, and display units at its various worldwide factories. These components are shipped to the firm's southern California factory for final assembly.

The assembly process for manufacturing Premium Exec notebook computers consists of the following 26 tasks:

|  | Must <br> Follow <br> Tob | Job Time <br> (seconds) |
| :--- | :--- | :---: |
| Tasks | - | 15 |
| A: Install system chassis into base | A | 25 |
| B: Install floppy disk mounting bracket | B | 35 |
| C: Install floppy disk (F/D) assembly | D: Plug I/O board into mother board (M/B) | - |
| A, D | 15 |  |
| E: Install mother board | E | 70 |
| F: Secure I/O board | A | 30 |
| G: Install daughter board to mother board | A | 15 |
| H: Attach floppy disk signal cable to F/D | E, G | 15 |
| I: Attach floppy disk signal cable to M/B | E, H | 30 |
| J: Install hard disk (H/D) assembly | F | 20 |
| K: Connect hard disk signal cable to M/B | J | 20 |
| L: Attach floppy disk power cable to F/D | C | 15 |
| M: Attach hard disk power cable to H/D | J | 20 |
| N: Attach floppy disk power cable to M/B | E | 15 |
| O: Attach hard disk power cable to M/B | J, M, N | 15 |
| P: Install battery door | A | 50 |
| Q: Install speaker assembly to chassis | L | 60 |
| R: Mount display on base | Q | 45 |
| S: Install display interface board (I/B) | P, R | 25 |
| T: Connect display signal cable to I/B | S | 25 |
| U: Connect lamp display cable | K | 25 |
| V: Attach display top to display base | O, U | 30 |
| W: Install latch assembly | Q | 40 |
| X: Plug keyboard cable into mother board | G | 20 |
| Y: Install option board access panel | V, W, X | 30 |
| Z: Install battery pack | T, Y | 45 |

After the units are completely assembled, each receives a system inspection and then goes into an eight-hour "burn in" period for final testing. Prepare a business report addressing the following issues:

1. KSB management would like to produce 48 notebook computers per hour. How should the tasks be allocated among workstations to accomplish this?
2. How would your answers in part (1) change if KSB wanted to set up two assembly lines, each producing 24 notebook computers per hour?
3. KSB management believes that by doing tasks $\mathrm{B}, \mathrm{C}$, and L at the same workstation, it can reduce the total
time for these tasks from 90 seconds to 80 seconds. Alternatively, by doing tasks B, C, L, and Q at the same workstation, it can reduce their total time from 140 seconds to 130 seconds. Which, if any, of these tasks should KSB consolidate at the same workstation if the company were going to set up (a) a single line capable of producing 48 units per hour or (b) a double line, each capable of producing 24 units per hour?
4. In light of the answers to parts (1-3), what is your recommendation to KSB management regarding the assembly-line configuration? Provide your reasoning.

## APPENDIX 10.1

## Conducting a Next-Event Simulation Using Extend

FIGURE A10.1
Extend Model for Capital Bank Problem

While using Excel and an add-in such as Crystal Ball can be a successful means of performing simulation analyses, both have certain shortcomings. One is that the modeler must work out the logic of the simulation and program the cells in Excel properly. Another is that the simulations do not show any animation. A third drawback is that most analyses are limited to discrete systems.

As mentioned in Chapter 10 of the text, a number of simulator programs exist which can enable the analyst to develop a simulation model with little or no programming necessary. One such program (which also has the capability of showing animation and handling continuous systems) is Extend, a product of Imagine That, Inc. A student version of Extend is included on this CD-ROM.

Extend will be illustrated by developing a simulation to model the queuing system faced by Capital Bank in Section 10.4 of the text. This simulation is contained on this CD-ROM under the file name capitalbank.mox.

Figure A10.1 shows the simulation for this system developed using Extend. To understand how this model was constructed, one needs to have a basic understanding of how Extend works. In Extend a number of types of libraries are available. Among the most important of these libraries are generic (listed as GENERIC.LIX), useful in constructing fixed time and continuous simulations, and discrete (listed as DISCRETE EVENT.LIX), useful in constructing nextevent simulations. Since one normally wishes to have some output generated, the plotter library (listed as PLOTTER.LIX) is also frequently used.


The simulation for Capital Bank is a next-event (discrete event) simulation. Thus the discrete library will be principally used to construct this model. One can also use elements from the generic library to construct discrete simulations. This is done in this model. However, one cannot use elements from the discrete library when constructing continuous simulations.

To conduct a new simulation one selects New Model under the file menu. The steps in developing the simulation are as follows:

1. To start developing the simulation model first open up the necessary libraries. This is done by choosing Library on the menu bar and then selecting Open Library. This gives the dialogue box shown in Figure A10.2.

FIGURE A10.2
Extend Open Library Dialogue Box

FIGURE A10.4
Opening Libraries in Extend
2. Highlight the appropriate libraries and click the Open box to add them to the list of libraries that will be used during the simulation. For this simulation the DISCRETE EVENT, Generic, and Plotter libraries need to be opened.
Doing so adds the three libraries to the bottom of the Library menu as shown in Figure A10.3.

| Open Library... | Ctrl+L |
| :--- | ---: |
| Close Library... |  |
| New Library... |  |
| Tools |  |
| DISCRETE EVENT.LIX |  |
| GENERTC.LIX |  |
| PLOTER.LIX |  |
| UTIITIES.LIX |  |

FIGURE A10.3
Extend Library Listing
3. To open a given block, first open the library containing the block. This is done by highlighting the library name (put the mouse over the name and left click). For example, if one wishes to open a block in the discrete event library, DISCRETE EVENT.LIX would be highlighted. This gives the selection shown in Figure A10.4.

4. From Figure A10.4 it is seen that except for the Executive box, there are sublibraries that must also be opened to find the appropriate box. All discrete event simulations must begin with an Executive Block (a special box that controls the timing of the simulation). The Executive block looks as follows:


The Executive Block must go to the left of any other blocks contained in the simulation. Click on Executive in the library to add this block to the simulation. If it is not at the left-hand side of the simulation, it can be moved by dragging the block to the desired location.
5. The first block that is actually used in performing the simulation is one that will generate customers into the process. This block is aptly called a Generator block and is found in the Generator sublibrary. Click on it to add it to the simulation. This block looks as follows.


Notice that the Generator block has a small box on the right-hand side and four small boxes on the bottom. The small box on the right-hand side is where the output of the Generator block exists. The four small boxes along the bottom are used for appropriate inputs. To see the selection of options for any block, just double click on the block. If one double clicks the Generator block, we get the dialogue box shown in Figure A10.5 is obtained.


FIGURE A10.5
Extend Generator Dialogue Box

A few points are worth noting regarding this box. First, note that the default distribution for generating customer arrivals is the exponential distribution with a mean of 1 . Since the interarrival time distribution for the Capital Bank problem is a discrete distribution, the interarrival time distribution must be changed from exponential to Empirical Table. This is done by clicking on exponential and selecting Empirical Table. After doing this and putting in the appropriate interarrival time distribution for Capital Bank, the dialogue box will look as shown in Figure A10.6.


FIGURE A10.6 Extend Generator Dialogue Box

There are a number of tabs at the top of this box. Clicking on the Animate tab selects the form of animation that will be used for this block if the simulation is to be animated. The choices for the animation are given in the menu shown in Figure A10.7.

Since the Capital Bank simulation deals with people, Person is selected.
There is also a Help box at the bottom left-hand corner of the dialogue box. Clicking on Help gives information regarding the options available for the box and the purpose of the input options. Figure A10.8 gives a snapshot of the Help dialogue box for the Generator block
6. The next block that is needed for the simulation is a Queue block. Since the waiting line is assumed to be first in-first out or FIFO, select Queue, FIFO from the Queues sublibrary within the discrete event library. Drag this block to the right of the Generator block and click the mouse while it is not on the Queue icon. This gives the display shown in Figure A10.9.

FIGURE A10.7
Extend Animation Menu

FIGURE A10.8
Extend Generator Help Dialogue Box

FIGURE A10.9 Partially Built Model in Extend

| Box |
| :--- |
| Business person |
| Car |
| Circuit |
| Computer |
| Executive |
| Food |
| Forklift |
| Labor |
| Mail |
| Money |
| Pallet |
| Paper |
| Part |
| Person |
| Plane |
| Ship |
| Stack |
| Telephone |
| Tool |
| Truck |
| Green circle |
| Yellow circle |
| Red circle |
| Blue circle |

- 回区 Virtual Memory(MB): 1810.6
Provides items for a discrete event simulation at specified interarrival times. Choose either a distribution on the left, or choose the empirical distribution and enter probabilities in the table. Items can be created with a random distribution or at a constant rate of arrival. You can also specify the number of items output at each event in the dialog or at the $/ /$ connector.

This block provides items at specified interarrival rates. Since it always pushes items, this block should usually be followed by a Queue or Resource block when used to provide items for the model. Otherwise, you may lose some items that are generated. If an arrival rate of 0 or less occurs, items are generated immediately (at the time the 0 or less value occurs).

The parameters for the distribution arrival times are set in the dialog. The random distributions include: beta, binomial, constant, empirical, Erlang, exponential, gamma, hyperexponential, log normal, normal, Pearson type V, Pearson type VI, Poisson, Triangular, uniform integer, uniform real, and Weibull. The empirical distribution may have up to 20 points and may be interpreted as a discrete, stepped, or interpolated distribution. The input connectors 1,2 , and 3 allow you to change the parameters of the random distribution as the simulation progresses.

## Dialog Choices

(1): A variable that changes with the type of random number.


The Queue block has an input connector at the top and an output connector at the right (the small boxes next to the larger icon). Three boxes labeled F, L, and W are used to generate output that may be useful to the analyst. The F connector outputs 1 when the block is full; otherwise the output is 0 . The L connector outputs the number of items in the queue at the current time. The W connector outputs the waiting time for items leaving the queue. The L and W connectors are often connected to a plotter in order to see the status of the queue over time. Within the dialogue box are other options such as setting the maximum queue length and viewing the results of the simulation after it is run.
7. In order to have the simulation run properly, the Generator block needs to be connected to the Queue block. To do this, position the mouse over the small box on the right-hand side of the Generator block until a small icon that looks like a pen appears. Drag this pen icon until the line connects with the small box on top of the Queue block and the line becomes bold. Releasing the mouse inserts the connection as shown in Figure A10.10. Note that to delete a connection one would move the mouse over the connection, right click the mouse, and select clear connection.


FIGURE A10.10 A Connection Between Two Blocks in Extend
8. Now insert three blocks, one for each server as follows. Select Activity Delay from the Activities sublibrary in the discrete event library. The Activity Delay block, which is shown in Figure A10.11, has an input on the left and an output on the right.


## FIGURE A10.11 Activity Delay Block in Extend

Since there are three servers, three of these blocks are needed. Although this can be done by inserting the block three times, the easiest way to do it is to copy the block by right clicking the mouse while it has the block highlighted. Then paste it twice by again right clicking the mouse.

The output labeled T in the Activity Delay block shows the time the block is in use, while the output labeled $U$ shows the block utilization. The block is set up to have a fixed time delay (the default is 1 ). If the delay is not a fixed amount of time (such as for the Capital Bank model), one can override the default delay by connecting a different delay and attaching it to the D connector.

The delays for the servers in the Capital Bank problem should follow the service time distributions for the head teller, Ann, and the associate tellers, Bill and Carla. Therefore two random number generators are needed. Go to the Generic library, look in the Inputs/Outputs sublibrary, and select Input Random Number. Insert two of these blocks, one for each type of server.
9. Make the connections between the Queue block and each of the three servers and the Random Number generator blocks and the three servers. This gives the model shown in Figure A10.12.

The Random Number generator at the top of this figure will be used to generate the service times of the head teller, while the Random Number generator at the bottom of the figure will be used to generate the service times for the associate tellers. Notice that the connection between the top Random Number generator and the top Activity Delay block consists of a

FIGURE A10.12 Partially Built Model in Extend

FIGURE A10.13
Extend Dialogue Box for Random Number Generator Block

series of straight lines. This was done for cosmetic purposes so that the connection did not pass through any blocks. To get a connection comprised of a series of line segments, just release the left button on the mouse after each segment and then reclick on the left mouse button and make the next segment. Keep doing this until the connection has been made. If a mistake is made one can always right click to clear the connection segment.
10. After the connections have been made, define the service time distribution in the Random Number generator blocks. Clicking on the block, gives the dialogue box shown in Figure A10.13. One can choose from different distributions. For this model, select Empirical Table for this distribution and input the appropriate service distribution. The values in Figure A10.13 correspond to the service time distribution for the head teller.

The input for the Random Number generator block for the associate teller service times can be entered in an analogous fashion.


FIGURE A10.14
Plotted Output from an Extend Simulation Run

FIGURE A10.15
Results from an Extend Simulation Run
11. One then inserts an Exit block, which is used to indicate that the simulation is ending. Exit blocks are found in the Routing sublibrary in the Discrete Event library. Two types of Exit blocks are found in this sublibrary: Exit and Exit(4). The difference between these two blocks is that the Exit(4) block allows up to four inputs. Since three servers are to be connected to the Exit block, the Exit(4) block is selected to add to the model. After inserting the Exit(4) block, connect all three Activity Delay blocks to it.
12. The simulation model is effectively completed at this point. However, one may wish to add a plotter block to the simulation model to record and plot the number of people waiting in line to begin service over time. This is done by selecting Plotter, Discrete Event in the Plotter library. Then connect the L output from the Queue block to the top plotter block. This gives the simulation model presented in Figure A10.1 earlier.

Now the simulation can be performed by selecting the Run menu. Under Simulation Setup, select to end simulation at time 30,000 and choose 999 as the random number seed. Click on Run Now to generate the plotter output shown in Figure A10.14.


Should one desire, the output data from Extend can be copied into Excel for further analysis.

To see the summary results for the simulation, highlight the Queue block and select the Results tab. This gives the dialogue box shown in Figure A10.15.


It is seen that for this simulation run, there were 37,456 arrivals and 37,442 departures. (Note that Extend is doing the simulation based on a time of 30,000 minutes, not on the number of customer arrivals as was done using Excel and Crystal Ball.) Hence at the end of the simulation there were 14 customers still in the system. For this simulation run then, the average length of the waiting line is 4.459 and the average time a customer spends waiting in line is 3.57 minutes. This value falls within the $95 \%$ confidence interval determined for the average time a customer spends waiting in line calculated by the results from Crystal Ball in Section 10.7.

## APPENDIX 10.2

## Generating Pseudo-Random Numbers Using the Linear Congruential Method

A pseudo-random number generator that is typically used in computer simulations is based on the linear congruential method. In this method, integers $\mathrm{Y}_{\mathrm{i}}$ are generated using the following recursive formula:

$$
Y_{i+1}=\left(k Y_{i}+c\right) \operatorname{Mod} m
$$

In this formula,

$$
\begin{aligned}
\mathrm{Y}_{\mathrm{i}} & =\text { the } \mathrm{i}^{\text {th }} \text { integer generated } \\
\mathrm{k} & =\text { a positive integer } \\
\mathrm{c} & =\text { a nonnegative integer } \\
\mathrm{m} & =\text { a large positive integer } \\
\operatorname{Mod} \mathrm{m} & =\text { the "remainder" when the number is divided by } \mathrm{m}
\end{aligned}
$$

To generate random numbers using this method, an initial seed value must be supplied for $\mathrm{Y}_{\mathrm{i}}$. Subsequent values are found by multiplying the current value, $\mathrm{Y}_{\mathrm{i}}$, by k , adding this product to c , and dividing the sum by m . The remainder becomes the next random number value, $\mathrm{Y}_{\mathrm{i}+1}$.

For example, suppose $\mathrm{k}=5, \mathrm{c}=1$, and $\mathrm{m}=8$. If a seed value of 2 is supplied for the sequence, then the next number is 3 , the remainder when $11(=5 * 2+1)$ is divided by 8 . The next number is 0 , the remainder when $16(=5 * 3+1)$ is divided by 8 . Continuing in this fashion, the following sequence of numbers is obtained: $2,3,0,1,6,7,4,5,2,3,0,1,6,7,4,5,2,3,0,1,6 \ldots$

Note that this sequence repeats after every eight numbers, which is the value for m . Because a sequence generated using this technique repeats itself at least every m numbers, a good pseudo-random number generator needs to use an extremely large value for m to ensure that the random number sequence will not duplicate itself during a simulation run.

Typically, random number generators used in commercial codes express the numbers generated as decimal values between 0 and 1 . This can be done, for example, by dividing the $\mathrm{Y}_{\mathrm{i}}$ values generated by the linear congruential method into sequences of j numbers and placing a decimal point before each sequence.

For example, if three-digit random numbers are desired and the computer generates random numbers using $\mathrm{k}=5, \mathrm{c}=1$, and $\mathrm{m}=8$ (as above), the first four random numbers are $.230, .167, .452$, and .301 .

Just using a large value for m does not ensure that the random number sequence will not repeat itself more frequently than every m number. The numbers k and c must also be chosen properly. For example, if the values $\mathrm{k}=4, \mathrm{c}=0$, and $\mathrm{m}=8$ are used together with a seed value of 2 , the formula yields the following sequence of numbers: $2,0,0,0,0,0,0,0,0,0, \ldots$ That is, after the initial seed value of 2 , all subsequent random numbers generated are 0 's. This is clearly not a random sequence of numbers!

Much research has been done to find appropriate values for $\mathrm{k}, \mathrm{c}$, and m so that the pseudo-random number generator operates properly. The interested reader should consult a text in simulation, such as Simulation Modeling and Analysis by Law and Kelton.

## Statistical Tests for Comparing Simulation Results

A number of statistical tests can be used to compare the results of simulation analyses. Among the more useful are the Mann-Whitney test, the matched-pair test, and the analysis of variance technique. To illustrate these concepts, consider the inventory policy for a particular brand of bread maker at Allen Appliance Company.

Suppose that Allen wishes to consider inventory policies in which orders are placed when the inventory level reaches 10 units or less at the end of a week. The company specifically wishes to compare the order point, order quantity policy of ordering exactly 25 bread makers versus the order point, order up to level policy of ordering an amount equal to 35 less the stock on hand at the time of reordering.

To compare these two policies, Allen has developed an Excel simulation and performed 10 simulation runs of 100 weeks duration for each policy. The results of the 10 pairs of simulations are summarized in Table A10.1.

Table A10.1 Average Weekly Inventory Cost
\(\left.$$
\begin{array}{rcc}\hline & \begin{array}{c}\text { Order 25 When Supply } \\
\text { Reaches } 10 \text { or Less }\end{array} \\
\text { Mean Cost Over 100 Weeks }\end{array}
$$ \quad \begin{array}{c}Order 35 Less Stock on <br>
Hand When Supply <br>
Reaches 10 or Less <br>

Rean Cost Over 100 Weeks\end{array}\right]\)| 1 | $\$ 29.19$ | $\$ 26.51$ |
| :---: | :---: | :---: |
| 2 | $\$ 28.77$ | $\$ 32.52$ |
| 3 | $\$ 30.05$ | $\$ 27.15$ |
| 4 | $\$ 40.46$ | $\$ 29.39$ |
| 5 | $\$ 36.33$ | $\$ 25.82$ |
| 6 | $\$ 31.33$ | $\$ 32.20$ |
| 7 | $\$ 27.79$ | $\$ 29.21$ |
| 8 | $\$ 45.31$ | $\$ 31.07$ |
| 10 | $\$ 36.28$ | $\$ 27.91$ |

## MANN-WHITNEY TEST

One method used to determine whether there is a statistical difference in the output of the two policies is the Mann-Whitney test. For this test the two data sets are considered as a single set. The data are then ranked in ascending order with rank 1 corresponding to the lowest cost, and rank 20 corresponding to the highest cost. The rankings of the first data set are then summed with the sum denoted as r . Table A10.2 contains the rank values for the data in the two sets as well as the rank sum for each set. As can be seen, $\mathrm{r}=126$.

The total sum of the rankings is $(1+2+3+\ldots+19+20)=210 .{ }^{1}$ If there were no difference between the two data sets, one would expect the rank sums of the two sets to be approximately equal to one-half the total rank sum, or 105 each. The Mann-Whitney test procedure works by comparing the value of $r$ to the expected rank sum of 105 .

[^93]Table A10.2 Mann-Whitney Test for Comparing Inventory Policies

| Run | Order 25 When Supply Reaches 10 or Less |  | Run | Order 35 Less Stock on Hand When Supply Reaches 10 or Less |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean Cost Over 100 Weeks | Rank |  | Mean Cost Over 100 Weeks | Rank |
| 1 | \$29.19 | 7 | 1 | \$35.51 | 16 |
| 2 | \$28.77 | 6 | 2 | \$26.42 | 2 |
| 3 | \$30.05 | 10 | 3 | \$32.52 | 15 |
| 4 | \$40.46 | 19 | 4 | \$27.15 | 3 |
| 5 | \$36.33 | 18 | 5 | \$29.39 | 9 |
| 6 | \$31.33 | 13 | 6 | \$25.82 | 1 |
| 7 | \$27.79 | 4 | 7 | \$32.20 | 14 |
| 8 | \$45.31 | 20 | 8 | \$29.21 | 8 |
| 9 | \$36.28 | 17 | 9 | \$31.07 | 11 |
| 10 | \$31.32 | 12 | 10 | \$29.91 | 5 |
|  | RANK SUM | $r=\overline{126}$ |  |  | $\overline{84}$ |

If the two data sets are drawn from populations with the same distribution, then the random variable $R$, representing the rank sum of the first data set, is distributed approximately normally with the following mean and standard deviation:

$$
\begin{gather*}
\mu=\mathrm{n}^{2}+\frac{\mathrm{n}}{2}  \tag{A10.1}\\
\sigma=\mathrm{n} \sqrt{\frac{2 \mathrm{n}+1}{12}} \tag{A10.2}
\end{gather*}
$$

where n is the number of simulation runs conducted for each policy.
Since $\mathrm{n}=10$ observations, the rank sum of the first data set, R , should be approximately normally distributed with mean,

$$
\mu=(10)^{2}+\frac{10}{2}=105
$$

and standard deviation,

$$
\sigma=10 \sqrt{\frac{2(10)+1}{12}}=13.23
$$

To determine whether the calculated value for $\mathrm{r}, 126$, is significantly different from the expected value of 105 (indicating that one should reject the hypothesis that there is no difference between the two sets of runs), the following testing procedure is used:

## Mann-Whitney Test

$\mathrm{H}_{0}$ : The data sets are drawn from the same population.
$H_{A}$ : The data sets are drawn from different populations.
Test: Reject $\mathrm{H}_{0}$ if $|\mathrm{z}|>\mathrm{z}_{\alpha / 2}$, where the test statistic $\mathrm{z}=(\mathrm{r}-\mu) / \sigma$.

## Applying the Mann-Whitney Test to the Allen Appliance Company Problem

For the Allen Appliance Company simulation data, if a value of $\alpha=.05$ is used, the test becomes:

$$
\text { Reject } \mathrm{H}_{0} \text { if }|\mathrm{z}|>\mathrm{z}_{.025}=1.96
$$

Here, the test statistic is:

$$
\mathrm{z}=(\mathrm{r}-\mu) / \sigma=(126-105) / 13.23=1.44
$$

Since $\mathrm{z}=1.44 \ngtr 1.96, \mathrm{H}_{0}$ is not rejected; that is, there is not enough evidence to statistically conclude that the data sets are drawn from different populations. The differences between the data values in one set of 10 simulation runs and the other set of 10 simulation runs may simply be due to chance.

The two principal advantages of the Mann-Whitney test over other tests used to determine whether there is a statistical difference in the two outputs are: (1) the data sets themselves need not follow a normal distribution; and (2) the test works well with small samples.

The major difficulty with the test, however, is that, because it utilizes only data rankings (rather than their actual values), it is not a particularly powerful testing procedure. That is, even if the data sets are from different populations, the Mann-Whitney test may not detect this fact.

## MATCHED-PAIR TEST

An alternative to the Mann-Whitney test which does take into account the actual data values is a matched-pair test. In this procedure, the observations are, in some sense, "matched," and the differences in the paired values form the basis for calculating the test statistic. The most obvious way of matching simulation run results is to use the same set of random number inputs for data generation so that policies can be compared under the same set of conditions.

Table A10.3 shows the differences in the mean weekly costs for the order point, order quantity and order point, order up to level policies based on 10 simu-

Table A10.3 Matched-Pair Test for Comparing Inventory Policies

|  | Order 25 When <br> Supply Reaches <br> 10 or Less <br> Mean Cost | Order 35 Less <br> Stock on Hand <br> When Supply Reaches <br> 10 or Less Mean |  |
| :---: | :---: | :---: | ---: |
| Run 100 Weeks | Ost Over 100 Weeks | Difference |  |
| 1 | $\$ 29.19$ | $\$ 26.58$ | 2.61 |
| 2 | $\$ 28.77$ | $\$ 28.86$ | -0.09 |
| 3 | $\$ 30.05$ | $\$ 29.64$ | 0.41 |
| 4 | $\$ 40.46$ | $\$ 34.79$ | 5.67 |
| 5 | $\$ 36.33$ | $\$ 32.39$ | 3.94 |
| 6 | $\$ 31.33$ | $\$ 28.85$ | 2.48 |
| 7 | $\$ 27.79$ | $\$ 27.20$ | 0.59 |
| 8 | $\$ 45.31$ | $\$ 32.98$ | 12.33 |
| 9 | $\$ 36.28$ | $\$ 31.05$ | 5.23 |
| 10 | $\$ 31.32$ | $\$ 29.74$ | 1.58 |
| Sample mean $\bar{x}$ | $\$ 33.68$ | $\$ 30.21$ | $\bar{x}_{\mathrm{D}}=$ |
| Sample Standard Deviation s | $\$ 5.76$ | $\$ 2.594$ | $\mathrm{~S}_{\mathrm{D}}=3.48$ |

lation runs of 100 weeks duration. For each run, the two policies in question are evaluated with identical sets of random numbers. That is, in the first pair of runs, the same set of random numbers that generated $\$ 29.19$ for the order point, order quantity policy are used to generate $\$ 26.58$ for the order point, order up to level policy. Similarly, in the second pair of runs, the same set of random numbers that give us $\$ 28.77$ for the order point, order quantity policy yield $\$ 28.86$ for the order point, order up to level policy, etc.

The matched-pair hypothesis test determines whether the mean of the random variable D (the differences between corresponding pairs of data set values), $\mu_{\mathrm{D}}$, is significantly different from zero. For this experiment, D represents the difference between the mean weekly costs for the order point, order quantity and order point, order up to level policies. The "Difference" column in Table A10.3 gives the observed values of D for the 10 matched pairs. The sample mean difference, $\bar{x}_{D}$, and the sample standard deviation for the difference, $\mathrm{s}_{\mathrm{D}}$, are calculated based on the difference for the 10 pairs of runs, as shown at the bottom of the table. These statistics form the basis for the matched-pair test.

The matched-pair test is the following $t$-test for $\mu_{D}:^{2}$

## Matched-Pair Hypothesis Test

$\mathrm{H}_{0}: \mu_{\mathrm{D}}=0$ (the two populations have the same mean)
$\mathrm{H}_{\mathrm{A}}: \mu_{\mathrm{D}} \neq 0$ (the two populations have different means)
Test: Reject $\mathrm{H}_{0}$ if $|\mathrm{t}|>\mathrm{t}_{\alpha / 2, \mathrm{n}-1}$ where the test statistic $\mathrm{t}=\left(\overline{\mathrm{x}}_{\mathrm{D}}-0\right) /\left(\mathrm{s}_{\mathrm{D}} / \sqrt{\mathrm{n}}\right)$

## Applying the Matched-Pair Test to the Allen Appliance Company Problem

For the Allen Appliance Company simulations, using $\alpha=.05$, with $\mathrm{n}=10$, the critical t -value is $\mathrm{t}_{.025,9}=2.262$. Thus $\mathrm{H}_{0}$ should be rejected if $|\mathrm{t}|>2.262$, where

$$
\mathrm{t}=\left(\overline{\mathrm{x}}_{\mathrm{D}}-0\right) /\left(\mathrm{s}_{\mathrm{D}} / \sqrt{\mathrm{n}}\right)=(3.48-0) /(3.69 / \sqrt{10})=3.93
$$

Since $t=3.93>2.262$, the matched-pair test provides enough evidence to conclude that a difference exists between the true mean weekly cost of the order point, order quantity and order point, order up to level policies considered. Furthermore, because $\overline{\mathrm{x}}_{\mathrm{D}}$ is positive, one infers that this difference is due to there being a lower cost for the order point, order up to level policy.

## DETERMINING AN OPTIMAL POLICY

As a result of the matched-pair test, Allen has decided to focus on the order point, order up to level policy. It now wishes to determine optimal values for both the order point and the order up to level. To accomplish this, Allen is interested in evaluating the effect of increasing and decreasing the reorder point, R , by one unit while keeping the order quantity for the order up to level, Q , at 25 plus the difference between the reorder point and the inventory level at the time at which the order is placed. Allen conducted 10 simulation runs for reorder points of $\mathrm{R}=9$, $R=10$, and $R=11$, each based on 2000 weeks of operation in order to reduce the sample variance corresponding to the different policy sets. The mean weekly costs

[^94]Table A10.4 Average Weekly Cost with an Order up to Level of 35 Less Stock on Hand

|  | $R=9$ <br> Mean Cost Over <br> 2000 Weeks | $R=10$ <br> Mean Cost Over <br> 2000 Weeks | $R=11$ <br> Mean Cost Over <br> 2000 Weeks |
| :---: | :---: | :---: | :---: |
| 1 | $\$ 30.09$ | $\$ 30.39$ | $\$ 30.41$ |
| 2 | $\$ 31.56$ | $\$ 30.04$ | $\$ 29.43$ |
| 3 | $\$ 30.41$ | $\$ 29.55$ | $\$ 29.51$ |
| 4 | $\$ 31.37$ | $\$ 30.18$ | $\$ 30.52$ |
| 5 | $\$ 30.78$ | $\$ 29.98$ | $\$ 29.92$ |
| 6 | $\$ 31.31$ | $\$ 30.71$ | $\$ 29.88$ |
| 7 | $\$ 28.92$ | $\$ 30.55$ | $\$ 30.46$ |
| 8 | $\$ 31.06$ | $\$ 30.57$ | $\$ 31.14$ |
| 9 | $\$ 31.04$ | $\$ 31.13$ | $\$ 29.78$ |
| 10 | $\$ 31.75$ | $\$ 30.66$ | $\$ 29.51$ |
| Sample Mean $\overline{\mathrm{x}}$ | $\$ 30.83$ | $\$ 30.38$ | $\$ 30.06$ |
| Sample Variance s ${ }^{2}$ | .7360 | .2831 | .3431 |

are given in Table A10.4. Using these data, Allen is interested in determining whether $\mu_{1}, \mu_{2}$, and $\mu_{3}$, the mean costs for each of the three policies, are the same or different.

## ANALYSIS OF VARIANCE (ANOVA) TEST FOR EQUALITY OF POPULATION MEANS

From Table A10.4 it appears that a reorder point of $\mathrm{R}=11$ yields a lower overall weekly cost; at least it did for these 10 simulation runs. But to test if $\mu_{1}=\mu_{2}=\mu_{3}$, a technique known as a single factor (one-way) analysis of variance (ANOVA) should be used.

ANOVA bases its test statistic on the sample variances of the three data samples. Although it may seem strange to use variances when testing for equality of means, this method does make intuitive sense. The idea behind ANOVA is that if the data values are from the same population, the variance between data values within a sample should be proportionally the same as the variance between samples.

To perform an analysis of variance test, the following two conditions are assumed to hold:

1. Data must be drawn from normally distributed populations with identical variances. ${ }^{3}$
2. Data values must be independently selected, both within and between data sets. ${ }^{4}$

A summary of the steps required using the ANOVA approach to test whether the average weekly inventory costs under each of the three reorder policies differ is as follows.

[^95]
## Analysis of Variance (ANOVA) Approach

1. Perform $n$ simulation runs for each of the $k$ cases (policies).
2. Calculate the sample mean, $\bar{x}$, and sample variance, $s^{2}$, for each case based on the data values obtained from the $n$ simulations.
3. Calculate the within-treatment variability by averaging the variances calculated for each of the k cases. This yields the "pooled" variance, denoted by $\mathrm{s}_{\mathrm{p}}^{2}$.
4. Calculate the between-treatment variability, $\mathrm{s}_{\mathrm{m}}^{2}$, by determining the sample variance between the k sample means.
5. Calculate the F-statistic:

$$
\begin{equation*}
\mathrm{F}=\mathrm{ns}_{\mathrm{m}}^{2} / \mathrm{s}_{\mathrm{p}}^{2} \tag{A10.3}
\end{equation*}
$$

6. Perform the following hypothesis test:
$\mathrm{H}_{0}: \mu_{1}=\mu_{2}=\ldots=\mu_{\mathrm{k}}$ (the average total weekly costs are the same for each of the $k$ policies)
$H_{A}$ : at least one $\mu_{i}$ differs from the others (there is a difference in the average total weekly costs among the $k$ policies)

Reject $\mathrm{H}_{0}$ if $\mathrm{F}>\mathrm{F}_{\alpha, \mathrm{D} 1, \mathrm{D} 2}$
where the degrees of freedom for the critical $F$-value are

$$
\begin{aligned}
& \text { D1 }=k-1 \\
& \text { D2 }=k(n-1)
\end{aligned}
$$

## Applying the ANOVA Test to the Allen Appliance Problem

The following steps correspond to the ANOVA test applied to the three policies under consideration by Allen.

1. Ten simulation runs are made for each of the three policies (Table A10.4). Each simulation run represents 2000 weeks of operation, and the average weekly cost is determined for each run. For the $\mathrm{i}^{\text {th }}$ simulation run and $\mathrm{j}^{\text {th }}$ policy, denote this value as $\mathrm{x}_{\mathrm{i}, \mathrm{j}}$ (for instance, $\mathrm{x}_{6.2}=30.71$ ).
2. For each policy, calculate the average total weekly cost for the set of 10 simulation runs. For the $j^{\text {th }}$ policy, the sample mean is designated as $\bar{x}_{j}$ and is calculated by

$$
\bar{x}_{\mathrm{j}}=\frac{\sum_{\mathrm{i}=1}^{10} \mathrm{x}_{\mathrm{i}, \mathrm{j}}}{10}
$$

These values are given in the "Sample Mean" row of Table A10.4.
The sample variance for the $j^{\text {th }}$ policy, $s_{j}^{2}$, is calculated using the formula:

$$
\mathrm{s}_{\mathrm{j}}^{2}=\frac{\sum_{\mathrm{i}=1}^{10}\left(\mathrm{x}_{\mathrm{i}, \mathrm{j}}-\overline{\mathrm{x}}_{\mathrm{j}}\right)^{2}}{9}
$$

These values are given in the "Sample Variance" row of Table A10.4.
3. Calculate $s_{p}^{2}$ by

$$
\begin{aligned}
\mathrm{s}_{\mathrm{p}}^{2} & =\left(\mathrm{s}_{1}^{2}+\mathrm{s}_{2}^{2}+\mathrm{s}_{3}^{2}\right) / 3 \\
& =(.7360+.2831+.3431) / 3=.4541
\end{aligned}
$$

4. Calculate $s_{\mathrm{m}}^{2}$ by

$$
\begin{aligned}
\mathrm{s}_{\mathrm{m}}^{2} & =\left(\sum \overline{\mathrm{x}}_{\mathrm{i}}^{2}-\left(\left(\sum \overline{\mathrm{x}}_{\mathrm{i}}\right)^{2} / \mathrm{k}\right)\right) /(\mathrm{k}-1) \\
& =\left(\left((30.83)^{2}+(30.38)^{2}+(30.06)^{2}\right)-\left((91.27)^{2}\right) / 3\right) / 2=.1496
\end{aligned}
$$

5. Calculate the F statistic by

$$
\begin{aligned}
\mathrm{F} & =\mathrm{n}\left(\mathrm{~s}_{\mathrm{m}}^{2} / \mathrm{s}_{\mathrm{p}}^{2}\right) \\
& =10(.1496 / .4541)=3.294
\end{aligned}
$$

6. The critical F-value for $\alpha=.05$ with $\mathrm{D} 1=(\mathrm{k}-1)=2$ degrees of freedom and $\mathrm{D} 2=\mathrm{k}(\mathrm{n}-1)=3(10-1)=27$ degrees of freedom, found in Appendix F , is:

$$
\mathrm{F}_{\alpha, \mathrm{D} 1, \mathrm{D} 2}=\mathrm{F}_{.05,2,27}=3.35
$$

Since $\mathrm{F}=3.294>3.35$ (with $\alpha=.05$ ), there is not enough evidence to conclude that there is a difference in the total average weekly costs among the three policies. Three possible reasons for the insufficient evidence are:

1. The simulation runs did not consider a large enough quantity of weeks (2000) in calculating the average weekly cost.
2. The number of total simulation runs used for comparing policies $(\mathrm{n}=10)$ was too small.
3. There really is very little difference between the mean values.

By increasing the number of weeks that make up each simulation run or the number of simulation runs for each policy, more accurate results might be attained.

## Simulation of the Capital Bank Model Using Excel

The spreadsheet in Figure 10.7 was constructed using the following formulas.

| Cell | Item | Formula |
| :---: | :---: | :---: |
| A8 | Customer Number | =A7+1 |
| B8 | Random Number | $=$ RAND() |
| C8 | Arrival Time | = 7 + VLOOKUP((B8),\$M\$4:\$N\$7,2) |
| D8 | Random Number | $=$ RAND() |
| E8 | Head Teller Start Time | $\begin{aligned} & =\text { IF(MAX(\$F\$7:F7)<=C8,C8,IF(AND } \\ & (\text { MAX }(\$ F \$ 7: F 7)<=\text { MAX(\$H\$7:H7), } \\ & \text { MAX(\$F\$7:F7)<= MAX(\$J\$7:J7)), } \\ & \text { MAX(\$F\$7:F7),"')) } \end{aligned}$ |
| F8 | Head Teller Finish Time | $\begin{aligned} & \hline=\mathrm{IF}(\mathrm{E} 8=" ", " \prime ", \mathrm{E} 8+ \\ & \text { VLOOKUP(D8,\$M\$11:\$N\$17,2)) } \end{aligned}$ |
| G8 | Teller 1 Start Time | $\begin{aligned} & =\operatorname{IF}(\mathrm{E} 8<>" ", " " \mathrm{IF}(\mathrm{MAX}(\$ \mathrm{H} \$ 7: \mathrm{H} 7) \\ & <=\mathrm{C} 8, \mathrm{C} 8, \\ & \text { IF(AND(MAX(\$H\$7:H7)<=, } \\ & \text { MAX(\$F\$7:F7),MAX(\$H\$7:H7)<= } \\ & \text { MAX(\$J\$7:J7)),MAX(\$H\$7:H7),""))) } \end{aligned}$ |
| H8 | Teller 1 Finish Time | $\begin{aligned} & \hline=\mathrm{IF}(\mathrm{G} 8=" \text { "","",G8+ } \\ & \text { VLOOKUP(D8,\$M\$20:\$N\$27,2)) } \end{aligned}$ |
| I8 | Teller 2 Start Time | $\begin{aligned} & \hline=\mathrm{IF}(\mathrm{OR}(\mathrm{E} 8<\gg " \prime \prime, \mathrm{G} 8<>" \prime \prime), " \prime, \\ & \operatorname{MAX}(\mathrm{C} 8, \mathrm{MAX}(\$ \mathrm{~S} \$ 7 \mathrm{~J} 7))) \end{aligned}$ |
| J8 | Teller 2 Finish Time | $\begin{aligned} & \hline=\mathrm{IF}(\mathrm{I} 8=" \prime \prime, ", 1 \mathrm{I}+ \\ & \text { VLOOKUP(D8,\$M\$20:\$N\$27,2)) } \end{aligned}$ |
| K8 | Waiting Time in Line | = MAX(E8,G8,I8)-C8 |
| L8 | Waiting Time in System | $=\mathrm{MAX}(\mathrm{F} 8, \mathrm{H} 8, \mathrm{~J} 8)-\mathrm{C} 8$ |

The formulas in cells A8 through L8 are then dragged into cells A9 through L1007. The values in columns M and N provide the random number mappings used to generate the interarrival and service times. They are used in conjunction with the VLOOKUP functions in columns $\mathrm{C}, \mathrm{F}, \mathrm{H}$, and J .

To understand the formulas, consider cells C8, E8, and F8. In cell C8 the arrival time of the customer is determined by adding the previous customer's arrival time (value in cell C7-which is 0 ) plus the interarrival time. The interarrival time is determined using the formula $\operatorname{VLOOKUP}((\mathrm{B} 8), \$ \mathrm{M} 4: \$ \mathrm{~N} \$ 7,2)$. That is, the random number in cell B8 is checked against the random number mapping table given in cells M4 through N7 using the VLOOKUP function. The references to M4 and N7 are absolute because this formula will be copied into cells C9 through C1007.

The formula in cell E8 appears to be quite complicated. First it is checking to see whether Ann is free at time C8. If Ann is free, the start time of service is C8. This is the reason for the portion of the formula: "IF(MAX $(\$ F \$ 7: F 7)<=C 8, C 8$." If this is not true, Ann is busy. The formula then checks to see if the other two servers are busy and will finish their service after Ann. This is done in the portion
of the formula: "IF(AND(MAX(\$F\$7:F7)<=MAX(\$H\$7:H7),MAX(\$F\$7:F7) $<=$ MAX(\$I\$7:J7))." If this is indeed the case, then Ann will do the service and the service time will begin at the time Ann becomes free. This is given by the final portion of the formula: "MAX(\$F\$7:F7)." If this is not the case, one of the associate tellers will perform the service. That Ann will not be providing the service for this customer in this instance is indicated by the quotation marks at the end of the formula.

The formula in F8 first checks to see whether Ann has started service for the customer. If she has not, then there is no finish time. This is the reason for the portion of the formula, $=\operatorname{IF}(\mathrm{E} 8=" \prime \prime \prime$ """,. If Ann has started service for the customer, then the service completion time is determined by adding the start time, E8, to the service time as determined by VLOOKUP(D8,\$M\$11:\$N\$17,2)).

The formulas for cells G8, H8, I8, and J8 are determined in an analogous fashion. The formula for cell K8, the customer's waiting time in line, is determined by subtracting the time the customer arrives, the value in cell C 8 , from the time the service for the customer begins, MAX(E8,G8,I8). The formula for cell L8, the customer's waiting time in the system, is determined by subtracting the time the customer arrives from the time the customer's service is completed, MAX(F8,H8,J8).

## Interpolation Method for Generating Random Variable Inputs

The interpolation method for generating random variable inputs, works by identifying a set of N discrete points at which the corresponding values of the cumulative distribution function are determined. The desired value of an event, x , is then calculated from a uniformly distributed random number, Y , by interpolating between the two values of the cumulative distribution closest to Y .

To illustrate, suppose that for a particular service time distribution, $f(X)$, the following values are determined for the cumulative distribution:

| $\boldsymbol{x}($ time $)$ | $\boldsymbol{F} \boldsymbol{x} \boldsymbol{x})$ |
| ---: | :---: |
| 0 | 0 |
| .5 | .3297 |
| 1.0 | .5507 |
| 1.5 | .6988 |
| 2.0 | .7981 |
| 2.5 | .8647 |
| 3.0 | .9093 |
| 3.5 | .9392 |
| 4.0 | .9592 |
| 4.5 | .9727 |
| 5.0 | .9817 |
| 5.5 | .9877 |
| 6.0 | .9918 |
| 6.5 | .9945 |
| 7.0 | .9963 |
| 7.5 | .9975 |
| 8.0 | .9983 |
| 8.5 | .9989 |
| 9.0 | .9993 |
| 9.5 | .9995 |
| 10.0 | .9997 |
| 11.0 | .9998 |
| 12.0 | .9999 |

Consider the simulated service time generated by the random number in row 1 of column 1 of Appendix $\mathrm{C}, \mathrm{Y}=.6506$. This value falls in the interval for $\mathrm{F}(\mathrm{x})$ between $\mathrm{F}(1)=.5507$ and $\mathrm{F}(1.5)=.6988$, an interval of length $.6988-.5507=$ .1481 . The value for Y is $.6506-.5507=.0999$ from the beginning of this interval, or $.0999 / .1481=.6745(67.45 \%)$ of the interval length. Therefore, the interpolated value for x is $67.45 \%$ of the distance between the corresponding lower point for the interval $(x=1)$ and the corresponding upper point for the interval $(x=1.5)$. This gives a value for $x$ equal to $1+.6745(1.5-1)=1.34 .^{5}$

[^96]This is reasonably close to the value of $x=1.34$ calculated using the interpolation method.

In general, if $Y$ falls between the values of $F\left(x_{i}\right)$ and $F\left(x_{\mathrm{j}}\right)$, the interpolated value for x corresponding to Y is given by the formula:

$$
x=x_{i}+\frac{Y-F\left(x_{i}\right)}{F\left(x_{j}\right)-F\left(x_{i}\right)}\left(x_{j}-x_{i}\right)
$$

In the above example, $\mathrm{x}_{\mathrm{i}}=1, \mathrm{x}_{\mathrm{j}}=1.5, \mathrm{~F}(1)=.5507$ and $\mathrm{F}(1.5)=.6988$ and $\mathrm{Y}=$ .6506. Using the above equation:

$$
\begin{aligned}
\mathrm{x} & =1+[(.6506-.5507) /(.6988-.5507)](1.5-1) \\
& =1+(.0999 / .1481)(.5)=1.34
\end{aligned}
$$

# Using Crystal Ball for Simulating Queuing, Profit Analysis, and Project Management Models 

## USING CRYSTAL BALL TO EVALUATE QUEUING SYSTEMS

In Sections 10.4 and 10.6 of the text queuing systems were simulated using Excel. As mentioned in Section 10.6, simulating a queue to get steady-state results presents difficulties because the analyst has to determine the number of simulation runs to perform and how many data values to ignore to allow the system to settle down to steady state. Crystal Ball provides an easy way to make this determination.

Consider the $M / M / 1$ queuing situation discussed in Section 10.6 for the Lanford Sub Shop. Using Crystal Ball to do 100 simulations each of 1000 customer arrivals, the average waiting time will be calculated in three different ways: (1) based on all customer arrivals, (2) based on all but the first 10 customer arrivals, and (3) based on all but the first 100 customer arrivals. Doing this gives the following mean and standard deviation for the waiting time.

|  | $\mathrm{W}_{\mathrm{q}}$ Calculated Based on <br> All But First 10 <br> Arrivals | All But First 100 <br> Arrivals |  |
| :--- | :---: | :---: | :---: |
|  | All Arrivals | .98 | 1.00 |
| Mean | .98 | .18 | .16 |

As seen from this table, even using a simulation with 1000 customer arrivals, if too few initial customers are excluded from the calculation of the average waiting time, the results may not be accurate. For this model, excluding the first 100 customers in the simulation gives a calculated simulation value that is equal (to two decimal places) to the true steady-state value.

With this as a background, we now show how the results from Crystal Ball can be used to determine the average customer waiting time in line for the queuing situation faced by Capital Bank in Section 10.4. As with the $M / M / 1$ queue, the first 100 arrivals will be excluded from the calculation for the average waiting time in line. Doing the simulation for 100 runs using Crystal Ball gives a sample mean of 3.547 minutes and a sample standard deviation of 1.991 minutes. Notice that this represents a much greater degree of variability than the results for the $M / M / 1$ simulation.

When 1000 simulation runs are performed using Crystal Ball, a mean customer waiting time of 3.669 minutes with a standard deviation of 2.204 minutes is obtained. Based on this data, the $95 \%$ confidence interval for the average time a customer will wait in line at the bank is ( 3.532 minutes, 3.806 minutes). That is, one is $95 \%$ confident that the average time a customer will spend waiting on line to begin service on Saturday morning at Capital Bank will be between 3.532 and 3.806 minutes.

Given that the average waiting time is over 3 minutes, it may be interesting to determine the probability that a customer has to wait more than 5 minutes in line before being served. To do this, let us focus on one particular customer, say customer 100. To speed up the time it takes to do the analysis, the Capital Bank simulation is modified so that it only runs for 100 customers. This is done by deleting rows 105 and beyond from the Excel spreadsheet Capital Bank.xls. Using Crystal Ball for 5000 simulation runs with the forecast cell being the waiting time of customer 100 (cell K106) gives the results shown in Figure A10.16.

FIGURE A10.16 Crystal Ball Frequency Chart

FIGURE A10.17
Crystal Ball Frequency Chart


To find the probability that a customer must wait more than 5 minutes, the label in the bottom left-hand corner in Figure 10.30 is changed from "-Infinity" to 5. The Forecast dialogue box now looks as in Figure A10.17. It can be seen from this figure that according to the simulation, the probability that a customer will have to wait more than 5 minutes in line is .1542 (the number in the Certainty box). Given the length of time customers will be waiting under the proposed system, management may wish to evaluate different service configurations.


## USING CRYSTAL BALL TO DO A PROFIT ANALYSIS

In Chapter 6 payoff tables and decision trees were developed for doing decision analysis. Both techniques are somewhat limited as to the number of states of nature that can be considered. Often one has to approximate a continuous distribution by a set of discrete values. Crystal Ball can be used, however, to develop a simulation procedure for conducting decision analysis problems based on the true underlying probability distributions. To illustrate, consider the situation faced by Don Clark Properties, a real estate firm.

## DON CLARK PROPERTIES

Don Clark Properties is considering purchasing and renovating a 40 -unit apartment building in St. Louis, Missouri. The asking price is $\$ 2,000,000$. The com-
pany is not sure about the cost of the renovation but feels that it can be modeled by a normal distribution with a mean of $\$ 300,000$ and a standard deviation of $\$ 50,000$. While 39 of the units look like they can be successfully renovated, the firm feels that there is a $50 \%$ chance that one of the units will have to be removed in order to widen a parking lot. Following the renovations, the firm believes that the occupancy rate will be between $65 \%$ and $75 \%$ and can be modeled by a triangular distribution having a lower limit of $65 \%$, an upper limit of $75 \%$, and a mode of $70 \%$.

Because of uncertainties regarding the economy, the firm is not certain how much it will be able to charge for rent once renovations are completed. It has decided to model average monthly rental income per unit rented as a uniformly distributed random variable between $\$ 787.50$ and $\$ 962.50$. The monthly rental cost includes water, sewage, and garbage disposal. The firm estimates that the average monthly operating costs per rented unit will be approximately normally distributed with a mean of $\$ 50$ and a standard deviation of $\$ 8$.

Following two months of operation, the firm intends to sell the refurbished apartments. It feels that it will receive a price equal to between 7.3 and 10 times the average yearly income. It has decided to model this cap rate using a triangular distribution with a mode of 9 .

Don Clark Properties is interested in determining its expected profit from this venture and the probability that it will actually lose money on the investment.

## SOLUTION

To solve this problem, the spreadsheet shown in Figure A10.18 was developed to calculate the profit Don Clark properties will earn from this venture.
Don Clark.xls


FIGURE A10.18 Excel Spreadsheet for Don Clark Properties

FIGURE A10.19
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In this spreadsheet, the values for the purchase amount, renovation cost, number of units, occupancy rate, average rent per unit, and operating cost per unit are entered into cells B1 through B6, respectively. The selling multiplier is entered into cell B8. These values represent the mean or mode values for the corresponding distributions. Since the actual distributions will be defined within Crystal Ball, however, the actual numbers assigned to these cells do not matter.

In Figure A10.3, the monthly income (cell B7) is calculated by taking the difference between the monthly revenue per unit and the monthly cost per unit and multiplying this difference by the number of units available, as well as by the occupancy rate. The selling price (cell B9) is determined by multiplying the monthly income by 12 (to get the yearly income) and then multiplying that amount by the capitalization rate. The profit (cell B10) is calculated by adding the selling price to two months of income and then subtracting the costs of buying the property as well as the renovations.

A profit evaluation can now be performed using Crystal Ball as follows.

1. Enter the distribution for the renovation costs by highlighting cell $B 2$ and clicking on the assumption icon ( $A$ ). This gives the dialogue box shown in Figure A10.19.


Select the normal distribution to describe the renovation costs and click
OK. This brings up the dialogue box shown in Figure A10.20.


FIGURE A10.20
Crystal Ball Dialogue Box
Associated with the Normal Distribution

FIGURE A10.21
Crystal Ball Dialogue Box
Associated with a Custom Distribution

FIGURE A10.22
Crystal Ball Dialogue Box Associated with a Discrete Uniform Distribution

Enter 300,000 for the mean value and 50,000 for the value of the standard deviation ${ }^{6}$ and click on OK.

2. Highlight cell B3 and click on the assumption icon. From the distribution gallery select the custom distribution (bottom right-hand corner). Clicking on OK gives the dialogue box shown in Figure A10.21.

To enter a distribution that has a $50 \%$ chance of being 39 and a $50 \%$ chance of being 40, enter 39 in the Value field and .5 in the Prob. field and click Enter. Then enter 40 in the Value field and .5 in the Prob. field and click OK. The dialogue box for this cell assumption will look like the one given in Figure A10.22.


[^97]FIGURE A10.23
Crystal Ball Dialogue Box
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FIGURE A10.24
Crystal Ball Dialogue Box Associated with a Continuous Uniform Distribution
3. Enter the distribution for the occupancy rate by highlighting cell B4, clicking on the assumption icon, and selecting the triangular distribution. This gives the dialogue box shown in Figure A10.23. Then enter .65 for Min, .70 for Likeliest, and .75 for Max, ${ }^{7}$ and click OK.

4. Enter the probability distribution for the average rent per unit by highlighting cell B5, clicking on the assumption icon, and selecting the uniform distribution. Then enter 787.50 for the Min and 962.50 for the $\mathrm{Max}^{8}$ as shown in Figure A10.24 and click OK.

5. Enter the distribution for the cost/unit by highlighting cell B6, clicking on the assumption icon, and selecting the normal distribution. Then enter 50 for the mean and 8 for the standard deviation and click OK.

[^98]FIGURE A10.25
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6. Enter the distribution for the selling multiplier by highlighting cell B8, clicking on the assumption icon, and selecting the triangular distribution. Then enter 7.3 for Min, 9 for Likeliest, and 10 for Max, and click OK.
7. Since the profit this venture will generate is of interest, select cell B10 as the forecast cell.

Running Crystal Ball for 5000 simulation runs gives the output shown in Figures A10.25 and A10.26.


From these simulations it is seen that the firm's expected profit is estimated to be $\$ 146,429.04$. The distribution of the firm's profit appears to be normal, a fact that should not be surprising since the profit is the result of the sum of a number of different random variables. To determine the probability that this investment will be profitable, change the Min value in the profit forecast graph (bottom left box) from -infinity to 0 . This gives the frequency chart shown in Figure A10.27.

Thus it is estimated that there is a probability of .723 that the firm will not lose money on this endeavor. Such information will be valuable to management in assessing whether it should embark on this venture.

## USING CRYSTAL BALL IN PROJECT MANAGEMENT

In Chapter 5 it was discussed how one could determine the probability of completing a project within a specific deadline using PERT. As mentioned there, one of
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the shortcomings of PERT is that when calculating this probability it only focuses on the critical path and does not take into account paths that may be near critical. In this section we show how to simulate a small project and calculate a more accurate probability of completion. To illustrate these concepts, consider the following project faced by Gordon Industries.

## GORDON INDUSTRIES

Gordon Industries, a manufacturer of semiconductor chips, is planning to install a new chip-making piece of machinery at its Eugene, Oregon, plant. Because the plant is located near wetlands and the machinery will result in a large amount of discharge, both state and federal environmental reports will have to be filed and approved before operation can begin. The company estimates the following principal activities will encompass this project.
A. Select machinery to purchase
B. Obtain state operating approval
C. Determine site for machine
D. Train installation employees
E. Obtain federal operating approval
F. Install machinery
G. Train operating personnel
H. Undertake PR campaign regarding the new machine
I. Test run the machinery

The following is the company's estimate of the number of weeks required for each activity, as well as the precedence relationships between the activities.

| 7ob | Predecessors | Optimistic | Most Likely | Pessimistic |
| :--- | :---: | :---: | :---: | :---: |
| A | - | 2 | 3 | 4 |
| B | - | 6 | 13 | 26 |
| C | A | 2 | 12 | 16 |
| D | A | 5 | 7 | 9 |
| E | B, C | 28 | 30 | 44 |
| F | C, D | 9 | 14 | 19 |
| G | F | 7 | 20 | 27 |
| H | B, C | 27 | 29 | 31 |
| I | E, G, H | 12 | 18 | 24 |

The company would like to have this machine operating within five quarters (65 weeks) and would like to know the likelihood of meeting this deadline.


## SOLUTION

Figure A10.28 contains an activity on node graph for this project. Notice that there are six possible paths through the network:

```
1 A-C-E-I
2 A-C-F-G-I
3 \text { A-C-H-I}
4 ~ A - D - F - G - I ~
5 B-E-I
B-H-I
```

Using traditional PERT analysis, the expected time for each activity would be calculated and the critical path determined based on these expected times. This results in a critical path of: A-C-F-G-I having an expected completion time of 65 weeks. Hence one would conclude that there is a probability of .5 that the project will be completed within 65 weeks.

## Using Crystal Ball

For a more accurate estimate of this completion probability, however, we shall use Crystal Ball to generate results. To simplify the analysis somewhat, assume that each activity time can be modeled using a triangular distribution rather than a beta distribution. For the triangular distribution the Min value will be the optimistic time, the Max value will be the pessimistic time, and Likeliest value will be the most likely time.

While normally one would do a forward and backward pass to determine the critical path, since there are only six possible paths through the network for this project, an easier approach is to simulate the completion time of each path. The maximum completion time among the six paths will then determine the project's completion time.

Figure A10.29 shows an Excel spreadsheet for doing this simulation. On this spreadsheet, cells B1 through B9 were defined in Crystal Ball using triangular distributions to represent the assumed Beta distribution for each activity. For example, Figure A10.30 shows the input for Activity A in cell B1.

Setting cell F1 as the forecast value and running the simulation for 5000 trials with the max value equal to 65 in the forecast dialogue box, gives the frequency chart shown in Figure A10.31. From this simulation it is seen that the probability the project will be completed within 65 weeks is only .2244 , and not .50. This clearly points out one of the great shortcomings in the PERT analysis approach.

FIGURE A10.29
Spreadsheet for Gordon Industries Project

FIGURE A10.30
Crystal Ball Dialogue Box for a Triangular Distribution

FIGURE A10.31
Crystal Ball Frequency Chart


## Variance Reduction Techniques

In Section 10.4 of the text it was shown that one way to avoid start-up bias is to ignore the first $m$ collected values of a simulation. Another approach is to do one long batch run, disregard the first $m$ values, and divide the remaining batch values into $k$ sets. For example, consider the problem of estimating $W_{q}$ for the $M / M / 1$ queuing system discussed in Section 10.6. If data were collected for 10 simulation runs in which the number of customers, k , equaled 1000 and the first $\mathrm{m}=99$ customers were ignored, one could calculate a $95 \%$ confidence interval for $W_{q}$ to be (.886, 1.122), a width of .236 .

Suppose that, instead of collecting data in this fashion, it was collected for only one simulation run in which $\mathrm{k}=10,000$ and $\mathrm{m}=99$. This would entail the same amount of computer time because both simulations consist of a total of 10,000 iterations (customers). When this one long run is divided into 10 approximately equal data sets, the result is as follows:

| Set | Mean Customer Waiting Time |
| :---: | :---: |
| 1 | .883 |
| 2 | 1.204 |
| 3 | 1.097 |
| 4 | 1.099 |
| 5 | 1.000 |
| 6 | 1.054 |
| 7 | 1.214 |
| 8 | .895 |
| 9 | 1.126 |
| 10 | .854 |
|  |  |
| Average Estimate of $W_{q}$ | 1.042 |
| s | .130 |

Here, s denotes the sample standard deviation among the mean customer waiting times for the 10 data sets; that is:
$\mathrm{s}=\sqrt{\left[(.883-1.042)^{2}+(1.203-1.042)^{2}+\cdots+(.854-1.042)^{2}\right] / 9}=.130$
From this data one sees that, while the sample mean calculated is further from the true steady-state value for $W_{q}(=1)$, the sample standard deviation is lower. As a result, the width of the confidence interval is smaller than .236 . In fact, on the basis of the data in this appendix table, the $95 \%$ confidence interval for $W_{q}$ is (.949, 1.135), a width of only . 186.

When using this method, the critical t values used to calculate the confidence intervals should be reasonably small. For this reason, the data should be divided into at least 10 such sets.

A principal difficulty with this approach, however, is that, because each data set begins where the previous data set leaves off (in terms of the state of the system), there is some serial correlation between the mean values of these sets. This should not present a major problem if each set consists of a large enough number of iterations.

Another variance reduction approach is to run a pair of simulations. Here, random numbers $\mathrm{Y}_{\mathrm{i}}$ (which have values between 0 and 1 ) are used to generate ran-
dom variables in one simulation, and random numbers equal to $\left(1-\mathrm{Y}_{\mathrm{i}}\right)$ are used to generate the random variables for the other simulation. The values for the two simulations are then averaged.

The idea behind this approach is that if one simulation yields biased results because an inordinate number of high or low random numbers were selected, averaging these results with a simulation in which the opposite effect occurs should reduce variability. This technique was used to estimate $W_{q}$ from five pairs of simulation runs; in each run, $\mathrm{k}=100$ and $\mathrm{m}=9$. The results are presented in the following table.

| Run Pair | Mean Waiting Time |
| :---: | :---: |
| 1 | 1.035 |
| 2 | .837 |
| 3 | .626 |
| 4 | .866 |
| 5 | .861 |
|  |  |
| Average Estimate of $W_{\mathrm{q}}$ | .845 |
| s | .146 |

The $95 \%$ confidence interval for $W_{q}$ using these values for the mean and standard deviation is (.664, 1.026). This interval is wider than the previous interval because the large t -value $\left(\mathrm{t}_{0225,4}=2.7764\right)$ is based on only 4 degrees of freedom.

## Chapter 2 Problem Motivations

The following concepts related to linear and integer programming models are addressed in Chapter 2.

Determining an Optimal Solution to a Linear Model A toy company wishes to schedule production of two of its popular dolls made from plastic molds. Each doll contributes a different amount to company profits. Given limits on production time as well as the amount of plastic and the availability of doll clothing material, the company wishes to schedule production to maximize profit. (See problem 11.)

Selecting an Appropriate Objective A retail store must decide how to display merchandise in its display window. Different items, each with a different profit, require different display space. But varying the number of items displayed affects the likelihood of sales. It was found that given the same limits on space and the minimum number of each product the store wishes displayed, the most effective display will differ depending on whether the store seeks to maximize its total expected daily profit, maximize the total expected number of items sold, or minimize the total number of items displayed. (See problem 16.)

Determining the Sensitivity of a Model to Changes in Input Parameters A shipping company leases excess space on commercial vessels traveling from Asia to the United States. Given different container sizes and loading times, how should the company allocate its cargo space? How would changes in cargo rates affect the allocation? (See problem 22.)

Using Secondary Selection Criteria When There Are Several Optimal Solutions A trucking company is replacing its fleet of pickup trucks and moving vans. Given restrictions on driver availability, limitations on storage facilities for the trucks, and required minimum trucking capacity, it is found that several possible combinations of trucks and vans may minimize total capital outlay. How can these combinations be identified? What "secondary" criteria might affect management's purchasing decision? (See problem 25.)

Determining the Value of Extra Units of Resources and the Improvement in Profit to Justify Production A farmer must decide the amount of each of several crops to plant on his 200 -acre farm. Of the potential crops he was considering to plant, he finds that given restrictions on total acreage and the availability of fertilizer and water, it is unprofitable to produce one of these crops. What minimum profit for this crop would economically justify growing at least some of it? Also, if adjacent land becomes available to the farmer, how much additional profit could he expect to realize during the growing season by leasing this property? (See problem 19.)

Detecting Infeasibility A company wishes to minimize the cost of purchasing raw unprocessed ores from different sources to meet its current requirements for copper, zinc, and iron. When restrictions are placed limiting the maximum value of waste that can result from the processing of the ores, it finds that it is impossible to simultaneously satisfy its needs and the waste restriction at any cost. (See problem 8.)

Detecting "Unlimited Profit" Based on information provided by management, a consultant builds a model for an e-commerce company to assist in allocating the number of website design projects that the company should do "in-house"
versus subcontract. When the model indicates that an "unlimited profit" could be made, the consultant realizes that her model was incomplete and she must seek additional information from management to build a more realistic model. (See problem 40.)

Requiring Integer Solutions An operator of a sports bar wants to minimize the total purchase cost of 60 -inch and 27 -inch television sets necessary to serve his patrons adequately. To be a viable sports bar, it must have at least one 60 -inch television. Space considerations limit the maximum number of 27 -inch televisions that can be accommodated. When the solution to the linear model of his situation yielded fractional values, he rounded the solution to an integer number of television sets. If the model had initially accounted for the fact that the number of television sets purchased had to be integers, the sports bar operator could have saved almost $3 \%$ of the total investment in televisions. (See problem 34.)

## Chapter 3 Problem Motivations

Representative applications areas illustrated in the exercises in Chapter 3 include the following.

Determining an Optimal Portfolio An investment club has a set of clearly defined goals regarding the liquidity and risk of their investment. Given the best available projections for the expected annual return on each of a set of possible investments, the club can use a linear model to select the appropriate set of stocks and determine the investment amounts in order to maximize its overall rate of return. (See problem 4.)

Determining Appropriate Diets Given a set of minimum and maximum intake requirements of calories, fat, carbohydrates, vitamins, and so on, linear models can be used to select an appropriate quantity of food from a set of food possibilities to maximize or minimize some objective. (See problem 6.)

Determining the Optimal Production Quantities of Computers at a Computer Manufacturing Company There are numerous configurations of computer systems depending on hard disk and monitor size, type of processor used, audio/visual components, inclusion of a second floppy disk drive or a zip drive, and so on. The different computer configurations generate different profits and require different assembly times. Given labor and resource limitations and contract obligations, a linear model can assist the company in producing the most profitable mix of computer configurations. (See problem 7.)

Using Data Envelopment Analysis to Determine the Efficiency of One or More of a Set of Similar Entities A state university system has many campus locations. Given various inputs, such as SAT scores, faculty to student ratios, and budgets, linear models known as data envelopment models can be used to assess the relative efficiency of each campus based on output values such as grade point average, graduation rates, and percent of graduates employed within a certain time frame. (See problem 49.)

Determining the Optimal Blend of Raw Crude Oils into Usable Automobile Gasolines To be classified as regular or premium gasoline, certain standards must be met including those for octane rating. Given a limited availability of each of the raw crude oils and demand for the various grades of blended gas, linear models can determine the best blend of raw oils that meet the standards of and the demand for usable gasoline grades. (See problem 19.)

Determining Which Plants to Close and Optimal Shipping Patterns in a Supply Chain A company may have a supply chain or raw material to a production plant that in turn gets made into finished products at a processing plant. The finished products are then transported to distribution warehouses for delivery to retailers and/or customers. As time progresses, the fixed costs of operating one or more of the plants may outweigh their benefits. Linear models can aid in assessing this situation and indicate which, if any, of the plants should be targets for closure. (See problems 16 and 17.)

Scheduling of Personnel A security agency must provide round-the-clock security to a particular office building. More security officers are needed at peak times during the day when there are more people in the building, but a certain minimal level of security is always needed. A linear model can be used to schedule the minimum total number of security officers given that each officer must work a continuous eight-hour shift. (See problem 46.)

## Chapter 4 Problem Motivations

Many business problems naturally lend themselves to network formulations. Among those that fall into the network flow category are the following.

Transportation Models A logging company has harvested lumber in several different areas that must be transported to company-owned processing sites, each with a maximum processing capability. The company must decide on a least cost shipping pattern of lumber from the harvested areas to the processing sites that will not exceed plant capacities. In this flow model, the supply nodes are the harvested areas and the demand nodes are the processing sites. (See problem 1.)

Capacitated Transshipment Models An agricultural company ships tomatoes from growing regions in California and Mexico to one of three inspection stations. From the inspection stations they are inspected and then shipped to one of four packaging plants. There are various harvesting capacities in the growing regions and various processing capabilities at the packaging plants. Given a limited number of trucks available to transport tomatoes from the growing regions to the inspection stations and from the inspection stations to the packaging plants, the company wishes to utilize its trucks efficiently in order to minimize its total shipping costs. In this flow model, the supply nodes are the growing regions and the demand nodes are the plants. The inspection stations are intermediate nodes. (See problem 3.)

Assignment Models A police department wishes to assign police officers effectively to several important, but "nonemergency," tasks. Each police officer has different skill levels with regard to each assignment, which, in turn, affects the time it takes each officer to complete each task. The department's objective is to assign the officers so that all nonemergency tasks are completed in minimal total time so that police time is freed up for more critical needs. In this flow model, the supply nodes are the police officers and the demand nodes are the nonemergency tasks. (See problem 19.)

Shortest Path Models A planned highway is to connect two major cities. The route through other cities along the way is unimportant as long as the two major cities are connected at minimum total distance. In this flow model, the supply node is the first major city and the demand node is the second major city. The other cities through which the route passes are intermediate nodes in the model. (See problem 18.)

Maximum Flow Models A new production plant intends to utilize excess pipeline capacity to deliver waste water (sewage) to a water treatment facility. The company must determine the maximal hourly flow of sewage that can be achieved with the existing system to determine whether it is sufficient to meet anticipated requirements. In this flow model, the supply node is the plant and the demand node is the water treatment facility. Junction points connecting various pipes are intermediate nodes in this model. (See problem 41.)

Connectivity models discussed in this chapter include the following.
Traveling Salesman Model A pizza deliveryman wishes to make deliveries to several residences and return to the pizza restaurant in the minimal amount of time. In this connectivity model, the nodes are the restaurant and the residences. The criterion is to find the circuitous route that visits all residences (without repetition) and returns to the restaurant in the least amount of time. (See problem 16.)

Minimal Spanning Tree Model A sprinkler system must be installed in an office building so that all rooms are connected to the main sprinkler controller. To have maximum water pressure, the total amount of pipe installed is to be minimized. The criterion is to find the minimum distance set of connections so that all rooms are connected to the main sprinkler controller and, hence, to each other. (See problem 6.)

## Chapter 5 Problem Motivations

Project scheduling is used to plan and control a project efficiently. The following examples illustrate some of the objectives of project scheduling.

Determining a Schedule of Earliest and Latest Start and Finish Times for Each Activity That Leads to the Earliest Completion Time for the Project A developer is building a new clubhouse for a golf course. It must determine what the minimum expected completion time for the project will be. Then it must determine a schedule of earliest and latest times activities can be started while still finishing the construction in the minimum amount of time. (See problem 4.)

Calculating the Likelihood That a Project Will Be Completed Within a Certain Time Period A highway construction project consists of many activities with uncertain completion times. There is public concern about the amount of time the project will take. Using the mean and standard deviation of the completion time for each activity that makes up the construction project, we can calculate the probability that it will be completed by a certain date. (See problem 12.)

Finding the Minimum Cost Schedule That Will Complete a Project by a Certain Date A movie studio has determined a set of activities that must be completed before the release of merchandise associated with a new motion picture. It finds that the original schedule will not allow completion of the project by the desired completion date. However, it can spend extra funds to reduce the times of some of these activities, and it would like to determine how to allocate the minimum amount of funds in order to meet the desired deadline. (See problem 13.)

Investigating the Results of Possible Delays in an Activity's Completion Time An event planner has determined the activities required to hold a convention of a national professional society. It needs to analyze what effect a delay completing one or more activities will have on the overall completion time of the project. (See problem 30.)

Determining Whether a Project Is Coming in on Time and Within Budget A company is developing specialized software to assist in assigning basketball referees to league games. Fifty days into the project, the company wishes to determine whether or not the software will be completed by its original anticipated completion date and whether the work is over or under the budget allocation. (See problem 35.)

Finding a Schedule That Will Smooth Out the Allocation of Resources over the Duration of the Project A toy manufacturer plans to produce and market a new doll. Although the objective of the project is to get the doll to the market in the minimum amount of time, there will be some leeway in the scheduling of the activities to meet this schedule. It wishes to schedule the activities in such a way that costs are spread as evenly as possible over the duration of the project. (See problem 46.)

## Chapter 6 Problem Motivations

Like the situation faced by Lindal Cedar Homes, decision analysis plays a role in the successful operation of many enterprises. The following examples illustrate the decision analysis topics we will be dealing with in this chapter.

Payoff Table Analysis A campus bookstore must determine how many copies of a particular text to order for the upcoming semester. The bookstore's profit is a function of the number of sections of the course that will be offered as well as the number of textbooks the store orders. To assist the store in determining the correct number of books to order, the manager has constructed a payoff table. (See problem 1.)

Decision-Making Criteria An operator of a multiplex movie theater is trying to determine how many screens a new movie release should be booked into. This decision must be made before the theater operator has access to critics' reviews of the movie. (See problem 25.)

Value of Information A candy maker is trying to decide whether to introduce a new line of lower-calorie candy. To help make this decision, the candy maker has hired a market research firm which, based on data from customer focus groups, will give its expert opinion as to whether customer attitudes are favorable or unfavorable toward the new product. Using this information, the candy firm will make a determination regarding the product introduction. (See problems 27 and 28.)

Decision Trees A construction company specializing in restoring historical homes has several different options for doing the restoration work. The least expensive plan would require approval of the town's historic commission. The firm can opt for this plan or a more expensive plan that does not require the historic commission's approval. If it goes for the least expensive plan, the firm can wait for the commission's approval or it can begin work immediately, hoping the commission will give its approval. To determine its best course of action, the firm will undertake a decision tree analysis. (See problem 33.)

Utility A web start-up firm has limited cash available to spend on equipment. Because money is tight, large losses should be avoided. To properly analyze this situation, the firm uses a criterion based on its utility of money in doing its decision analysis. (See problem 39.)

Game Theory Two pharmaceutical companies are competing to offer customers a new hair-loss remedy. The market share gained by one company is a function of its own and its competitor's marketing focus. To determine an optimal marketing strategy, the firm uses game theory. (See problem 42.)

## Chapter 7 Problem Motivations

Forecasting plays a key role in the operations of most businesses. The following examples illustrate the forecasting concepts we will discuss in this chapter.

Stationary Forecasting Models An insurance agency is developing a budget for expenditures over the upcoming year. In order to prepare the budget, it must forecast utility expenditures. (See problem 1.)

Evaluating Forecasting Techniques A manager of a fast-food restaurant is trying to decide which forecasting technique to use to forecast demand of frozen french fries. A good forecast will enable the manager to develop an appropriate inventory policy for ordering french fries. (See problem 21.)

Forecasting Models with Trend A company selling computers over the Internet wishes to forecast sales over the upcoming quarter. (See problem 30.)

Forecasting Time Series with Trend, Seasonal, and Cyclical Variation A college is trying to forecast its upcoming annual expenditures. The forecasting model used accounts for variations in expenditures due to the differing number of classes offered each quarter. (See problem 34.)

## Chapter 8 Problem Motivations

As is the case with Ralphs Grocery Company, most organizations face inventory issues. The following examples illustrate inventory models encountered by organizations that will be addressed in this chapter.

Basic Inventory Model A hair salon wishes to determine how many bottles of hair conditioner to order and when the order should be placed in order to minimize potential inventory costs. (See problem 1.)

Quantity Discount Model A warehouse department store has been offered a discount on jeans by the apparel manufacturer. The discount is based on the size of the order. In light of the discounts offered by the manufacturer, the department store wishes to determine how many jeans to order. (See problem 2.)

Production Lot Size Model A manufacturer of office equipment wishes to determine how many filing cabinets of a specific model it should build during a production run and the total number of production runs it should schedule during the year. (See problem 3.)

Planned Shortage Model An importer of playhouses wishes to determine how many it should order and the approximate percentage of customers who will have to wait for delivery. (See problem 4.)

Periodic Review Model An Internet retailer of sporting equipment orders golf balls from the manufacturer every other week. Given the current inventory position of this product, the firm wishes to determine how many golf balls it should order. (See problem 5.)

Single-Period Model A bakery wishes to determine how many loaves of bread it should bake daily. (See problem 6.)

## Chapter 9 Problem Motivations

Like Carl's Jr., queuing issues play an important role in the operations of many organizations. The following examples illustrate typical queuing models encountered by organizations that will be addressed in this chapter.

Single-Server Queuing Models with Exponential Service Times Customers arrive at random to an ice cream parlor. The store has three potential workers it can hire to work that shift. Service times are random but the average service time depends on the server hired. The company wishes to determine which applicant should be hired. (See problem 12.)

Multiple-Server Queuing Models with Exponential Service Times Customers arrive randomly at a wholesale flower market and service times are random. The market wishes to determine how many servers should be hired to meet a certain service threshold. (See problem 15.)

Single-Server Queuing Models with General Service Times Jobs arrive randomly at a framing store. The store is considering purchasing one of two machines for automating the framing process, each with different service characteristics. The store wishes to determine which machine to purchase. (See problem 16.)

Multiple-Server Queuing Models with Exponential Service Times and Finite Queue Length A clothing retailer is planning to develop a store in a new shopping mall. Customers are expected to arrive at the store location at random and service times can be considered random. There are two sizes of stores that can be leased, each having a limited amount of room for customers. The retailer wishes to determine which size store to lease. (See problem 21.)

Single-Server Queuing Models with Exponential Service and Finite Customer Population A repair person for a firm that has copying machines located at libraries, supermarkets, and court houses is responsible for maintaining the copiers assigned to him. The firm's management wishes to determine how many copiers should be assigned to the repair person so that on the average, a copier is out of commission for no more than one day. (See problem 27.)

Tandem Queuing Models An insurance firm wishes to determine whether efficiencies can be obtained by moving employees from one department into another. (See problem 46.)

## Chapter 10 Problem Motivations

The following examples illustrate simulation concepts that we will be addressing in this chapter.

Monte Carlo Simulation An appliance store is having a sale to sell discontinued refrigerators. The store wishes to determine how many days it will take for it to completely sell its remaining inventory. (See problem 4.)

Simulation of an Inventory System Using a Fixed Time Approach A stereo goods store wishes to determine the profit associated with a specific inventory policy for car alarm systems. Both the weekly demand and the lead time are random. (See problem 11.)

Simulation of a Queuing System Using a Next Event Approach A fastfood restaurant is contemplating having two cashier lines, one for cash purchases, the other for credit card purchases. The restaurant wishes to determine the average time a customer will wait in line to begin service under such a system. (See problems 15 and 16.)

Random Number Mappings for Continuous Random Variables A police department is contemplating installing a speed trap to catch people who exceed the speed limit along a particular street. The speed trap will be in place for a half hour each day. The police department wishes to determine the average number of speeders that will be caught during this half-hour period. (See problem 24.)

Simulation of an M/M/1 Queue Arrivals at a discount store follow a Poisson distribution, and the service time follows an exponential distribution. During its first hour of operation, however, the arrival rate of customers exceeds the service rate. The company wishes to use simulation to estimate the average customer waiting time during this period. (See problem 27.)

Conducting Simulations Using Crystal Ball Software A golf course has a $\$ 100,000$ loan that it must pay off at the end of this year. It would like to use simulation to determine the likelihood that this year's earning will be enough to cover the repayment of this debt. (See problem 29.)

# Additional Problems and Cases 

## Chapter 1 Extra Problems/Cases

41. What is the difference between a parameter and a decision variable in a mathematical model?
42. Discuss how a spreadsheet can facilitate the development of a model shell and the model itself.
43. United Airlines faces not only the situations described in the opening vignette to this chapter, but many other problems as well. Give five examples of optimization models and five examples of prediction models that you feel would be relevant to United Airlines.
44. Management information systems (MIS) are used in most industries to evaluate and transform raw data into useful, relevant, and organized information. Such systems make use of large computerized databases. Information provided by an MIS can be used in management science models to help determine optimal strategies and perform what-if analyses.

Valley Foods is a wholesale food distributor that purchases over 5000 different products from 200 different suppliers. Approximately 100 local retail stores buy their products from Valley Foods. Demand for every item in Valley's inventory varies from month to month, depending on the needs of the customer and the prices Valley is charging for the items.

Valley's costs include purchase costs from the manufacturer (on large orders it receives a discount), the cost of keeping goods in inventory, and "goodwill" costs should Valley be out of stock when a retail customer demands a product. At times, Valley itself encounters delays in filling its orders due to manufacturer's stockouts.
a. What are some factors that Valley Foods might wish to consider in achieving its goal of company profit maximization?
b. What databases and other information systems might be useful in building a profit maximization model for Valley Foods?
45. Turnercize, Inc. is considering introducing a new line of exercise equipment that you feel may be marketed successfully in a 30 -minute infomercial. List some problems that could be evaluated using a management science analysis, which would help Turnercize evaluate the feasibility (and profitability) of such a marketing effort.
46. The Baylor Medical Group is considering hiring an aggressive collection agency to assist in collecting on past due accounts. Its decision will depend on the number of accounts it anticipates will be past due by more than 90 days. The group has forecasted that if it does not hire the agency, $60 \%$ of the accounts will be paid off within 30 days. It projects that $50 \%$ of those accounts more than 30 days past due will be paid off within 60 days; $70 \%$ of accounts more than 60 days past due will be paid off within 90 days; and only $20 \%$ of those accounts more than 90 days past due will be paid off in the next 30 days. Baylor anticipates that, on the average, it will have about 1000 outstanding accounts. Define:
A = average number of accounts with less than 30-day balances
$B=$ average number of accounts with balances between 30 and 60 days
$\mathrm{C}=$ average number of accounts with balances between 60 and 90 days
$\mathrm{D}=$ average number of delinquent accounts (over 90 days)
Baylor would like to know the average number of delinquent accounts (those past due by more than 90 days) if it does not hire the collection agency.
a. Is this an optimization or a prediction model?
b. What is the objective?
c. Briefly describe what the constraints represent.
47. There are many ways to define decision variables in a mathematical model. For a model formulated with one set of decision variables to be equivalent to another model of the same problem formulated using a different set of decision variables, some or all of the coefficients of the model will have to be different. Consider the problem faced by Shari Winslow.

Shari has $\$ 4000$ which she wants to put into a Keogh account before April 15. Doing so will save Shari over $\$ 1600$ in federal and state taxes.

Shari is not an experienced investor, but she knows that she wants to invest in stocks rather than bonds or mutual funds. She has heard that financial expert, Craig Jaynes, has predicted large increases in the following stocks during the coming year:

- Shares of Topeka Electronics should rise to $\$ 50$.
- Crosswind should experience a $20 \%$ rise in the value of its stock.
- Genserve should match the peak price of $\$ 75$ it achieved during the past year.
The current share prices for Topeka Electronics, Crosswind, and Genserve are $\$ 42, \$ 30$, and $\$ 64$, respectively. Shari has decided to invest in one or more of these companies for a year and then reevaluate her Keough investments. While her goal is to maximize the projected return over the coming year, she has decided to be somewhat conservative and invest at least $\$ 800$ in Crosswind and at least $\$ 1000$ in a one-year savings certificate of deposit paying $5 \%$. She wants to invest no more than $\$ 2000$ in either Topeka Electronics or Genserve.
a. Formulate this problem as a mathematical model using decision variables $\mathrm{X}_{1}, \mathrm{X}_{2}$, and $\mathrm{X}_{3}$ to represent the dollar investment in Topeka Electronics, Crosswind, and Genserve, respectively, and $\mathrm{X}_{4}$ represents the amount invested in the savings certificate.
b. Formulate this problem as a mathematical model using decision variables $Y_{1}, Y_{2}$, and $Y_{3}$, representing the number of shares of stock purchased in Topeka Electronics, Crosswind, and Genserve, respectively, with $\mathrm{X}_{4}$ still representing the amount invested in the savings certificate.
c. Suppose both the models in (a) and (b) were solved. How should the results compare?

48. The following is a partial printout from the Queue.xls template on the accompanying CD-ROM. It was generated by making certain assumptions about the probability distribution of the time between customer
arrivals and the service time distribution at Burger Haven Restaurant during lunch hours. The results are based on an average arrival rate of 2 per minute (Lambda $=120$ per hour) and an average service time of two minutes (a service rate of $\mathrm{Mu}=30$ per hour) by each of 5 or more servers. Management at Burger Haven is interested in:

- The average number of customers in the system (L)
- The average number of customers in the queue (Lq)
- The average time (in hrs.) a customer is in the system (W)
- The average time (in hrs.) a customer waits in the queue (Wq)
- The probability an arriving customer will have to wait in line (Pw)
- The proportion of time each server is busy (Rho)
- The probabilities that there are $0,1,2,3$, etc., customers in the restaurant
The difference between "system" and "queue" results is that "queue" results do not include the service operation.
a. Consider a fast-food establishment you have visited. Do the results seem acceptable if only 5 servers are available?
b. List some what-if analyses a management scientist might perform to better inform management of its options.

49. Vegas Medallion Suites is a new hotel that is being planned for Las Vegas off the famous Las Vegas strip. There are to be four types of rooms: (1) standard rooms large enough for a king-size bed or two double beds; (2) deluxe rooms that are larger than standard rooms and include a sitting area; (3) two-bedroom suits; and (4) luxury, "honeymoon" suites.

a. Suppose the hotel knows it will have 900 total rooms. Using only the variables $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}$, and $\mathrm{X}_{4}$ to represent the number of each type of room to be built at Vegas Medallion Suites, write a constraint that states that the number of two-bedroom suites must be at least $60 \%$ of the total number of rooms.
b. Suppose the hotel does not yet know the final design. Although the total number of rooms is unknown, it can be expressed as $\mathrm{X}_{1}+\mathrm{X}_{2}+\mathrm{X}_{3}+\mathrm{X}_{4}$. Using this expression, write a single constraint that states that the number of two-bedroom suites must be at least $60 \%$ of the total number of rooms. Write the constraint in such a way that all the variables appear on the left side of the inequality. Note that although this constraint expresses the above relationship, if you just saw this constraint, it may not be immediately obvious that the constraint expresses the required relationship.
c. Again suppose that the hotel does not know the final design. Define a new summation variable, $\mathrm{X}_{5}$, to represent the total number of rooms. Write two constraints:
i. Express $\mathrm{X}_{5}$ as the sum of $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}$, and $\mathrm{X}_{4}$. ii. Express the relationship that the number of twobedroom suits must be at least $60 \%$ of the total number of rooms in terms of the definitional variable, $\mathrm{X}_{5}$. Write the constraints in such a way that all the variables appear on the left side of the equality or inequality. Note that although this approach adds one additional variable and one additional constraint, if you just saw these two constraints, it is fairly obvious that they express the required relationship.
50. The law of supply and demand states that if supply is limited and demand for a product is high, one should be able to charge a higher price for the product. Such was
the case when the Mazda Miata sports car first was introduced. The base price (the sticker price) was about $\$ 13,000$. Mazda shipped the first few to the United States to build up interest in the car while larger quantities were being produced.

Because Mazda initially shipped so few Miatas to the dealers and customer demand was high, many dealers added a surcharge of up to $\$ 7000$ to the sticker price. Many considered this action "gouging," while others simply called it "sound business practice."

Suppose a management scientist has been able to forecast that if Springfield Motors charged \$X (where X is in thousands of dollars) it could sell $54-2 \mathrm{X}$ Miatas in a month. Since each Miata costs Springfield Motors \$11 (thousand), it will certainly not sell Miatas for less than \$11,000. Mazda has informed Springfield Motors that if it sells Miatas for more than $\$ 21$ (thousand), it will not ship it any Miatas.
a. Write a model for Springfield Motors' monthly revenue if it sells Miatas for \$X (thousand).
Remember: revenue equals selling price times the number of Miatas sold in a month. Note that this is a nonlinear function (i.e., it has a term with X raised to a power other than 1 ).
b. Write an optimization model for Springfield Motors' monthly profit from selling Miatas subject to the limitations on price. Recall that Profit $=$ Revenue Cost.
c. Using differential calculus, find the price X that maximizes the objective function in (b). Show that this price falls within the limits of the constraints. How many Miatas should Springfield Motors expect to sell each month at this price? What would be the monthly profit of this policy to Springfield Motors?

## Chapter 2 Extra Problems/Cases

41. MANUFACTURING. Ring Telephones produces two telephone models, each of which must go through three workstations for manufacturing, assembly, and quality control. The amount of time required for each model in each of the work areas is given in the following table.

| Model | Manufacturing | Assembly | Quality Control |
| :--- | :---: | :---: | :---: |
| Standard | 7 minutes | 3 minutes | 1 minute |
| Trimline | 2 minutes | 7 minutes | 4 minutes |

Ring Telephones employs 10 workers, who each work a $7 \frac{1}{2}$ hour day ( 4500 man-minutes per day). Of these 4500 man-minutes, 1400 have been allocated to manufacturing, 2100 to assembly, and 1000 to quality control.
a. If Ring Telephones makes \$2 on standard models and $\$ 4$ on trimline models, solve for the optimal daily production schedule.
b. The optimal solution had slack time for the assembly process. (i) Would the shadow prices change if all the slack time were allocated to manufacturing? Would the optimal production schedule change? (ii) Would the shadow prices change if all the slack time were allocated to quality control? Would the optimal production schedule change?
c. Suppose one-half of the slack time for the assembly process were allocated to manufacturing and the other half to quality control. Would the shadow prices change? Would the optimal production schedule change?
42. CAMPING GEAR. Outdoor Industries manufactures and sells two types of camping tents to nationwide membership stores such as Costco and Sam's Club. Due to the products' high demand, it can sell all the tents it makes. Both the smaller 2-person Campside model and the larger 6-person Mountain model are made from a rugged nylon fabric and include a number of interlocking 2 -foot steel rods for support. The following table gives the profit as well as the amount of nylon, steel rods, and manufacturing time required per model. Given a monthly availability of 8000 square yards of nylon, 10,000 steel rods, and 400 labor hours, what monthly production schedule of tents do you recommend?

|  | Campside | Mountain |
| :--- | :---: | :---: |
| Nylon (yds.) | 15 | 42 |
| 2-foot steel rods | 20 | 48 |
| Manufacturing time (hrs.) | 1 | 1.8 |
| Unit profit | $\$ 8$ | $\$ 19$ |

43. LABOR PLANNING. The Harris Company, a steel fabrication company, has negotiated a contract to supply Breuner Industries with steel trusses on a monthly basis. It employs both skilled workers and apprentices. The average output of a skilled worker is three trusses per hour; apprentices average two trusses per hour.

Including benefits, each skilled worker costs the Harris Company $\$ 3840$ per month, and each apprentice costs Harris \$2400 per month.

The Harris Company is a "union shop" and has negotiated the following agreements with the union which restrict the workforce to be used for the contract with Breuner Industries:

- At least 25 skilled workers will be used.
- At least 15 more skilled workers than apprentices will be used.
- The maximum budget for labor costs is $\$ 200,000$.

How many skilled workers and apprentices should be assigned to the project to maximize the total monthly production of trusses? Assume each worker works 160 hours per month and both skilled workers and apprentices can be assigned "part-time" so that fractional values are permitted.
44. LABOR PLANNING. Consider the situation faced by the Harris Company in problem 43.
a. Determine the shadow prices for each of the constraints. (i) Why is the shadow price for the first restriction zero? (ii) Explain the difference in sign between the shadow prices for second and third restrictions.
b. Suppose the first restriction is eliminated. What effect will this have on the optimal solution?
c. Using the concept of shadow prices, how much will the optimal number of trusses change if the righthand side of the second restriction is changed to (i) 17 ? to (ii) 13 ?
d. Using only the concept of shadow prices, give a bound on the change to the optimal number of trusses if the right-hand side of the third restriction were changed (i) to $\$ 150,000$; (ii) to $\$ 100,000$.
e. Suppose the second restriction is eliminated. What effect will this have on the optimal solution?
f. Suppose that the monthly contract with Breuner Industries called for production of 30,000 trusses. How much over the $\$ 200,000$ budget for labor costs will Harris be required to spend on the project to meet this objective? How many skilled workers and apprentices would now be assigned to the project?
45. TRAVEL AGENCY. Trieloff Travel is a travel agency that books both individual travel and group package tours primarily for senior citizens. Jim Trieloff, the owner of the agency, employs himself, his wife, and two other full-time employees working 8 hours per day, 5 days a week. He also employs two half-time workers, giving him a total of $4(40)+2(20)=200$ worker-hours per week. He estimates that each individual travel package booked nets him an average of $\$ 65$, whereas each tour arranged nets him $\$ 2500$. Each individual package usually takes about 3 man-hours to arrange, and each tour package takes 2 people a combined average of 50 man-hours to put together. Because he wants to establish himself primarily as a tour promoter, he will
only allocate between 40 and 60 man-hours for handling individual packages. In a typical week, how should Jim allocate his personnel time between working on individual travel packages and group tours to maximize his expected weekly profit? Comment on the meaning of the fractional values.
46. ADMINISTRATIVE SUPPORT. The federal government has asked Boeing Aircraft to resubmit its bid to be the prime contractor for a modified version of the space station. Boeing's design division is expected to need temporary additional secretarial support to handle a substantial increase in paperwork that will be generated until the bid is completed. Boeing can hire temporary personnel from Techhelp, a local temporary help firm specializing in technical secretarial support, or it can temporarily transfer secretarial staff from other divisions within the company.

Given the results of qualifications tests, it appears that an in-house secretary who is transferred can produce about 40 pages of usable work daily. Such work will require approximately two hours a day in technical assistance from supervisory personnel. Because he or she is less familiar with the Boeing environment than Boeing employees, it is estimated that a Techhelp employee can produce only 30 pages of work per day. Because of the Techhelp employee's higher degree of technical secretarial training, however, each employee only requires approximately one hour of technical assistance from supervisory personnel.

Boeing has allocated up to 10 workstations to the design division for additional secretarial support, so that the division can utilize at most 10 workers. It has further allocated one full-time employee for technical assistance providing eight hours of technical support time available daily.
a. Formulate a linear program to determine the optimal number of temporary Techhelp employees to hire and in-house transfers needed to maximize the total potential number of pages produced per day. Assume that fractional values represent workers assigned parttime to the division.
b. Why is there a nonzero reduced cost associated with the output of in-house transfers but not with the output of Techhelp employees? What is the reduced cost for the output of in-house transfers?
c. Calculate the range of optimality for each objective function coefficient. Explain in simple terms why the lower limit for the range of optimality for the output of in-house transfers is $-\infty$.
47. ADMINISTRATIVE SUPPORT. Consider the situation faced by Boeing in problem 46.
a. Determine and interpret the range of feasibility for the availability of the number of workstations and the number of hours of technical assistance available. Explain in simple terms why the upper limit of the range of feasibility for the number of workstations is $+\infty$.
b. Suppose, in monetary terms, Boeing feels that each additional potential page is worth $\$ 1$ and the cost of a supervisor's time for technical assistance is $\$ 25$ per
hour. Using shadow prices, show why having up to two additional hours of supervisory assistance is profitable to the company.
c. Show (by re-solving the problem) why hiring a second full-time employee (increasing the hours of available technical support to 16 ) would not be in Boeing's best interest.
48. MACHINE SHOP SCHEDULING. When new homes are built, frequently parts such as the handle/valve units used in bathroom sinks are bought as closeout items from a manufacturer. When they need to be replaced, a sample must be sent to a machine shop so that they can be duplicated. Although this may seem like a costly process, some bathrooms have two or three sinks, each with two handles. Thus, if one unit becomes inoperative or damaged, unless the owner wishes to replace all 4-6 handle/valve units or have one handle that does not match the others, a special order is needed.

When Ponderosa Homes built the 250 tract houses of the Park Place Subdivision in Norman, Oklahoma, it used a closeout handle/valve unit from Harmon Industries. Harmon Industries has since gone bankrupt, and many homeowners in the Park Place Subdivision are reporting problems with their handles. Ponderosa has sent a sample to Bathworks Industries and placed an order for at least 50 of the handle/valve units. Bathworks scheduled 8 hours on each of two machines required to produce the handles on June 15 to process the order.

There are two different processes that Bathworks can use to produce the units. The first, resulting in a cost of $\$ 15$ per unit, requires 12 minutes on machine 1 and 5 minutes on machine 2. The second, resulting in a cost of $\$ 11$ per unit requires 7 minutes on machine 1 and 13 minutes on machine 2. How many handle/valve units should Bathworks produce using each process on June 15?
49. CONSTRUCTION. Magnolia Homes of Houston, Texas has received a grant from the federal government to build a community of homes on a local 9-acre site geared toward low- to middle-income families. Magnolia is planning to build both 1400 -square-foot detached family homes and attached 1100 -square-foot townhomes on the site. The total acreage required per house (including the yard and allowances for streets, driveways, etc.) is .40 acre per detached home and .15 acre per townhome. Each detached home is expected to take 1600 man-hours to complete, while each townhome is expected to take 800 man-hours. The contract Magnolia has with the government contains the following clauses:

1. The project must be completed in 4 months.
2. The government will pay Magnolia enough to earn a $\$ 25,000$ profit on each detached home and \$12,000 on each townhome.
Magnolia has a skilled labor force of 70 workers, each capable of working 160 hours per month.
a. Formulate and solve as a linear programming model.
b. Suppose there were a clause in the contract requiring at least as many townhomes be built as detached homes. Why do you not have to re-solve the model in part a?
c. Suppose the contract included a clause requiring at least as many detached homes be built as townhomes. What is the optimal solution to the linear model? Round this solution so that all constraints are satisfied. Now re-solve the model adding integer constraints for the variables. Did you get your rounded solution?
3. HAZARDOUS WASTE DISPOSAL. Environmental Waste Disposal, Inc. (EWD) of Chicago, Illinois, specializes in transporting hazardous waste to landfills. There are few such agencies in the area, and so a backlog of demand for these services has developed. The firm would like to purchase at least six new trucks and have the capability of transporting at least 9000 pounds of hazardous waste per day. Each truck will be used for only one trip per day from a client's location to the hazardous waste disposal site.

Two companies manufacture the trucks required for this specialized operation. Safeco's model costs $\$ 60,000$
and has a capacity of 3000 pounds of waste material. Kluge's model costs $\$ 40,000$ and has a capacity of 1000 pounds of waste material.

Each Safeco truck is equipped only with a front seat capable of transporting the driver and one other worker. The smaller Kluge model comes with both a front and back seat and is capable of transporting the driver and three other workers. EWD would like the capability of transporting a total of at least 18 workers on any given day.
a. Formulate this problem as an integer linear programming model to minimize EWD's cost and solve using (i) linear programming; and (ii) integer linear programming.
b. What is the optimal total cost for the (i) linear programming solution and (ii) integer linear programming solution?
c. Why should the total cost for the integer linear programming problem be larger than that of the linear programming problem?

## Chapter 3 Extra Problems/Cases

41. FOOD SERVICE. Jami Gourmen operates a food truck that primarily services workers at construction and industrial sites. Jami is particularly popular because she only uses fresh ingredients purchased each morning from a local distributor. These include:

| 3 8-pound Swift turkey breasts (@ \$20 each) | $\$ 60$ |
| :--- | :--- |
| 3 12-pound Butchers roast beefs (@ $\$ 42$ each) | $\$ 126$ |
| 3 10-pound Hormel honey cured hams (@ \$30 each) | $\$ 90$ |
| 3 8-pound Alpine Swiss cheeses (@ \$18 each) | $\$ 54$ |
| 300 sourdough rolls | $\$ 60$ |
| miscellaneous condiments | $\$ 30$ |

In addition to this $\$ 420$ in fixed daily food costs, Jami incurs \$280 in other daily costs, including gas, truck payments, insurance, and wages for an assistant.

Jami slices each of the meats and cheeses into oneounce portions first thing in the morning; then she makes sandwiches from these ingredients, wraps them in plastic wrap, and stores them on the truck. She has space to store up to 300 sandwiches and has no problem selling all the sandwiches she makes. The following table gives the ounces of each ingredient in each of the five sandwiches she sells as well as her current selling prices.

| Sandwich | Price | Turkey | Beef | Ham | Cheese |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Turkey De-Lite | $\$ 2.75$ | 4 | 0 | 0 | 1 |
| Beef Boy | $\$ 3.50$ | 0 | 4 | 0 | 1 |
| Hungry Ham | $\$ 3.25$ | 0 | 0 | 4 | 2 |
| Club | $\$ 4.00$ | 2 | 2 | 2 | 2 |
| All Meat | $\$ 4.25$ | 3 | 3 | 3 | 0 |

a. Formulate and solve for the optimal number of each type of sandwich to make daily. Given that she operates 200 days per year, what does Jami net annually from making and selling sandwiches?
b. What is the shadow price and the range of feasibility for cheese? Give a precise interpretation.
c. Jami is considering buying another bulk package of one of the meats or cheese. If only one additional bulk package is purchased, which would be the most profitable to Jami?
42. APPAREL INDUSTRY. Exclaim! Jeans is setting up a production schedule for the coming week. Exclaim! can make four jean products: men's and women's jackets and pants. Although it can make different sizes of each, the variation in material usage and labor between sizes is negligible. Each jacket and pair of pants goes through cutting and stitching operations before being boxed. The following table gives the profit, denim, cutting time, stitching time, and boxing time required per 100 items, as well as the total resource availabilities during the week.

| Item | Profit | Denim <br> (yd.) | Cutting <br> (hr.) | Stitching <br> (hr.) | Boxing <br> (hr.) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Men's jackets | $\$ 2,000$ | 150 | 3 | 4.0 | .75 |
| Women's | $\$ 2,800$ | 125 | 4 | 3.0 | .75 |
| $\quad$ jackets | $\$ 1,200$ | 200 | 2 | 2.0 | .50 |
| Men's pants |  |  |  |  |  |
| Women's pants | $\$ 1,500$ | 150 | 2 | 2.5 | .50 |
| Available this <br> $\quad$ week |  | 2500 | 36 | 36.0 | 8 |

a. Develop and solve a linear programming model. for Exclaim! Jeans which will maximize its profit for the week.
b. Suppose that, in addition to the existing restrictions, management wishes to produce at least 500 of each item. Add these constraints to your linear program and re-solve the problem. What is the result? To what do you attribute this result?
c. Suppose the minimum production for each item is 300. What is the optimal solution?
d. Suppose a constraint was added that requires at least $50 \%$ of the items manufactured to be women's items. How would this affect the optimal solution? Suppose instead that the added constraint requires that at least $50 \%$ of the items manufactured are men's items. How would this affect the optimal solution?
43. BANK LOAN POLICIES. Montana State Savings Bank is currently scheduling $\$ 10$ million in deposits. First trust deeds yield $9 \%$, second trust deeds $10.5 \%$, automobile loans $12.25 \%$, and business loans $11.75 \%$. In addition, Montana State Savings Bank can invest in riskfree securities yielding $6.75 \%$. Regulatory commissions of the state and federal governments require the following:

- At most one-third of deposits must be in risk-free securities.
- Home loans (first and second trust deed) cannot exceed the amount in risk-free securities.
- Business loans may not account for more than $49 \%$ of the total loans and trust deed investments.
- Automobile loans may not exceed $50 \%$ of the home loans (first and second trust deeds).
How should Montana State Bank invest the $\$ 10$ million in deposits?

44. LABOR FORCE REDUCTIONS. Reductions in the defense budget are causing problems for Williams, Osborne, and Evans (WOE), a leading supplier of C ${ }^{3}$ I systems. WOE is faced with the need to downsize its labor force, while, at the same time, reduce waste and improve its competitive position. Its problem is to develop a mix of labor skills and functions which will not only be adequate to perform ongoing work but also meet certain headcount or cost reduction goals.

The following table summarizes the levels and types of people currently at WOE, along with other relevant data.

Manpower Characteristic Summary

|  |  |  |  | Time Charges |  |  |
| :--- | :--- | :--- | :--- | ---: | :---: | ---: |
| Grade | Title | Weekly <br> Salary | Job <br> Category | Direct | Overhead | Current <br> Headcount |
| 100 | Operations manager | $\$ 1600$ | Management | $20 \%$ | $80 \%$ | 40 |
| 100 | Department manager | $\$ 1200$ | Management | $30 \%$ | $70 \%$ | 200 |
| 100 | Section head | $\$ 1000$ | Management | $80 \%$ | $20 \%$ | 900 |
| 100 | Engineer | $\$ 800$ | Technical | $100 \%$ | $0 \%$ | 6000 |
| 101 | Technician | $\$ 600$ | Technical | $100 \%$ | $0 \%$ | 3000 |
| 102 | Business support | $\$ 500$ | Administration | $30 \%$ | $70 \%$ | 150 |
| 103 | Secretary | $\$ 350$ | Clerical | $30 \%$ | $70 \%$ | 900 |

A number of goals have been established for the downsizing effort. These goals, which impact management's flexibility in achieving its objectives, are as follows:

- The combined total of operations managers and department managers should be reduced by $50 \%$.
- The section head level of management should be eliminated.
- Operations managers are to number no more than $20 \%$ of the department managers.
- The ratio of technical personnel to management personnel must be at least $20: 1$.
- Between $5 \%$ and $10 \%$ of the total headcount must be clerical.
- Administration is to make up only $1 \%$ to $2 \%$ of the total headcount.
- Overhead charges must be between $5 \%$ and $10 \%$ of direct charges.
- Direct labor costs must equal $\$ 4.8$ million weekly.
- At least six operations managers are needed to lead the diverse technical areas.
- Department manager direct labor charges should not make up more than $10 \%$ of the technical labor charges.
- The ratio of engineers to technicians should not exceed 4:1.
- To assure a balanced workforce, the percentage decrease or increase in headcount devoted to any grade level must not exceed 20\%. (For example, there are currently 7140 grade-level 100 s; this is $7140 / 11,190=63.8 \%$ of the total headcount. After downsizing, this percentage could increase or decrease by $0.2(63.8 \%)=12.76 \%$. Thus, the number of gradelevel 100 personnel after downsizing must be between $51.04 \%$ and $76.56 \%$ of the new total headcount.)
What staff reduction plan minimizes WOE's total weekly payroll?

45. EDUCATION. The School of Business at Nebraska State University has received authorization from the
university president to hire up to 20 new full-time faculty members and spend up to $\$ 1,275,000$ a year in new salaries. The school is seeking professors at all levels: assistant, associate, and full professor.

The dean of the school would prefer not to hire full professors. Accordingly, while the school may not seek faculty for all 20 positions, the dean has authorized that at least $50 \%$ of the new faculty who are hired should be assistant professors, and at least $70 \%$ of the new faculty hired should be below the rank of full professor. The respective departments within the school have convinced the dean, however, that at least three full professors should be hired to provide expertise in the areas of telecommunications, ethics, and international management.

The following table gives the average salaries and years of experience for professors in each of the three ranks. The school is interested in hiring the most qualified mix of faculty (as measured by the total combined years of experience) that meets the university's limitations and the dean's authorizations.

| Rank | Average Salary | Average Years of Experience |
| :--- | :---: | :---: |
| Assistant | $\$ 55,003$ | 2 |
| Associate | $\$ 69,885$ | 7 |
| Full | $\$ 93,471$ | 14 |

Formulate and solve an integer linear programming model for the problem faced by the School of Business.
46. MANPOWER SCHEDULING. Guardmaster Services provides 24-hour security services for the 65 -story Union Tower Building in New York City. The number of security officers required varies with the time of day. Peak demand for security officers occurs at the beginning of the workday, at lunch time, and at the end of the workday, while fewer officers are needed in the dead of night. A needs assessment of the minimum staffing requirements for Union Tower is given in the table at the bottom of this page.

| Time Block | $\begin{gathered} \mathrm{Mid}- \\ 5 \mathrm{AM} \end{gathered}$ | $\begin{gathered} \text { 5AM- } \\ 7 \mathrm{AM} \end{gathered}$ | $\begin{aligned} & 7 \mathrm{AM}- \\ & 9 \mathrm{AM} \end{aligned}$ | $\begin{aligned} & 9 \mathrm{AM}- \\ & 11 \mathrm{AM} \end{aligned}$ | $\begin{gathered} 11 \mathrm{AM}- \\ 2 \mathrm{PM} \end{gathered}$ | $\begin{gathered} 2 \mathrm{PM}- \\ 4 \mathrm{PM} \end{gathered}$ | $\begin{gathered} \hline \text { 4PM- } \\ 7 \mathrm{PM} \end{gathered}$ | $\begin{aligned} & \hline \text { 7PM- } \\ & \text { Mid } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Guards |  |  |  |  |  |  |  |  |
| Needed | 5 | 8 | 12 | 10 | 15 | 9 | 12 | 7 |

Guardmaster schedules overlapping shifts so that it is not caught in total transition during any period of the day. Guards are scheduled for 8 -hour shifts. There are eight such shifts, spread three hours apart, beginning at midnight (midnight to 8 A.M., 3 A.M. to 11 A.M., etc.)
a. Formulate and solve a linear program that will use the minimum number of security guards while meeting the minimum security requirements. (Hint: Break up the day into one-hour time blocks. Eliminate any obviously redundant constraints. There are eight nonredundant constraints.)
b. Interpret the shadow prices and ranges of feasibility. What is the effect of increasing the minimum number of officers required (i) from midnight to 5 A.M. to 7? (ii) from 9 A.M. to 11 A.M. to 12? (iii) from 11 A.M. to 2 P.M. to 17 ?
c. Suppose all officers whose shifts begin at midnight or 3 A.M. get a $\$ 5$ per day bonus. Using the sensitivity output only, can you conclude whether the optimal solution will change?
d. Solve part (a) as an integer linear program. Did you get the same results? Do parts (b) and (c) make sense?
47. PRODUCTION. The R\&D department of Little Trykes, Inc. has developed six new prototype tricycle models that can go into production in the coming year. The amount of plastic and the number of big and small wheels for each model, the monthly availabilities, the fixed cost of beginning production, and the unit profits excluding fixed costs are given in the following table.

|  | Unit <br> Profit | Small <br> Wheels | Big <br> Wheels | Plastic <br> (lb.) | Setup <br> Costs |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Liltryke | $\$ 1.50$ | 3 | 0 | .8 | $\$ 16,500$ |
| Pinktryke | $\$ 2.00$ | 1 | 2 | 1.2 | $\$ 18,000$ |
| Herotryke | $\$ 2.25$ | 2 | 1 | 1.5 | $\$ 17,500$ |
| Robinhood | $\$ 2.75$ | 2 | 1 | 2.1 | $\$ 18,000$ |
| Jeeptryke | $\$ 3.00$ | 2 | 1 | 1.8 | $\$ 20,000$ |
| Monster | $\$ 3.50$ | 0 | 3 | 3.0 | $\$ 17,000$ |
| Available Monthly | 10,000 | 8000 | 9000 |  |  |

a. Formulate a MILP model for this problem to determine how many units of each product should be
produced if Little Trykes wishes to keep the amount of money spent on new setups to a maximum of $\$ 70,000$. (Hint: Convert all production data to yearly figures.)
b. Assume that the maximum expenditure of $\$ 70,000$ for new setups is just one part of five company goals. The other four are:

- If the Herotryke is produced, the Robinhood will not be produced.
- At least four new models are to be produced.
- If the Jeeptryke is produced, the Monster will also be produced.
- At least 1500 pounds of plastic should be left over each month for use in the company's other products.
Management wishes to meet at least four of these five goals. Formulate a MILP model for this problem and solve for the optimal production schedule.

48. PRODUCT DEVELOPMENT. The electric car division at Detroit Motor Company has promised that at least three new models will be delivered and produced within the next four years. Accordingly, the company has committed up to 50 engineers this year, 60 next year, and 75 in the third year to this division. In addition, a support staff of up to 8 this year, 12 the next, and 20 the third year will be made available to the division.

Currently, six models are under consideration, codenamed the Alpha, Beta, Delta, Gamma, Kappa, and Sigma, respectively. The projected number of engineering and support staff hours required each year for the development of each model and the expected net present worth profits of each potential electric car line are given in the table at the bottom of the page.

Detroit has decided that if the Alpha model is produced the Beta model should not be produced, and if the Sigma model is produced the Alpha model should be produced. If engineers work an average of 2500 hours a year, and support staff an average of 2000 hours per year, develop and solve a model to determine which models the electric car division at Detroit should produce.

\left.|  | Year 1 |  |  | Year 2 |  |  | Year 3 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |$\right)$

49. EVALUATION OF COLLEGE CAMPUSES. Following the ascent of native son Dick Cheney to the vice presidency of the United States, the state of Wyoming found increasing public interest in its attractions and experienced an upswing in population. Many of its new citizens were college-age individuals interested in an in-state education. Thus, in addition to its well-established university in Laramie, the University of Wyoming, the state began a three-campus Wyoming State University system with branches in Cody, Casper, and the state capital of Cheyenne. After a few years of operation Wyoming's governor has asked for an assessment of how efficiently each campus is operating.

A state committee of educational experts has chosen to measure the average college grade point average, the graduation rate, and the percent who find employment within three months of graduation as output measures to be weighed against entering SAT scores, the faculty to student ratio, and the university budget as inputs at each of the three campuses. The following table summarizes these values for each of the three campuses. Using a data envelopment analysis approach, which campuses seem to be inefficient?

|  | Avg. <br> SAT | Fac/ <br> Stu <br> Ratio | Budget <br> $(\$ M)$ | GPA | Grad. <br> Rate | Percent <br> Employ- <br> ment |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Campus | Score | Ren | 920 | .068 | $\$ 20.3$ | 2.63 |
| .43 | .78 |  |  |  |  |  |
| Cody | 960 | .059 | $\$ 24.6$ | 2.57 | .55 | .79 |
| Casper | Cheyenne | 1000 | .061 | $\$ 35.2$ | 2.81 | .54 |

50. EVALUATION OF RETAIL STORES. Nottingham Enterprises owns five retail stores in the northern Ohio area. Two are large discount stores similar to Wal-Mart stores, two are department stores similar to Macy's department stores, and one is an upscale establishment similar to a Nieman-Marcus store. Management wishes measure how efficiently each store is operating based on annual sales (in \$millions) in four departments (men's clothing, women's clothing, cosmetics, and jewelry) compared to the average family income of its credit card customers, the number of employees, and the overall store size of each of the five retail stores. The data are given in the following table.

- Determine which stores appear to be operating inefficiently and which are efficient.

|  | Income | $\#$ <br> Employ. | Size <br> Sq. Ft. | Men's <br> Clothes | Women's <br> Clothes | Cosmetics | Jewelry |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| Store | 32987 | 275 | 23876 | 9.6 | 20.3 | 16.3 | 4.1 |
| Discount 1 | 32987 | 215 | 28755 | 10.3 | 17.9 | 15.5 | 4.6 |
| Discount 2 | 54321 | 185 | 19000 | 14.5 | 55.2 | 27.4 | 22.3 |
| Dept. Store 1 | 54321 | 180 | 18750 | 15.2 | 44.8 | 26.8 | 28.4 |
| Dept. Store 2 | 54321 |  |  |  |  |  |  |
| Upscale Store | 99765 | 85 | 11000 | 12.5 | 45.9 | 19.9 | 35.1 |

## LCASE 4: Horn Shoe Company ${ }^{1}$

The Horn Shoe Company, a firm primarily producing women's shoes in several factories throughout the country, is adding temporary workers to produce its new Fall line of shoes. The company projects that it will need 200,000 additional shoes for May, 300,000 for June, 270,000 for July, and 150,000 for August.

Horn can hire both experienced and novice workers on a temporary basis. After one month, novice workers are then classified as apprentices; after two months, they are considered "experienced" workers. Cost and productivity estimates for temporary workers are as follows:

[^99]|  | Novice | Apprentice | Experienced |
| :---: | :---: | :---: | :---: |
| Costs |  |  |  |
| Hiring | \$1000 | - | \$1500 |
| Training | \$ 800/month | \$ 400/month | \$ 0/month |
| Salary | \$1600/month | \$2400/month | \$3000/month |
| Termination | \$ 250 | \$ 500 | \$ 700 |
| Productivity |  |  |  |
| Shoes | 400/month | 600/month | 800/month |

Temporary workers are hired at the beginning of a month, and when they are terminated, this occurs at the end of a month. All temporary workers must be terminated by the end of August. Prepare a report recommend-
ing an optimal hiring/termination policy over the fourmonth period which minimizes Horn's total costs while meeting the additional production requirements. Include an analysis of the effects of changes on training and termination costs and on required production quotas.

Formulation Hint: Define the following variables for each month:

- Number of novices hired for the month
- Number of experienced workers hired for the month
- Total number of apprentices during the month
- Total number of experienced workers during the month
- Total number of novices terminated at the end of the month
- Total number of apprentices terminated at the end of the month


## LCase 5: Todd \& Taylor

Jerry Todd, a managing partner of the investment firm of Todd and Taylor, is designing a portfolio for Greg Edmonds. Greg has $\$ 500,000$ cash to invest, and Jerry has identified 12 different investments, falling into four broad categories that both Jerry and Greg feel would be potential candidates for the portfolio. In addition, Todd has learned that two investment partnerships will be open to investment six months from now and can be considered to be potential investments at that time.

The table at the top of the next page lists the investments and their important characteristics. The expected annual after-tax returns accounts for all commissions and service charges. Note that Beekman Corporation stock and Beekman Corporation bonds are two separate investments, whereas Calton REIT is a single investment, a stock that is also a real estate investment.

Greg will hold any money invested in the one-year CD for the entire year. All other investments made at the beginning of the year will be sold at the end of the first six months at which time it is assumed he will have earned $50 \%$ of the annual return. The initial amounts in these investments plus the returns will then be available for investments during the second six months. Returns on all investments (except the one-year CD) made during the second six months should again earn $50 \%$ of the annual return. Jerry wishes to determine the investments Greg should make during the first six months of the year and the investments he should make during the second six months of the year that will maximize the total value of the portfolio at the end of the year. However, the investments should be made subject to a number of concerns Greg has raised regarding his portfolio including:

1. Throughout the year the average risk factor must be no greater than 55 .

- Total number of experienced workers terminated at the end of the month

Be sure to include constraints for each month expressing:
(Total experienced workers in month i)
$=($ Total experienced workers in month $\mathrm{i}-\mathrm{l})$

+ (Number of experienced workers hired in month i)
- (Number of experienced workers terminated in month i-l)
+ (Number of apprentices in month i-l)
- (Number of apprentices terminated in month $\mathrm{i}-\mathrm{l}$ )
and
(Total Number of apprentices in month i)
$=($ Total novices in month i-l)
- (Number of novices terminated in month i-l)

2. Throughout the year the average liquidity factor must be at least 85 .
3. At least $\$ 10,000$ is to be invested in the Beekman Corporation.
4. At least $10 \%$ but not more than $50 \%$ of the non"money" portion of the portfolio should be invested in each category of investment during each six-month period.
5. With the exception of the money category investments, no more than $20 \%$ of the portfolio $(\$ 100,000)$ should be in any one investment.
6. At least $\$ 25,000$ should be kept in the money market fund throughout the year.
7. A minimum investment of $\$ 125,000$ should be in bonds throughout the year.
8. Throughout the year at most $40 \%$ of the total portfolio in investments with expected annual after-tax returns of less than $10 \%$ are to have risk factors exceeding 25.
9. Throughout the year at least one-half of the portfolio must be totally liquid (i.e., have a liquidity factor of 100 ).

Prepare a report to assist Jerry Todd in developing a portfolio for Greg Edmonds. Include in the report the following analyses:

- The expected after-tax return on the investment plan
- By how much each of Greg's restrictions were met, including the determination of the overall risk and liquidity factors
- The expected after-tax return for additional investment above \$500,000
- The most sensitive after-tax return estimates that could affect the optimal solution
- The effect of a relaxation in the minimum dollar amount to be placed in the money market fund

Investments Currently Available

| Category | Investment Estin | Estimated Annual After-Tax Return | Liquidity Factor | Risk <br> Factor |
| :---: | :---: | :---: | :---: | :---: |
| Stocks |  |  |  |  |
|  | Beekman Croporation | 8.5\% | 100 | 62 |
|  | Taco Grande | 10.0\% | 100 | 71 |
|  | Calton REIT | 10.5\% | 100 | 78 |
|  | Qube Electronics | 12.0\% | 100 | 95 |
| Bonds |  |  |  |  |
|  | Berlin Power | 5.8\% | 95 | 19 |
|  | Beekman Corporation | 6.4\% | 92 | 33 |
|  | Metropolitan Transit | 7.2\% | 79 | 23 |
| Real Estate |  |  |  |  |
|  | Socal Apartment Part. Calton REIT | $9.0 \%$ <br> (See above) | 0 | 50 |
| Money |  |  |  |  |
|  | T-Bill Account | 4.6\% | 80 | 0 |
|  | Money Market Fund | 5.2\% | 100 | 10 |
|  | Six Month CD | 7.2\% | 0 | 0 |
|  | One Year CD | 7.8\% | 0 | 0 |
| Investments Available in Six Months |  |  |  |  |
| Category | Investment | Estimated Annua <br> After-Tax <br> Return | Liquidity Factor | Risk <br> Factor |
| Investment Partnerships |  |  |  |  |
|  | Abid.com | 9.5\% | 20 | 68 |
|  | Parkstone Medical | $12.0 \%$ | 40 | 79 |

## LCASE 6: Sun World Citrus

Many citrus processors located in southern California have found it increasingly less profitable to operate in the area and have simply ceased operation. This has increased demand for citrus products from those remaining businesses in the region. Sun World Citrus, located in the Coachella Valley, approximately 100 miles from Los Angeles, is one citrus processor remaining in business.

Sun World currently operates a plant with two production lines. Each line requires four workers and is capable of processing 100,000 boxes of oranges annually. There are also two supervisors at the plant. Workers earn $\$ 20,000$ per year, while each supervisor earns $\$ 40,000$ annually. Fixed yearly operating expenses amount to about $\$ 100,000$ per year.

Sun World sells a 60 -count box of oranges for $\$ 6.20$ per box. It costs Sun World approximately two cents per orange to grow, pick, and transport it to the plant. Since demand has been about 200,000 boxes annually (the plant's capacity), no changes have been made in quite some time. However, a recent study done for Sun World indicates that demand will increase to 500,000 boxes within a year.

The company is evaluating three alternatives to meet the projected increase in demand: (1) modernizing its cur-
rent equipment; (2) expanding the current plant by adding another (modern) production line to its two lines; and (3) purchasing and building another plant approximately 25 miles from the existing facility.

The following table details some of the data management is considering.

|  |  |  | Additional <br> Yearly | Additional <br> Additional <br> Workers |
| :--- | :---: | :---: | :---: | :---: |
| Fixed <br> Supervisors | Added <br> Cost $^{*}$ | Capacity |  |  |
| Option | 2 | 0 | $\$ 30,000$ | $25,000 /$ |
| Modernize |  |  |  | machine <br> equipment |
| Plant expansion | 5 | 1 | $\$ 50,000$ | 150,000 |
| New plant | 10 | 2 | $\$ 500,000$ | 280,000 |

*Includes the cost of financing each improvement.
Management wishes to add no more than 15 new workers or two new supervisors and would like to know which projects to undertake to meet at least 100,000 of the anticipated 300,000 box increase in yearly demand.

Prepare a report for Sun World Citrus that recommends a course of action that maximizes net additional profit. Discuss the ramifications of your recommendation.

## Chapter 4 Extra Problems/Cases

41. It is anticipated that steel production at a new plant in Bethlehem, Pennsylvania, will generate approximately 50,000 gallons of raw sewage per hour that must be treated at a local treatment facility. The plant plans to use excess capacity on existing pipes. Will the existing system of pipes between pumping stations be sufficient
to support this operation, or will additional piping capacity be required? (The numbers give the maximum number of thousands of gallons per hour possible through each pipe.) Sewage can flow in either direction between Stations 1 and 2 and Stations 4 and 5.

Problem 41

42. The Wichita State University (WSU) baseball team is preparing for the upcoming college world series. It has two games left in the regular season, followed by at least two games in the double elimination World Series tournament. WSU has already played three of the four teams-Texas (UT), Arizona State (ASU), and Florida State (FSU) -and is very familiar with its other opponent, California State University, Fullerton (CSUF).

WSU has four starting pitchers and will start a different one against each team. Based on past performance, the WSU coach has compiled an effectiveness statistic for each pitcher based on the pitcher's and the opponent team's strengths and weaknesses. He has used these statistics throughout the year, which may account for his successful 45-12 won-lost record. The effectiveness statistics for these opponents are as follows.

Effectiveness Factors

|  | UT | ASU | FSU | CSUF |
| :--- | :---: | :---: | :---: | :---: |
| Clyde Rollins | 62 | 65 | 80 | 50 |
| Carlos Pascual | 76 | 70 | 82 | 55 |
| Sid Thompson | 75 | 40 | 77 | 57 |
| Ted Quillici | 45 | 48 | 50 | 36 |

a. Based on these factors, which pitcher should WSU start against each team to maximize the total overall effectiveness rating?
b. Suppose the WSU coach will let a pitcher start up to two games. Modify the problem and solve first as an assignment problem and then as a transportation problem.
c. Use the transportation model format to determine the starting pitchers if the WSU coach will allow a pitcher to start as many as three games.
43. During the early 1970s, the political scandal Watergate shook the United States and toppled a presidency. While there were many aspects to the episode (robbery, enemies lists, abuse of power, cover-ups, etc.), a key component was the "laundering" of funds from big money contributors to campaign coffers. This practice consists of channeling a large "gift" of money through various banks and individuals so that its source cannot be traced. Unfortunately, such activities continue today as evidenced by congressional investigations beginning in 1997.

Suppose millionaire I. S. Halverson has $\$ 5000$ (in reality, he would probably have 10 or 100 times this amount) that he would like to donate "anonymously" to the Independent National Party (INP). He might first split the money up in smaller units and deposit the money in several bank accounts spread throughout the world. Money from these accounts could be mixed or further divided and sent to other accounts or individuals, who, in turn, would do the same, until several checks for $\$ 1000$ or less eventually arrive at party headquarters.

To avert suspicion, a limit has been placed on the amount of each transaction between intermediaries. These limits are given in the network at the top of the next page depicting I. S. Halverson, the intermediaries, and the INP. Given these limitations, how much of the $\$ 5000$ can I. S. Halverson launder to the INP?
(Note: The federal government employs management scientists who also use such models to help determine transaction limits that should be monitored.)

Problem 43


Numbers on the arcs represent the maximum amount that can be laundered in either direction.
44. Luxor Motorhomes has two plants, one in Riverside, California, and the other in Des Moines, Iowa. Each plant can produce three different models: the Grand Cruiser, the Traveler, and the Weekender. Labor time at the Riverside plant limits production to 600 models per month, while the Des Moines plant can produce up to 1000 models per month. The manufacturing costs and monthly production capacities for each model vary, depending on the plant. These costs are summarized in the following table.

Manufacturing Costs and Maximum Monthly
Production Levels

|  | Riverside | Des Moines |
| :--- | :---: | :---: |
| Manufacturing Cost |  |  |
| $\quad$ Grand Cruiser | $\$ 53,000$ | $\$ 50,000$ |
| Traveler | $\$ 29,000$ | $\$ 27,000$ |
| $\quad$ Weekender | $\$ 18,000$ | $\$ 17,000$ |
| Maximum Monthly Production |  |  |
| $\quad$ Grand Cruiser | 200 | 400 |
| Traveler | 500 | 500 |
| Weekender | 600 | 900 |

Once the units are manufactured, they are shipped to central distribution locations in Florida, Texas, and California, where they are ultimately purchased by retailers. The demand for motorhomes at the distribution locations for this month's production is as follows.

Demand for Motorhomes

|  | Florida | Texas | California |
| :--- | :---: | :---: | :---: |
| Grand Cruiser | 100 | 50 | 150 |
| Traveler | 200 | 100 | 300 |
| Weekender | 225 | 175 | 250 |

The transportation costs for shipping a motorhome from a plant to a distribution center are independent of the model. These are given in the following table.

Motorhome Shipping Costs

|  | Florida | Texas | California |
| :--- | :---: | :---: | :---: |
| Des Moines | $\$ 1000$ | $\$ 800$ | $\$ 1200$ |
| Riverside | $\$ 2000$ | $\$ 700$ | $\$ 300$ |

Formulate this problem as a capacitated transshipment problem and solve for the optimal production and distribution of motorhomes during this month.
(Hint: Define a set of nodes for the plants, a set for the models, and a set for the models at the distribution locations.)
45. The Texas Education Association wishes to hold its annual meeting in one of three cities: Dallas, Austin, or Abilene. Representatives from 21 different school districts will attend, including representatives from the three possible host cities. The driving distances in miles are given in the network for problem 45 on the next page. Assume that each attendee will drive the shortest route from his or her city to the meeting site.
a. Which site should be selected if the goal is to minimize the maximum driving distance of any attendee?
b. Which site should be selected if the goal is to minimize the average driving distance of all the attendees?
46. The small rural town of Campton has only one elementary school. Beginning early every morning, a school bus leaves the school, picks up children at four stops, and returns to the school. The table for problem 46 gives the distances between the stops.

Problem 46 Miles Between Pickup Points

|  | Crossroad | Willow <br> Creek | General <br> Store | Old <br> Highway |
| :--- | :---: | :---: | :---: | :---: |
| School | 6 | 29 | 24 | 10 |
| Crossroad |  | 19 | 21 | 20 |
| Willow Creek |  |  | 5 | 27 |
| General Store |  |  |  | 16 |



## Texas Education Association

a. What is the minimum total distance the school bus must travel each morning?
b. If the school bus averages 30 miles per hour, at what time must the school bus leave the school each morning in order to deliver the children to the school by 7:45 A.M. ( 15 minutes before school starts)?
c. Prepare a bus schedule giving the pickup time at each stop if the bus averages 30 miles per hour.
47. The Campton Elementary School (problem 46) has been concerned about vandalism that has occurred to the school bus while it is parked overnight in the school parking lot. Accordingly, it has found a secure location eight miles from the school, where the bus can be parked overnight. The distances from the bus facility to the pickup sites are as follows.

|  |  | Willow | General | Old |
| :---: | :---: | :---: | :---: | :---: |
| Bus facility | Crossroad | Creek | Store | Highway |
|  | 14 | 22 | 20 | 18 |

a. What is the minimum total distance the school bus must travel each morning? (Be sure that the last route
traveled is the one from the school back to the bus facility.)
b. If the school bus averages 30 miles per hour, at what time must the bus leave the secure location each morning in order to deliver the children to the school by 7:45 A.M. ( 15 minutes before school starts)?
c. Prepare a bus schedule giving the pickup time at each stop if the bus averages 30 miles per hour.
48. John Stanford is at the end of a two-year lease on his Lincoln Town Car, and, although he is determined to drive a Lincoln Town Car for the next four years (until his twins go to college), he simply refuses to lease another car, claiming, "Ownership is the only way." John can either purchase his two-year-old Lincoln or purchase a new one. At the start of any subsequent year, he can trade in his Lincoln for a new one. At the end of the fourth year, however, he will definitely trade in his
Lincoln for a Porsche, which he and his wife will share. John would like to determine the optimal purchase/trade-in policy for the next four years. To aid him in his decision process, the salesperson at the Lincoln-Mercury/Porsche dealership (in whom John places complete trust) has given him the following information.

Tables for Problem 48

Projected Cost of a New Lincoln Town Car

| This Year | Year 2 | Year 3 | Year 4 |
| :--- | :---: | :---: | :---: |
| $\$ 40,000$ | $\$ 42,000$ | $\$ 45,000$ | $\$ 50,000$ |

Trade-In Value of a Lincoln Town Car (Percent of original purchase price)

| Age of Vehicle |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 Year | 2 Years | 3 Years | 4 Years | 5 Years | 6 Years |
| $70 \%$ | $50 \%$ | $34 \%$ | $20 \%$ | $10 \%$ | $5 \%$ |

Yearly Operating Cost

| Age of Car at the Beginning of the Year |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| New | 1 Year | 2 Years | 3 Years | 4 Years | 5 Years |
| $\$ 2000$ | $\$ 3000$ | $\$ 5000$ | $\$ 6000$ | $\$ 9000$ | $\$ 8000$ |

The yearly operating costs include insurance, license, and normal repairs and reflect the fact that the first year carries a full warranty, the second year a limited warranty, and in the fifth year (when the car is four years old at the beginning of the year) there is a major 60,000mile service.

Since John has been a valued lease customer, the dealership will allow him to purchase his current two-year-old vehicle (which cost $\$ 36,000$ new) for the twoyear trade-in price of $0.50(36,000)=\$ 18,000$.
a. Complete the shortest path representation of this problem shown in the figure for problem 48 on the next page.
b. Solve this shortest path problem to determine the optimal purchase/trade-in policy.

Problem 48

49. Topless City is a small chain of car dealerships that sells vintage convertibles throughout the Southern United States. It is owned and managed by Brandon and Kyle Winslow. Each month Brandon and Kyle attend two car auctions, at which they purchase convertibles: one in Atlanta, the other in Miami. The cars are then shipped to one of three locations: Jackson, Mississippi, Birmingham, Alabama, or Orlando, Florida. There, the cars are refurbished, repainted, safety inspected, and sold at the Topless City dealership in that city.

In August, Brandon found 20 cars at the Atlanta auction, and Kyle found 50 cars at the Miami auction which met the needs of the company. Only 15 cars can be worked on at each city during the month, however. Another auction is coming up in September; thus, only 45 cars are to be purchased in August.

Topless City wishes to minimize its costs of transporting the cars to the refurbishing locations. The cost to transport cars between cities is shown in the table for problem 49.

Problem 49

|  | Jackson | Birmingham | Orlando |
| :--- | :---: | :---: | :---: |
| Atlanta | $\$ 200$ | $\$ 100$ | $\$ 175$ |
| Miami | $\$ 250$ | $\$ 200$ | $\$ 125$ |

a. Give a linear programming formulation for this problem.
b. Formulate the problem as a transportation problem and solve.
c. Do the assumptions of the transportation model appear to be valid for this problem? Comment.
50. Consider the situation faced by Topless City in problem 49. For some time now, Brandon and Kyle have been
considering converting their facilities in these three cities to sales lots only and performing all refurbishing operations in other cities. If they do so, they can actually use all 70 cars: 15 in Jackson, 25 in Birmingham, and 30 in Orlando.

One plan under consideration is to contract out the painting to shops in Tuscaloosa, Alabama, and Columbus, Georgia, and then transport the cars for mechanical work to shops in Montgomery, Alabama, and Gainesville, Florida, before delivery to a Topless City location. Alternatively, a full-service operation in Jacksonville could handle both the painting and mechanical work.
a. Given the tables for problem 50, which reflect the average unit transportation costs per vehicle between locations, formulate the problem as a transshipment problem and solve for the optimal shipping patterns. How many cars are painted and fixed mechanically in each location? Explain.

Tables for Problem 50

|  | To |  |  |
| :--- | :---: | :---: | :---: |
|  | Tuscaloosa | Columbus | Jacksonville |
| From |  |  |  |
| Atlanta | $\$ 150$ | $\$ 75$ | $\$ 150$ |
| Miami | $\$ 200$ | $\$ 175$ | $\$ 125$ |


|  | To |  |
| :--- | :---: | :---: |
|  | Montgomery | Gainesville |
| From |  |  |
| Tuscaloosa | $\$ 50$ | $\$ 100$ |
| Columbus | $\$ 50$ | $\$ 75$ |


|  | To |  |  |
| :--- | :---: | :---: | :---: |
|  | Jackson | Birmingham | Orlando |
| From |  |  |  |
| Montgomery | $\$ 130$ | $\$ 70$ | $\$ 110$ |
| Gainesville | $\$ 150$ | $\$ 135$ | $\$ 45$ |
| Jacksonville | $\$ 180$ | $\$ 130$ | $\$ 60$ |

b. After painting and refurbishing the vehicles and deducting other expenses (sales personnel, utilities, etc.), the average gross profit is $\$ x$ per car. Based on the August auction figures, what breakeven value of $x$
would justify implementing the new plan of buying and selling all 70 cars, rather than maintaining the current policy of purchasing 45 cars and doing all the work at Topless City locations?
c. Solve for the shortest path (in terms of cost) from Atlanta to the Topless City locations; solve for the shortest path from Miami to the Topless City locations.
d. Use the results of part (c) to convert the transshipment problem to a transportation problem. Solve and show that the solutions are equivalent to those found in part a.

## Chapter 5 Extra Problems/Cases

41. Francisco and Alana Roque are CPAs who have decided to open their own tax consulting service. They must first lease office space and secure the appropriate business insurance. They will then hire two senior tax experts who are up to date on the tax laws and are able to teach junior accountants.

Once office space has been leased and the insurance obtained, the Roques can prepare their advertising brochures and hire 15 junior accountants. Training begins after all 15 junior accountants and the two senior tax experts have been hired.

After the junior accountants have been trained and the advertising brochures printed, the Roques will begin soliciting clients.
a. Prepare an activity chart for the seven different activities required for the Roques to begin their tax consulting service. Include a column denoting the immediate predecessors for each activity.
b. From your activity chart in part a draw a PERT/CPM network for this project.
42. Golden West Homes is developing a new modular home model. The table for problem 42 outlines the activities of the project. Times are expressed in days.
a. Determine the expected completion time and the critical path for this project.
b. Because of production considerations, Golden West will lose $\$ 10,000$ if this project is not completed within 114 days. What is the probability that the project will be completed within 114 days?
c. Suppose Golden West were to hire a meeting planning consultant to hold the dealer meetings
(activity N). This would cost Golden West an additional $\$ 1000$, but the activity is guaranteed to take exactly three days. Considering the $\$ 10,000$ loss if the project is not completed in 114 days, should Golden West hire the consultant?
d. What is the most Golden West should be willing to pay for a meeting planning consultant who could hold dealer meetings in exactly three days?
43. Consider the Golden West Homes problem (problem 42). Suppose that after 63 days Golden West has spent $\$ 34,000$ on this project and the job status report is as follows.

|  | Percent |  |
| :--- | ---: | :---: |
| Activity | Complete |  |
| Expenditures |  |  |
| A. Conduct focus groups | $100 \%$ | $\$ 3700$ |
| B. Determine key features/options | $100 \%$ | $\$ 3300$ |
| C. Set out design specifications | $100 \%$ | $\$ 2000$ |
| D. Draw up blueprints | $100 \%$ | $\$ 5700$ |
| E. Determine heating requirements | $100 \%$ | $\$ 1000$ |
| F. Select appointments | $100 \%$ | $\$ 1000$ |
| G. Arrange for financing | $40 \%$ | $\$ 3000$ |
| H. Plan marketing campaign | $25 \%$ | $\$ 1000$ |
| I. Develop manufacturing | $100 \%$ | $\$ 7800$ |
| $\quad$ specifications |  |  |
| J. Obtain material for prototype | $100 \%$ | $\$ 700$ |
| K. Train workers | $50 \%$ | $\$ 3500$ |
| L. Build prototype | $0 \%$ | $\$ 0$ |
| M. Determine selling prices | $100 \%$ | $\$ 1000$ |
| N. Hold dealer meetings | $0 \%$ | $\$ 0$ |
| O. Prepare advertising literature | $0 \%$ | $\$ 0$ |


| Problem 42 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Activity | Immediate Predecessors | Optimistic Time | Most <br> Likely <br> Times | Pessimistic Time | Expected Cost |
| A. Conduct focus groups | - | 14 | 20 | 32 | \$ 4,000 |
| B. Determine key features/options | A | 6 | 8 | 10 | \$ 3,000 |
| C. Set out design specifications | B | 2 | 4 | 12 | \$ 2,000 |
| D. Draw up blueprints | C | 5 | 6 | 7 | \$ 7,000 |
| E. Determine heating requirements | D | 2 | 2 | 2 | \$ 1,000 |
| F. Select appointments | C | 3 | 3 | 9 | \$ 800 |
| G. Arrange for financing | D | 4 | 11 | 12 | \$ 7,000 |
| H. Plan marketing campaign | C | 3 | 4 | 5 | \$ 4,000 |
| I. Develop manufacturing specifications | E | 2 | 5 | 14 | \$ 8,000 |
| J. Obtain material for prototype | E,F | 20 | 35 | 38 | \$ 600 |
| K. Train workers | I | 8 | 19 | 24 | \$ 7,200 |
| L. Build prototype | J,K | 10 | 12 | 14 | \$11,000 |
| M. Determine selling prices | E,F | 1 | 1 | 1 | \$ 900 |
| N. Hold dealer meetings | L,M | 3 | 5 | 7 | \$ 5,400 |
| O. Prepare advertising literature | H,L,M | 7 | 13 | 13 | \$ 6,200 |
| P. Solicit initial orders | N | 15 | 17 | 31 | \$ 800 |
| Q. Determine order quantities | F | 1 | 2 | 3 | \$ 400 |
| R. Obtain materials | N, Q | 14 | 26 | 32 | \$ 0 |
| S. Schedule production | P | 1 | 1 | 1 | \$ 150 |


|  | Percent |  |  |
| :--- | :---: | :---: | :---: |
| Activity | Per <br> Complete | Expenditures |  |
| P. Solicit initial orders | $0 \%$ | $\$$ | 0 |
| Q. Determine order quantities | $50 \%$ | $\$ 300$ |  |
| R. Obtain materials | $0 \%$ | $\$$ | 0 |
| S. | Schedule production | $0 \%$ | $\$$ | 0

Assuming that Golden West developed its plans around the expected times to perform the activities, determine by how much the project is ahead or behind schedule. Is Golden West over or under budget? By how much?
44. The following PERT/CPM network for problem 44 details an audit of a large nationwide retailer conducted by Peat Marwick. The expected times are in days.

Problem 44

a. Determine the expected time to complete the auditing project.
b. The same personnel from Peat Marwick are assigned to perform activities K and L. Personnel can be reassigned so that activity K can be shortened by one day at the expense of an increase of one day in activity L (and vice versa). What distribution of time spent on activity K and activity L minimizes the overall expected time of the project? What is the minimal expected project completion time in this case?
c. Given your answer to (b), show how there is more than one critical path. If the standard deviation of each activity in the network is two days, determine the probability that the project will be completed within 60 days for each critical path.
45. QP Dolls, Inc. has developed a new doll it feels could turn into a "collector's item" through proper advertising on cable TV. The PERT/CPM network shown in the PERT/CPM network for problem 45 models the activities ( or work packages) of the project. Distribution of the total budgeted cost of $\$ 5,280,000$ and expected completion times (in weeks) for each of the work packages are summarized in the table for problem 45.

Problem 45


Problem 45

| Work Package | Expected <br> Time | Budgeted <br> Cost |
| :--- | :---: | :---: |
| A. Conduct market analysis | 6 | $\$ 240,000$ |
| B. Secure facilities/equipment | 4 | $\$ 300,000$ |
| C. Hire manufacturing supervisor/foremen | 3 | $\$ 150,000$ |
| D. Purchase manufacturing materials | 3 | $\$ 540,000$ |
| E. Hire/train workers | 10 | $\$ 900,000$ |
| F. Manufacture various prototypes | 2 | $\$ 300,000$ |
| G. Complete full-scale production | 6 | $\$ 1,350,000$ |
| H. Develop advertising campaign | 6 | $\$ 450,000$ |
| I. Prepare cable TV informercials | 8 | $\$ 1,050,000$ |

a. Determine an earliest and latest schedule for each work package.
b. Develop a chart summarizing feasible budgets under both an earliest and a latest start time scenario, assuming that the budget for a work package will be distributed equally throughout its duration.
c. Construct a graph showing the range of feasible budgets over the life of the project.
46. Management at QP Dolls, Inc. (problem 45) is concerned about controlling weekly costs.

Use your own heuristic to determine a schedule of work packages to "level" the monthly expenditures as much as possible while still completing the project in the minimal amount of time.
47. Consider the situation faced by QP Dolls, Inc. in problem 45. Management is giving some thought to putting extra resources into the project so that it can be completed within one-half year ( 26 weeks). Accordingly, each work package has been studied, and a set of crash times in weeks and costs has been developed.

| Work Package | Crash Time | Crash Cost |
| :--- | :---: | :---: |
| A. Conduct market analysis | 5 | $\$ 300,000$ |
| B. Secure facilities/equipment | 3 | $\$ 400,000$ |
| C. Hire manufacturing supervisor/ | 2 | $\$ 240,000$ |
| $\quad$ foremen |  |  |
| D. Purchase manufacturing materials | 2 | $\$ 750,000$ |
| E. Hire/train workers | 7 | $\$ 1,440,000$ |
| F. Manufacture various prototypes | 1 | $\$ 390,000$ |
| G. Complete full-scale production | 4 | $\$ 3,200,000$ |
| H. Develop advertising campaign | 3 | $\$ 900,000$ |
| I. Prepare cable TV informercials | 4 | $\$ 2,600,000$ |

a. Determine a schedule for the work packages which minimizes the total cost of completing the project within 26 weeks. What is the minimum total cost?
b. Suppose QP budgets $\$ 6$ million for this project.

What is the minimum time to complete this project?
48. Consider the situation faced by QP Dolls, Inc. (problem 45). Assume QP decides to schedule the project according to the earliest time schedule for the activities [derived in part a of problem 45], and bases its budget of $\$ 5,280,000$ on the estimates given for the problem. At the end of week 15 , only $\$ 2$ million has been spent. The status of each work package is as follows.

| Work Package | Percent <br> Complete | Accumulated <br> Cost |
| :--- | :---: | :---: |
| A. Conduct market analysis | $100 \%$ | $\$ 250,000$ |
| B. Secure facilities/equipment | $100 \%$ | $\$ 320,000$ |
| C. Hire manufacturing supervisor/ | $100 \%$ | $\$ 140,000$ |
| $\quad$ foremen |  |  |
| D. Purchase manufacturing materials | $50 \%$ | $\$ 300,000$ |
| E. Hire/train workers | $60 \%$ | $\$ 590,000$ |
| F. Manufacture various prototypes | $0 \%$ | $\$$ |
| G. Complete full-scale production | $0 \%$ | $\$$ |
| H. Develop advertising campaign | $50 \%$ | 0 |
| I. Prepare cable TV informercials | $0 \%$ | $\$ 400,000$ |
| I. | $\$$ | 0 |

Determine the amount the project is ahead or behind schedule and the amount it is over or under budget. If the project is behind schedule or over budget, suggest some corrective actions that QP might attempt to rectify the situation.
49. Suppose you are in charge of putting on a Broadway musical at your university. Develop an activity schedule for this project. Decide which activities have to be performed in sequence and which can be performed in parallel, and construct an appropriate PERT/CPM network. Your activities should include but are not limited to paying licensing fees; raising money; hiring a director; hiring principal actors; hiring extras; securing a rehearsal hall; rehearsing; building scenery; making costumes; holding dress rehearsal; advertising; and leasing a theater. See if you can place reasonable time estimates for each activity.
50. Strikes in Major League Baseball have some fans clamoring for a new professional baseball league. The success of the 1993 movie A League of Their Own, about a professional women's baseball league formed during World War II, has supported the popular contention that it may be quite feasible to form a new league in a minimal amount of time. Develop a PERT/CPM activity chart of no more than 15 work packages you feel would be relevant to the development of a new league. Try to make some reasonable time estimates for each work package.

## LCASE 4: Pacesetter Business Properties

One of the properties held by Pacesetter Business Properties is the North County Business Park, consisting of a number of buildings constructed using a technique known as "tilt up" construction. Pacesetter is planning to add a 40,000-square-foot industrial building for Hunt Supply Company as part of a second phase of the project.

Project manager Keith Clark has identified 22 activities that need to be completed in order to construct the building. Cost and time estimates (in days) are given in the table at the top of the next page.

Prepare a report that will alert Keith Clark as to which jobs are critical and which have some slack. Include in the report the following:

1. An analysis of the probability of completing the project within Pacesetter's contracted completion time of 125 days
2. A Gantt chart based on the expected times, which gives target start and completion times
3. An analysis of the progress of the project through day 60 , given that $\$ 125,000$ has been spent to date, and the activities that remain uncompleted are those listed in the table for Day 60.
Fill in the Gantt chart to show the progress to date and analyze whether the project is ahead or behind schedule and whether or not the project is suffering a cost overrun.
4. Based on your analysis in (3), what is the new projected probability of completing the project by the 125 -day deadline? Assume here that the variance for the remaining completion time of each partially completed activity $j$ can be given by $(1-p)^{2} \sigma_{1}^{2}$, where p is the proportion of activity j completed to date.
5. Give your recommendations for any corrective actions.

| Day 60 |  |
| :---: | :---: |
| Uncompleted <br> Activity | Percent <br> Complete |
| D | 80 |
| K | 0 |
| L | 50 |
| M | 0 |
| N | 0 |
| P | 10 |
| Q | 0 |
| R | 50 |
| S | 75 |
| T | 30 |
| U | 0 |
| V | 0 |


| Activity | Immediate <br> Predecessors | Optimistic | Times <br> Likely | Pessimistic | Expected <br> Cost |
| :--- | :---: | :---: | ---: | :---: | ---: |
| A. Pregrade meeting | - | 1 | 1 | 1 | $\$ 400$ |
| B. Construction staking | A | 1 | 2 | 3 | $\$ 800$ |
| C. Grading operation | B | 4 | 9 | 20 | $\$ 12,000$ |
| D. Underground construction | C | 24 | 42 | 78 | $\$ 30,000$ |
| E. Structural steel placement | C | 3 | 11 | 13 | $\$ 9,000$ |
| F. Preparation of footings | C | 14 | 15 | 16 | $\$ 4,600$ |
| G. Preparation of columns | E | 2 | 3 | 10 | $\$ 1,200$ |
| H. Formation of panels | B | 1 | 3 | 5 | $\$ 18,000$ |
| I. Curing of panels | H | 7 | 7 | 7 | $\$ 200$ |
| J. Tilting up panels | $\mathrm{F}, \mathrm{I}$ | 29 | 41 | 47 | $\$ 21,000$ |
| K. Pouring of slab | D | 2 | 3 | 4 | $\$ 8,000$ |
| L. Roof structure | $\mathrm{G}, \mathrm{J}$ | 14 | 17 | 26 | $\$ 29,000$ |
| M. Skylights | L | 5 | 8 | 11 | $\$ 7,000$ |
| N. Sheet metal work | $\mathrm{G}, \mathrm{J}, \mathrm{K}$ | 28 | 40 | 58 | $\$ 16,000$ |
| O. Exterior painting | J | 11 | 18 | 37 | $\$ 11,000$ |
| P. Glazing | O | 22 | 29 | 42 | $\$ 13,000$ |
| Q. Roofing | $\mathrm{M}, \mathrm{N}$ | 10 | 15 | 20 | $\$ 38,000$ |
| R. Curbs and gutters | C | 11 | 16 | 33 | $\$ 6,000$ |
| S. Walkways | J | 15 | 20 | 25 | $\$ 3,000$ |
| T. Landscaping | O | 12 | 21 | 24 | $\$ 10,000$ |
| U. Paving | $7, \mathrm{~S}, \mathrm{~T}$ | 7 | 12 | 17 | $\$ 19,000$ |
| V. Cleanup | $\mathrm{P}, \mathrm{Q}, \mathrm{U}$ | 4 | 4 | 10 | $\$ 4,000$ |

## Chapter 6 Extra Problems/Cases

41. John Reynolds is planning to lease a new car. The car dealership offers three different two-year leasing plans:

|  | Fixed <br> Monthly Cost | Incremental Cost Per Mile |
| :---: | :---: | :--- |
| A | $\$ 200$ | $\$ .098$ per mile <br> B |
| $\$ 300$ | $\$ .062$ for first 5000 miles; $\$ .052$ <br> thereafter |  |
| C | $\$ 180$ | first 6000 free; $\$ .14$ per mile <br> thereafter |

John estimates that he will drive between 20,000 and 36,000 miles during the two years, with the following probabilities:

$$
\begin{aligned}
& \mathrm{P}(\text { driving 20,000 })=.1 \\
& \mathrm{P}(\text { driving 24,000) }=.2 \\
& \mathrm{P}(\text { driving 28,000) }=.2 \\
& \mathrm{P}(\text { driving } 32,000)=.3 \\
& \mathrm{P}(\text { driving } 36,000)=.2
\end{aligned}
$$

a. Construct a payoff table showing the costs to John of leasing the car under the three plans.
b. If John were optimistic, which plan would he choose?
c. If John bases his decision on the expected value criterion, which leasing plan would he choose.
42. Two pharmaceutical companies, Upjohn and Merck, have developed hair-loss treatment remedies. Upjohn, being the first to the market, has a $70 \%$ market share, while Merck has a $30 \%$ market share. Possible promotional strategies for the medicine include sales calls to doctors, advertisements in medical journals, advertisements in consumer magazines, and customer rebates. The accompanying table gives the change in market share (in percent) that Merck will achieve based on its and Upiohn's principal promotional strategy over the upcoming quarter.
a. Determine Merck's optimal principal promotional strategy.
b. Determine Upjohn's optimal principal promotional strategy.
c. What is Merck's expected change in market share?
43. Midge Wallack has promised her parents that she will visit them over the summer. The normal round-trip airfare is $\$ 625$, but the airline serving her parents' hometown is offering a reduced round-trip airfare of $\$ 300$. The reduced fare tickets must be purchased within the next five days and are nonrefundable. Travel dates may be changed at a cost of $\$ 50$ if the airline has space available.

Midge would really like to take advantage of the low airfare, but since summer is still four months away, she is concerned that she may not be able to get away from her job on the travel dates she selects. She estimates that there is a $30 \%$ chance that she will not encounter this difficulty. If she has to change her travel dates, Midge estimates there is a $50 \%$ chance that the airline will have space available. If space is not available, Midge will have to buy an additional full-fare ticket.

Another option is for Midge to wait two months to buy the tickets. By that time she will know exactly when she can take summer vacation. Midge estimates that there is a $60 \%$ chance that the airline will offer a reduced fare of $\$ 350$ at that time and a $40 \%$ chance that the fare will be $\$ 625$. Use a decision tree to represent this problem and determine whether Midge should purchase the $\$ 300$ discount ticket.
44. John Deere is making a special offer on its model 603 riding mower. If ordered prior to May 1 , the mower will cost Adams Hardware $\$ 820$; after May 1 the cost rises to $\$ 920$. Adams sells the mowers for $\$ 1150$, and it incurs $\$ 100$ in sales expenses on each mower. Any mower left in inventory at the end of the summer can be sold at Adams's end-of-season clearance sale and will net the firm only $\$ 750$. Adams expects to sell between one and three of these mowers this summer. Management estimates that the probability of selling one mower is twice the probability of selling two mowers, and the probability of selling three mowers is .40 . Using the expected value criterion, determine how many mowers Adams should purchase prior to May 1.

Table for Problem 42

|  | Upiohn |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Sales <br> Calls to <br> Doctors | Advertisements <br> in Medical <br> Journals | Advertisements <br> in Consumer <br> Magazines | Consumer <br> Rebates |
| Merck | -8 | +4 | -3 | +6 |
| Sales Calls to <br> Doctors <br> Advertisements <br> in Medical | +2 | +5 | -4 | -4 |
| Journals <br> Advertisements <br> in Consumer <br> Magazines <br> Consumer <br> Rebates | -4 | -5 | +3 | +4 |

45. In order to increase tax revenue, residents of the town of Rocky Bluffs, Arkansas, are considering legalizing casino gambling. An election will be held in November on this issue. At present, the town's principal hotel, The Bluffs, is scheduled to be sold at a sealed bid auction. Jack Phillips, a local real estate speculator, is interested in bidding on the property and is considering bidding either $\$ 1.2$ million, $\$ 1.4$ million, or $\$ 1.8$ million.

Jack estimates that if he bids $\$ 1.2$ million, he will have a $25 \%$ chance of buying the property; if he bids $\$ 1.4$ million, he will have a $40 \%$ chance of buying the property; and if he bids $\$ 1.8$ million, he will have an $80 \%$ chance of buying the property. If he is successful in buying the property, and the town approves legalized gambling, he estimates he will be able to sell the Bluffs hotel for $\$ 2.1$ million. If the town defeats legalized gambling, Jack estimates that the Bluffs could be sold for $\$ 1.1$ million. Based on current polling data published in the Rocky Bluffs Gazette, he believes there is a $55 \%$ chance the town will vote to legalize gambling.

Jack is considering conducting his own survey to gain some insights into voter attitudes toward gambling, prior to placing his bid for the property. The poll will cost $\$ 20,000$ to conduct and will indicate whether or not the majority of people polled favor gambling. Jack believes that the following conditional probabilities hold for the survey:
P (a majority favor gambling|legalized gambling approved $)=.90$
P (a majority do not favor gambling|legalized gambling defeated) $=.70$
That is, if the voters will approve legalized gambling, Jack believes there is a .90 probability that the majority of people surveyed will favor gambling; and if the voters will defeat legalized gambling, there is a .70 probability that the majority of people surveyed will not favor gambling. Draw a decision tree for this problem and determine Jack's optimal decision strategy.
46. Ultima Electronics has just had its ManFriday robot selected for listing in the Neiman Marcus Christmas catalog. The catalog price is $\$ 28,000$ per robot; Ultima sells the robot to Neiman Marcus for $\$ 16,000$ each.

The Neiman Marcus marketing department has advised Ultima that the demand for the robots will be for between one and four units. The production cost for manufacturing the robots is estimated as follows:

| Number <br> Produced | Total <br> Manufacturing Cost |
| :---: | :---: |
| 1 | $\$ 24,000$ |
| 2 | $\$ 31,500$ |
| 3 | $\$ 38,000$ |
| 4 | $\$ 43,500$ |

Any robots produced but not sold by Neiman Marcus can be sold by Ultima to an overseas distributor at a price of $\$ 6000$ each. If the store places orders for more robots than the company has produced, Ultima has agreed to substitute a more expensive model that the
company has in stock but that costs $\$ 20,000$ per unit to produce.
a. Construct the payoff table for this problem.
b. What decision alternatives are dominated?
c. If Ultima management uses the principle of insufficient reason to determine the production decision, how many ManFriday robots should be produced?
d. If Ultima management uses the minimax regret criterion to determine the production decision, how many ManFriday robots should be produced?
e. Suppose the company believes that the probability of demand for one robot will be twice as great as the probability of demand for three robots and four times as great as the probability of demand for four robots. The probability of demand for two robots is estimated to be .30 . Using the expected value criterion, determine how many ManFriday robots Ultima should produce.
f. What is the most Ultima should pay for a marketing survey that could improve the probability estimates for the robot's demand?
47. Consider the Bill Galen Development Company problem discussed in Section 6.6 of the text. Suppose the utility function for the company corresponding to a return of $\$ \mathrm{x}$ is $1-((\mathrm{x}-120,000) /(195,000))^{2}$.
a. Given this utility function, would you characterize the company as risk averse, risk loving, or risk neutral?
b. Determine the optimal strategy for the company using the expected utility criterion.
48. Two airlines serve the city of Medford, Oregon: United and Alaska. Both airlines offer one morning flight to San Francisco. The United flight currently departs at 8 A.M., while the Alaska flight departs at 8:30 A.M. At present, United has $60 \%$ of the Medford to San Francisco market, and Alaska has $40 \%$ of the market.

Each month the FAA gives both airlines the chance to modify their flight departure times. Because of system schedule restrictions, however, United will only consider flights that depart on the hour, whereas Alaska will only consider flights that depart on the half hour.

The United Airlines management science group believes that only departures at 7:00, 8:00, 9:00, or 10:00 A.M. are reasonable possibilities and that Alaska will only consider departures at 7:30, 8:30, 9:30, and 10:30 A.M. The United team estimates that the change in market share with Alaska Airlines for the upcoming month can be modeled as a game theory problem. Suppose the following table provides the expected change in market share to United:

|  |  | Alaska Airlines Departure Time |  |  |  |
| :--- | ---: | :---: | :---: | :---: | :---: |
|  |  | 7:30 A.M. | 8:30 A.M. | $9: 30$ A.M. | 10:30 A.M. |
| United | 7:00 A.M. | $+1 \%$ | $-2 \%$ | $-1 \%$ | $+4 \%$ |
| Airlines | 8:00 A.M. | $-5 \%$ | 0 | $+7 \%$ | $+3 \%$ |
| Departure | 9:00 A.M. | $+4 \%$ | $+4 \%$ | $-3 \%$ | $+6 \%$ |
| Time | 10:00 A.M. | $-3 \%$ | $-2 \%$ | $+5 \%$ | $+3 \%$ |

a. Explain intuitively why Alaska Airlines would never select the 10:30 A.m. time slot.
b. Determine United's optimal strategy for selecting the morning flight departure time if its objective is to maximize its expected market share for the upcoming month. What will be the resulting expected market share?
c. Suppose the management science group at United Airlines decides to model this problem as a decision analysis problem in which the following probabilities are believed to hold for Alaska Airlines' choice of departure time for the upcoming month:
P(Alaska Airlines selects a 7:30 A.M. Departure Time) $=.30$
P(Alaska Airlines selects an 8:30 A.M. Departure Time) $=.50$
P(Alaska Airlines selects a 9:30 A.m. Departure Time) $=.20$
P(Alaska Airlines selects a 10:30 A.m. Departure
Time) $=0$
If United Airlines' objective is to maximize its expected market share for the upcoming month, at what time should it schedule the departure? What is United's expected market share for the upcoming month under this strategy?
d. Comment on the difference in the approaches taken in parts (b) and (c). Which approach do you think is more realistic?
49. Colton Plastics makes plastic vials for use in the pharmaceutical industry. The machine used for injection molding is difficult to maintain and typically produces either $0 \%, 1 \%, 2 \%, 3 \%$, or $4 \%$ defective vials. Management has three choices for machine maintenance: none, minor repair, major repair. The
following payoff table gives the costs to Colton during a production run.

| Machine <br> Maintenance | Percentage Defective |  |  |  |  |
| :--- | ---: | :---: | ---: | ---: | ---: |
|  | 0 | 1 | 2 | 3 | 4 |
|  | 0 | $\$ 200$ | $\$ 600$ | $\$ 1,000$ | $\$ 1,500$ |
| Minor | $\$ 300$ | $\$ 500$ | $\$ 700$ | $\$ 900$ | $\$ 1,100$ |
| Major | $\$ 800$ | $\$ 800$ | $\$ 800$ | $\$ 800$ | $\$ 800$ |

Management believes that there is a .15 probability the machine is producing $0 \%$ defectives and a .25 probability the machine is producing $1 \%$ defectives. The probability the machine is producing $2 \%$ defectives is three times the probability the machine is producing $4 \%$ defectives, and the probability the machine is producing $3 \%$ defectives is twice the probability the machine is producing $4 \%$ defectives.
a. Using the expected value criterion, determine what type of maintenance program the firm should use.
b. Suppose the firm takes a sample of 100 of the vials, examines them for defects, and discovers that 3 out of the 100 vials are defective. In light of this information, determine what maintenance plan the firm should adopt.
50. Consider the situation faced by Colton Plastics in problem 49. Suppose that Colton's utility function in terms of costs is $\mathrm{U}(\mathrm{x})=\sqrt{\frac{1500-x}{1500}}$.
a. Characterize Colton as risk averse, risk loving, or risk neutral.
b. Determine the firm's optimal strategy using the expected utility criterion if the firm takes a sample of 100 of the vials, examines them for defects, and discovers that 3 out of the 100 vials are defective.

## CASE 4: Northwestern Timber

Northwestern Timber owns the rights to $\log$ on a $40,000-$ acre parcel of federal land in western Washington State. The company can log this property in three ways: full clearcut, partial clearcut, or selective removal.

Due to controversy over the spotted owl and other species native to the area, Northwestern must prepare an environmental statement describing how it will log the land. The environmental statement will be reviewed by citizen groups and the state and federal government. Both the state and federal government must approve the environmental statement before Northwestern can log the property.

Company foresters estimate that the land contains an average of 360 harvestable trees per acre, and each cut tree is worth $\$ 50$ to the company. The following listing presents the percentage yield per acre and the cost per acre for the three methods of harvesting the trees.

| Harvesting Method | Yield per Acre | Cost per Acre |
| :--- | :---: | :---: |
| Full clearcut | $95 \%$ | $\$ 8000$ |
| Partial clearcut | $80 \%$ | $\$ 7000$ |
| Selective removal | $70 \%$ | $\$ 9000$ |

In the past, similar proposals have been submitted to state and federal agencies, yielding the following percentages of state approvals:

| Harvesting Method | Percentage Winning <br> State Approval |
| :--- | :---: |
| Full clearcut | $40 \%$ |
| Partial clearcut | $60 \%$ |
| Selective removal | $90 \%$ |

Whenever the company gains state approval, it then applies for federal approval. The percentage of past proposals that won state approval which then won federal approval are as follows:

|  | Percentage of |
| :--- | :---: |
|  | State-Approved Projects |
| Harvesting Method | Winning Federal Approval |
| Full clearcut | $80 \%$ |
| Partial clearcut | $90 \%$ |
| Selective removal | $95 \%$ |

Northwestern also has the option of including in its environmental statement a pledge to donate 10,000 acres of land it owns to the national park system for a wilderness preserve. The value of this land to Northwestern is $\$ 5$ million. If the company pledges this donation, it estimates that the probability that the environmental state-
ment will be approved by the two governmental agencies is as follows:

Probability of State

| Harvesting Method | and Federal Approval |
| :--- | :---: |
| Full clearcut | .70 |
| Partial clearcut | .95 |
| Selective removal | 1.00 |

If the company's environmental statement is not approved, it will forfeit its right to harvest this land and the lease will be turned over to another logging company. In this event, the company will receive net compensation of $\$ 1000$ per acre.

Prepare a business report to Ralph Wilson, vice president of operations for Northwestern Timber, detailing your recommendations regarding the company's optimal strategy for this land. Include with your report the decision tree used in your analysis.

## Chapter 7 Extra Problems/Cases

41. The closing price of a certain stock over the past 60 days has been as follows (see stock.xls):

| Period | Price |  | Period | Price |  | Period | Price |
| :---: | ---: | :--- | :--- | ---: | :--- | :--- | ---: |
| 1 | 59.875 |  | 21 | 52.75 |  | 41 | 52.00 |
| 2 | 60.00 |  | 22 | 51.69 |  | 42 | 53.00 |
| 3 | 59.25 |  | 23 | 50.94 |  | 43 | 49.75 |
| 4 | 58.94 |  | 24 | 52.50 |  | 44 | 50.55 |
| 5 | 57.94 |  | 25 | 52.13 |  | 45 | 49.25 |
| 6 | 56.25 |  | 26 | 53.56 |  | 46 | 49.94 |
| 7 | 56.56 |  | 27 | 54.00 |  | 47 | 49.88 |
| 8 | 56.19 |  | 28 | 54.13 |  | 48 | 48.75 |
| 9 | 56.69 |  | 29 | 54.31 |  | 49 | 49.44 |
| 10 | 56.81 |  | 30 | 52.75 |  | 50 | 51.00 |
| 11 | 57.25 |  | 31 | 52.25 |  | 51 | 50.25 |
| 12 | 57.00 |  | 32 | 53.69 |  | 52 | 51.13 |
| 13 | 56.56 |  | 33 | 51.50 |  | 53 | 51.88 |
| 14 | 57.00 |  | 34 | 52.50 |  | 54 | 51.00 |
| 15 | 55.94 |  | 35 | 53.75 |  | 55 | 51.19 |
| 16 | 53.75 |  | 36 | 52.25 |  | 56 | 49.88 |
| 17 | 52.63 |  | 37 | 52.44 |  | 57 | 49.88 |
| 18 | 53.38 |  | 38 | 51.31 |  | 58 | 50.88 |
| 19 | 52.88 |  | 39 | 50.19 |  | 59 | 51.38 |
| 20 | 52.00 |  | 40 | 49.94 |  | 60 | 51.19 |

Using Holt's method with smoothing constants of $\alpha=.10$ and $\gamma=.15$, forecast the future stock price over the next 10 days.
42. Consider the data given in problem 41.
a. Using linear regression, forecast the price of the stock over the next 10 days.
b. Which method, Holt's or linear regression, performs better under the MAPE performance measure?
43. Sales of a particular textbook at the Amazing.com book site over the past 20 weeks have been as follows:

| Period | Sales |
| :---: | :---: |
| 1 | 141 |
| 2 | 143 |
| 3 | 116 |
| 4 | 52 |
| 5 | 73 |
| 6 | 19 |
| 7 | 79 |
| 8 | 37 |
| 9 | 73 |
| 10 | 26 |
| 11 | 48 |
| 12 | 29 |
| 13 | 69 |
| 14 | 33 |
| 15 | 64 |
| 16 | 54 |
| 17 | 79 |
| 18 | 54 |
| 19 | 111 |
| 20 | 129 |

a. Verify statistically that a stationary model is appropriate for the time series.
b. Using exponential smoothing with $\alpha=.6$, forecast book sales over the next 10 weeks.
c. Using a weighted moving average with weights, $.4, .3$, .2 , and .1 , forecast book sales over the next 10 weeks.
44. Consider the data presented in problem 43 for Amazing.com.
a. Using linear regression, forecast book sales over the next 10 weeks.
b. Using Holt's method with an initial level $=100$ and trend $=0$ and smoothing constants $\alpha=.2$ and $\gamma=$ .9 , forecast book sales over the next 10 weeks.
c. Which of the two forecasting methods would you recommend if the criterion used is minimizing mean squared error?
45. Lincoln and Lundberg is an investment firm specializing in energy stocks. Many of its recommendations are based on short-term projections for the price of unleaded regular gasoline in California. Historical data on California statewide average prices are compiled by the U.S. Department of Energy's Energy Information Administration (EIA) and can be found at website http://www.energy.ca.gov/fuels/weekly/retail_gasoline_ prices.

Suppose the company bases its projections on analysis of the last 11 weeks of gas prices.

- If the data indicate that a stationary forecasting model is appropriate, it uses exponential smoothing with either a smoothing constant of (1) . 3 or (2) .7, whichever tests out better using $\underline{M A D}$.
- If the data indicate a trend forecasting model is appropriate, it uses either (1) regression or (2) Holt's method with a smoothing constant of .6 for the level and .4 for the trend, whichever tests out better using MSE.
a. Given the data below for the price of unleaded regular during the first 11 weeks of 1999 , what would have been your forecast for weeks 12, 13, and 14 of 1999?
b. Given the data below for the price of unleaded regular during the first 11 weeks of 2000, what would have been your forecast for weeks 12,13 , and 14 of 2000?

| 1999 Data |  |  |  | 2000 Data |  |  |
| :--- | :---: | :---: | :--- | :--- | :---: | :---: |
| Date | Week | Unleaded |  | Date | Week | Unleaded |
|  | $1 / 4 / 99$ | 1 | 1.129 |  | $1 / 3 / 00$ | 1 |
| $1 / 11 / 99$ | 2 | 1.126 |  | $1 / 10 / 00$ | 2 | 1.359 |
| $1 / 18 / 99$ | 3 | 1.122 |  | $1 / 17 / 00$ | 3 | 1.345 |
| $1 / 25 / 99$ | 4 | 1.115 |  | $1 / 24 / 00$ | 4 | 1.347 |
| $2 / 1 / 99$ | 5 | 1.106 |  | $1 / 31 / 00$ | 5 | 1.382 |
| $2 / 8 / 99$ | 6 | 1.101 |  | $2 / 7 / 00$ | 6 | 1.383 |
| $2 / 15 / 99$ | 7 | 1.099 |  | $2 / 14 / 00$ | 7 | 1.401 |
| $2 / 22 / 99$ | 8 | 1.113 |  | $2 / 21 / 00$ | 8 | 1.444 |
| $3 / 1 / 99$ | 9 | 1.118 |  | $2 / 28 / 00$ | 9 | 1.518 |
| $3 / 8 / 99$ | 10 | 1.162 |  | $3 / 6 / 00$ | 10 | 1.633 |
| $3 / 15 / 99$ | 11 | 1.191 |  | $3 / 13 / 00$ | 11 | 1.739 |

46. Collect data on the closing price of a favorite stock over the past 30 days and forecast the future stock price over the next 10 days by using exponential smoothing. Use Excel Solver to determine the smoothing parameter based on the MSE criterion. One way to find the closing stock price is to go to http://yahoo.com and select the finance link.
47. Go to the Bureau of Labor Statistics website http://stats.bls.gov/datahome.htm and click on the Most Requested Series button. Then select the link Average Price Data under Prices and Living Conditions. Download the price of Utility Gas, 40 Therms over the past 10-year period (download in column format). Using only the previous five year's worth of data, use classical decomposition to forecast the price of Utility Gas, 40 Therms over the upcoming 12-month period.
48. Go to the Bureau of Labor Statistics website http://stats.bls.gov/datahome.htm and click on the Most Requested Series button. Then select the link Average Price Data under Prices and Living Conditions. Download the price of Bread, White, over the past three-year period (download in column format). Use
exponential smoothing to forecast the price of Bread, White, over the upcoming 12 -month period. Use Solver to select the smoothing constant based on the MAPE criterion.
49. Go to the Bureau of Labor Statistics website http://stats.bls.gov/datahome.htm and click on the Most Requested Series button. Then select the link Average Price Data under Prices and Living Conditions. Download the price of Ground Beef, All Types, Per Pound over the past 10-year period (download in column format). Using only the previous five year's worth of data, use an additive model to forecast the price of Ground Beef, All Types over the upcoming 12-month period.
50. Go to the Statistical Abstract of the United States website: http://www.census.gov/prod/www/statistical-abstract-us.html and click on Population for the most recent year. Forecast future population over the next 10 years in the United States based on population over the past 30 years. Use Holt's technique to do your forecasting with $\alpha=.20$ and $\gamma=.30$.

## Chapter 8 Extra Problems/Cases

41. United Parcel Delivery (UPD) owns a fleet of 1800 delivery trucks serving the metropolitan Chicago area. All trucks are maintained at a central garage. On the average, three trucks a week require a new engine.

Engines cost \$900 each, and the delivery time is two weeks. There is a fixed order cost of $\$ 130$, and UPD uses an annual inventory holding cost rate of $30 \%$. For each week a truck is out of service, UPD estimates it suffers a loss of $\$ 80$.
a. What is UPD's optimal inventory policy for engines?
b. What is the annual inventory (holding, ordering, backordering, and procurement) of this policy?
42. Bridgecross Foods is a major producer of frozen bread products. The company has decided to broaden its product line by manufacturing its own brand of frankfurters. Annual demand potential for its frankfurters is an estimated 1.2 million pounds. Bridgecross has a choice of two machines to lease for manufacturing the frankfurters. Annual lease cost and daily production capacity for the two machines are as follows:

|  | Annual | Daily Production |
| :---: | :---: | :---: |
| Machine | Lease Cost | Capacity |
| I | $\$ 40,000$ | 2,750 |
| II | $\$ 45,000$ | 11,000 |

The factory is open 365 days a year. Production setup cost is estimated at $\$ 4000$, while the holding cost is estimated at $\$ 0.10$ per pound per year. Bridgecross estimates that it will earn $\$ 0.20$ on each pound of frankfurters produced.

Because of the perishable nature of the product, Bridgecross cannot keep the frankfurters in inventory for more than three weeks after they are produced. Prepare a brief management report that recommends to Bridgecross management which machine to lease. Include in this report your supporting analysis as well as a discussion of any assumptions you made in solving this problem.
43. Mercury Corporation manufactures running shoes. The factory is open 10 hours a day, 260 days a year. Mercury currently buys its laces from Tiright Company but is considering manufacturing the laces in-house. Mercury's contract with Tiright specifies a base price per lace of $\$ 0.036$; however, Tiright offers the following all units discount schedule:

| Order Quantity | Discount |
| :---: | :---: |
| $50,000-149,999$ | $3 \%$ |
| $150,000-499,999$ | $4 \%$ |
| 500,000 or more | $5 \%$ |

Annual demand for laces at Mercury is an estimated 450,000 (225,000 pairs). Approximately $4 \%$ of the laces supplied by Tiright are defective; therefore, Mercury must order 468,750 ( $=450,000 / .96$ ) laces. The cost to place an order with Tiright is $\$ 150$, and lead time for delivery is 10 working days. Mercury desires a safety stock of 2000 laces if it buys from Tiright.

If Mercury begins in-house production of the laces, it will have to lease a lace-making machine at an annual fixed cost of $\$ 1800$. The machine can produce 2 million laces per year at an incremental production cost of $\$ 0.032$ per lace. The defect rate on laces produced inhouse is expected to be only $2 \%$. Production setups will take four hours and cost $\$ 800$. If Mercury produces the laces in-house, it will not require any safety stock. Mercury uses an annual holding cost rate of $15 \%$ for laces.
a. What are the optimal order quantity, reorder point, number of days between orders (cycle time), and total annual inventory cost (holding, ordering, safety stock, and procurement) if Mercury purchases the laces from Tiright?
b. What are the optimal batch size, length of a production run in hours (including production setup time), number of days between the start of successive production runs, and total annual inventory cost (holding, setup, production, and machine leasing) if Mercury begins producing the laces in-house?
c. What is your recommendation to management as to whether Mercury should begin in-house production of the laces? Justify this recommendation. What assumptions did you make to solve this problem?
44. Each year a local landowner allows Scout Troop 819 of Tustin, California, to set up a Christmas tree lot during the period between December 12 and December 24. The troop has contracted with a Christmas tree grower in Oregon, who will make one delivery of trees on December 12.

The grower charges the troop $\$ 12$ per tree, and the troop retails the trees for $\$ 25$ each. Any trees that are unsold by December 25 must be hauled away to the local landfill, at a cost of approximately $\$ 1$ per tree.

If the troop runs short of Christmas trees, it feels that there is a small likelihood that customers encountering an out-of-stock situation will not revisit the Christmas tree lot in future years. Accordingly, the troop has decided to assign a shortage cost of $\$ 2.50$ per customer who visits the tree lot after it is sold out of trees. If the troop feels that the total demand for the Christmas trees over the 12-day selling period will be almost uniformly distributed between 150 and 249 trees, determine the optimal number of trees the scout troop should purchase.
45. Business Daily sells its newspapers for $\$ .75$ in coinoperated kiosks, each of which is designed to hold up to 60 papers. The production and delivery costs of each newspaper equal $\$ .60$, but Business Daily receives approximately $\$ .23$ in advertising revenue for each paper sold. Any newspapers that remain at the end of the day are sold to a recycling center. Business Daily estimates that the revenue it receives from the recycling center will only cover the cost of transporting the papers to the center.

Management at Business Daily estimates that the goodwill cost of not having enough papers in the kiosk to satisfy customer demand is $\$ 1.50$ per unsatisfied customer. Demand for the Thursday paper at a particular kiosk is estimated to follow a Poisson distribution with a mean $\lambda=36$ units. Determine how many newspapers Business Daily should place in the kiosk. (Hint: The Poisson distribution can be approximated by a normal distribution with $\mu=\lambda$ and $\sigma=\sqrt{\lambda}$.)
46. IBEX is a chain of 14 furniture stores specializing in imported furniture. One of the products in its inventory is a folding metal chair made in Italy. The chairs cost IBEX \$9.75 each and retail for $\$ 14.95$. The estimated cost of placing an order for the chairs is \$145, and IBEX uses an annual holding cost rate of $16 \%$. Because the chairs are sent by ship, the lead time is approximately five weeks.

IBEX stores are open 365 days a year. Chairs are received at the IBEX central warehouse and delivered to the individual stores as needed. The total demand from all stores in the chain averages 90 chairs per day.
a. If IBEX desires a safety stock equal to 500 chairs, determine the optimal inventory policy for ordering the chairs and the number of calendar days between orders (cycle time).
b. What is the total annual inventory cost (holding, ordering, procurement) for this policy?
c. How would your answer to part (a) change if the holding cost rate increased to $18 \%$ ?
47. Suppose IBEX (see problem 46) could purchase the chairs from a different source at a cost of $\$ 9.95$ each. This manufacturer agrees to airfreight chairs to IBEX if the warehouse should run out of stock. As a result, IBEX believes it would need a safety stock of only 120 chairs. The cost of placing an order for the chairs with this source is an estimated $\$ 145$. If IBEX uses an annual holding cost rate of $16 \%$, should it switch manufacturers?
48. Sport King is a chain of 12 sporting goods shops in South Carolina. Total chain demand for the Whamco flying disk averages 250 units a week. As the disks come in various colors, the firm's policy is to determine the total order quantity using the EOQ formula and divide this total among the various colors in proportion to historic demand.

Whamco flying disks sell at Sport King stores for $\$ 3.50$ each. Sport King uses an annual inventory holding cost rate of $28 \%$, and the cost to place an order is $\$ 40$. Lead time for delivery is two weeks, and Sport King desires a safety stock of 50 units.

Whamco offers its customers the following all-units price discount schedule:

| Number Ordered | Price per Unit |
| :---: | :---: |
| $1-499$ | $\$ 2.50$ |
| $500-999$ | $\$ 2.25$ |
| $1000-1999$ | $\$ 2.10$ |
| $2000-4999$ | $\$ 1.90$ |
| $5000-9999$ | $\$ 1.80$ |
| $10,000+$ | $\$ 1.75$ |

Assuming that holding costs are discounted, determine the following:
a. The optimal order quantity of Whamco disks.
b. The reorder point for the disks.
c. The number of calendar days between orders (cycle time).
d. The total annual inventory cost (holding, ordering, procurement) for this policy.
49. Hoppy Foods manufactures peanut butter. It purchases its peanuts from the Carter Farm Cooperative. Peanuts normally cost Hoppy $\$ 0.45$ per pound, but Carter offers its customers the following all units discount pricing schedule:

| Purchase Amount | Discount |
| :---: | :---: |
| under $\$ 10,000$ | none |
| $\$ 10,000-\$ 24,999$ | $5 \%$ |
| $\$ 25,000-\$ 49,999$ | $7 \%$ |
| $\$ 50,000-\$ 69,999$ | $8 \%$ |
| $\$ 70,000-\$ 89,999$ | $9 \%$ |
| $\$ 90,000$ or more | $10 \%$ |

Hoppy uses 10,000 pounds of peanuts per day, and the Hoppy plant operates 365 days a year. The cost of placing an order with Carter is $\$ 85$, and the lead time is two weeks. The company requires a safety stock of 40,000 pounds of peanuts. Due to space limitations, Hoppy cannot order more than 180,000 pounds of peanuts.

If the annual holding cost rate for peanuts is $22 \%$, determine:
a. The optimal order quantity for peanuts.
b. The reorder point.
c. The annual inventory (holding, ordering, safety stock, and procurement) of this policy.
50. Demand for the LaGuilotine food processor at Allen Appliance for the past 12 weeks has been as follows (week 12 is the most recent week):

| Week | Demand | Week | Demand |
| :---: | :---: | :---: | :---: |
| 1 | 74 | 7 | 98 |
| 2 | 86 | 8 | 82 |
| 3 | 79 | 9 | 68 |
| 4 | 92 | 10 | 90 |
| 5 | 86 | 11 | 82 |
| 6 | 85 | 12 | 78 |

The food processors cost Allen $\$ 45$ each, and Allen uses a $14 \%$ annual holding cost rate. The reorder cost is an estimated $\$ 18$. Allen uses a simple 10 -week moving average to forecast the average annual demand for the food processors. Lead time for delivery is three weeks, and Allen desires a unit service level of $99 \%$. Lead time demand is assumed to follow a normal distribution.
a. Determine the optimal order quantity of food processors.
b. Determine the number of calendar days between orders (cycle time).
c. Based on the above 12 weeks of data, estimate the mean and standard deviation of the lead time demand. Using these estimates, determine the reorder point for the food processors.
d. Determine the total annual inventory cost (holding, ordering, procurement) for this policy.

## Chapter 9 Extra Problems/Cases

41. Littletown Hospital has 2 ambulances. Calls for the ambulances are received according to a Poisson process. The mean time between calls is 45 minutes. If a call comes in when both ambulances are out, another hospital is contacted to send out an ambulance. The time it takes a Littletown ambulance to respond to a call and get the patient to the hospital averages 25 minutes and has a standard deviation of 15 minutes.
a. Determine the probability that both Littletown ambulances are available to answer calls.
b. Determine the probability that a call must be answered by an ambulance from another hospital.
c. Determine the utilization rate for each ambulance.
d. If Littletown Hospital buys a third ambulance, what proportion of the time would it be used?
42. At the merchandise return department at Bull's Eye Department Store, customers wait in line to have their merchandise checked in by a refund clerk. The clerk determines if the store will accept the merchandise and, if appropriate, issues a refund credit. The store accepts and issues refund credits on $95 \%$ of the merchandise returned by customers. Approximately $60 \%$ of customers go to the cashier for the cash refund, while the other $40 \%$ use the credit for shopping in the store.

After Christmas, an average of 100 customers arrive each hour at the Bull's Eye merchandise return department, where three clerks are positioned to check over returned merchandise. The service time for each clerk follows an exponential distribution, with a mean of 1.5 minutes. Bull's Eye uses one cashier to issue cash refunds. Issuing a cash refund averages 50 seconds and has a standard deviation of 20 seconds. For those customers who return merchandise and desire a cash refund, determine the average number of minutes it will take them to get their refund.
43. K \& J Sport Boating, located in Wailea, Hawaii, specializes in individualized scuba diving and wind surfing lessons. Four instructors are available to teach wind surfing. Because most customers are tourists, if $\mathrm{K} \& \mathrm{~J}$ does not have an instructor available, potential customers either go to another company for the lessons or do some other activity. They do not wait for an instructor to become available. On the average, customers arrive at $\mathrm{K} \& \mathrm{~J}$ for windsurfing lessons every 20 minutes according to a Poisson process. Lessons average 1.5 hours, with a standard deviation of 15 minutes.
a. What is the probability that all four instructors are busy?
b. What is the probability that all four instructors are idle?
c. What is the utilization rate of each instructor? Explain what the utilization rate means in the context of this problem?
44. K \& J Sport Boating (see problem 43) charges customers $\$ 46$ for each lesson and pays each instructor $\$ 18$ per hour in wages and benefits. It also pays $\$ 6$ per hour in insurance, boat rental, and overhead costs. K \& J operates 10 hours a day.
a. Determine K \& J's average daily profit or loss.
b. $\mathrm{K} \& \mathrm{~J}$ is thinking about hiring another instructor at $\$ 18$ per hour. Should the instructor be hired? Justify your answer.
45. Suppose you are designing rest-room facilities at a campground and believe that 120 men and 120 women per hour will need to use these facilities. Estimates indicate that men spend an average of 1.5 minutes in rest rooms, while women average 4 minutes. If you want the average time a man or a woman has to wait in line to use the facility to be approximately the same, how many rest rooms should be built for women if you build 4 rest rooms for men? (Assume a Poisson arrival process to the rest rooms and assume that rest-room usage times follow an exponential distribution.)
46. Universal Standard Life Insurance receives an average of 400 life insurance policy applications per 8-hour day that are faxed in by agents. Once an application is received, it is sent to the reviewing department. This department has 7 employees who are responsible for checking over the applications received to ensure that they are complete. Review of an application takes an average of 5 minutes. Approximately $10 \%$ of applications are deemed incomplete and returned to the agent for further information. Following the application review, complete applications are sent to underwriting. Underwriting determines the policy rating based on the answers to questions on the policy health form. Each of the firm's 12 underwriters spends an average of 15 minutes reviewing an application. Approximately 20\% of the applications are denied coverage due to the answers provided on the health form. Those applications that are not rejected then go to the fulfillment department. Here premiums are calculated and policies issued. It takes an average of 4 minutes to generate a policy, and there are 4 clerks who work in the fulfillment department.

All 23 workers earn the same wages. Management at Universal Standard wishes to determine whether the total time a policy spends in the system can be reduced by moving employees from one department into another and if so, how the employees should be reassigned. Assume customers arrive according to a Poisson process and service times are exponential.
47. The Hillel Sandwich Shop specializes in delivery of sandwiches in New York's financial district. Customers phone or fax Hillel their orders, which are then delivered directly to the customer's place of business. From 11:30 A.M. to 1:00 P.M. Hillel receives an average of 180 orders, which arrive according to a Poisson
process. The time required to make a sandwich by Joe Hillel or either of his two assistants averages 75 seconds, and preparation times follow an exponential distribution. Once an order has been filled, it is given to one of 5 delivery persons. Delivery times also follow an exponential distribution and average 2 minutes.

On the average, how many minutes does it take a customer to get a sandwich delivered from the Hillel Sandwich Shop after placing an order?
48. During the 1991 Persian Gulf War, Apache helicopters had certain reliability problems. Battalion 436 had 11 Apache helicopters assigned to its unit. The helicopters flew an average of 9 hours between failures, and the time between failures was distributed approximately exponentially. The battalion had one repair crew, and repairs were made to helicopters on a first-come, firstserved basis. Repair times for servicing a failed helicopter also followed an exponential distribution with a mean of 2 hours.
a. What was the mean number of helicopters available for flight missions at any point in time for Battalion 436?
b. What was the probability that Battalion 436 had seven or more helicopters available to go on flight missions?
c. What was the average time required to repair a helicopter?
49. R \& S Plumbing and Heating Contractors is a twoperson partnership. The two plumbers occasionally work on a big job together, but nearly all the calls are handled by a single plumber. Calls come into $\mathrm{R} \& \mathrm{~S}$ according to a Poisson process. The average time between calls is 45 minutes. The time required for each plumbing job follows an exponential distribution, and each job takes an average of 2 hours to perform.

In order to ensure customer satisfaction, $\mathrm{R} \& \mathrm{~S}$ will not keep more than 4 plumbing jobs waiting for repair at a given time. Hence, once the backlog of jobs reaches four, the company stops answering the telephone. The
firm resumes answering the phone when the backlog falls below 4 jobs.
a. For a customer who gets through to $\mathrm{R} \& \mathrm{~S}$, determine the average elapsed time from when the call is placed until R \& S completes its work on the plumbing problem.
b. What is the probability that a calling customer will not receive an answer from $\mathrm{R} \& \mathrm{~S}$ Plumbing?
c. What is the average number of jobs $R \& S$ has waiting to be worked on?
d. $R \& S$ nets an average of $\$ 88$ per plumbing job. If it can hire an additional plumber for $\$ 20$ per hour, should it do so? (Assume the plumber works at the same rate as the two partners, so that a job is completed in an average of 2 hours.) Justify your answer.
50. Littletown is considering building an airport to handle two types of aircraft-large and small. City managers are evaluating three options: (1) build one runway to handle all types of traffic; (2) build two runways, each of which can handle all types of traffic; and (3) build two runways and restrict traffic on one to small aircraft and restrict traffic on the other to large aircraft. Under options 1 and 2, a runway can handle an average of 55 aircraft landings per hour. Under option 3, the small aircraft runway can handle 80 aircraft landings per hour, and the large aircraft runway can handle 40 aircraft landings per hour.

Large aircraft arrive at random at a mean rate of 20 per hour, and small aircraft arrive at random at a mean rate of 25 per hour. Both the interarrival time of aircraft and the time required for an aircraft to land follow an exponential distribution. Because of safety concerns and fuel costs, waiting costs are figured at $\$ 10$ per minute for both large and small aircraft. Amortized cost for a runway is an estimated $\$ 350$ per hour.
a. For each option, determine the average number of planes waiting in the system.
b. Determine the expected hourly operating cost for each of the three options.
c. Which option would you recommend? Justify your answer.

## Chapter 10 Extra Problems/Cases

41. During lunch time the interarrival time of customers at the Soup or Salad Sandwich Restaurant is as follows:

| Interarrival Time | Probability |
| :---: | :---: |
| 0 seconds | .10 |
| 30 seconds | .35 |
| 60 seconds | .40 |
| 90 seconds | .15 |

Customers first pay for their selections and then proceed to the soup or salad bar to make their selections. The service time at the cashier follows an exponential distribution with a mean of 30 seconds.

Sixty percent of the customers want soup with their sandwich, while $40 \%$ want salad. After the customer picks up his soup or salad, he then proceeds to the sandwich lines. There are two separate sandwich lines, one for soup customers and the other for salad customers. Service times are as follows:

| Soup |  |
| :---: | :---: |
| Service Time | Probability |
| 20 seconds | .40 |
| 40 seconds | .35 |
| 60 seconds | .25 |
| Salad |  |
| Service Time | Probability |
| 20 seconds | .20 |
| 40 seconds | .45 |
| 60 seconds | .25 |
| 80 seconds | .10 |
| Sandwich |  |
| Service Time | Probability |
| 20 seconds | .10 |
| 40 seconds | .45 |
| 60 seconds | .25 |
| 80 seconds | .15 |
| 100 seconds | .05 |

a. Develop a simulation using Excel to estimate the average time a customer spends in this system getting his food. Assume the lunch period lasts two hours.
b. Based on the results from 10 simulation runs, determine a $95 \%$ confidence interval for the average time a customer spends getting his food.
42. Consider the situation at Soup or Salad Sandwich Restaurant described in problem 41. Using Crystal Ball, do 500 simulations to estimate the probability that the average time required for a customer to get his food is less than 5 minutes.
43. Consider the situation at Soup or Salad Sandwich Restaurant described in problem 41. Using Crystal Ball, determine the difference in the average time it takes for a customer to get his food if there are single sandwich lines for soup and salad customers versus having two
sandwich lines that either soup or salad customers can use. Base your simulation analysis on two hours of operation. Do 10 simulation runs for each configuration. Determine a $95 \%$ confidence interval for the average difference in time it takes for a customer to get his food under the two configurations.
44. The first-class cabin on Trans Pacific Airlines flight 956 carries 24 passengers. The dinner service consists of a choice of beef, chicken, or pasta. Sixty percent of passengers prefer beef as their meal choice, $25 \%$ prefer chicken, and $15 \%$ prefer pasta. Of the passengers who prefer beef, $70 \%$ list chicken as their second choice, while $30 \%$ list pasta. Of the passengers who prefer chicken, $45 \%$ list beef as their second choice while $55 \%$ prefer pasta. Of the passengers who prefer pasta as their first choice, $30 \%$ list beef as their second choice while $70 \%$ prefer chicken.

If the airline is out of a passenger's first choice, it estimates it suffers a goodwill cost of $\$ 10$. If it is out of both a passenger's first and second choices, it estimates it suffers a goodwill cost of $\$ 30$. Customers will only accept one of their first two choices. The cost of the meals is as follows: beef- $\$ 7.50$, chicken- $\$ 6.50$, pasta$\$ 6.00$. Any meals not served to passengers are fed to the flight crew and generate no revenue for the airline.

Using simulation, determine the cost of the airline providing 15 beef dinners, 10 chicken dinners, and 4 pasta dinners for first-class passengers on the next airline flight.
45. Consider the situation faced by Trans Pacific Airlines in problem 44.
a. Develop an Excel simulation and conduct 100 simulation runs of the simulation using Crystal Ball.
b. Determine a $95 \%$ confidence interval for the expected cost of providing 15 beef dinners, 10 chicken dinners, and 4 pasta dinners for first-class passengers on an airline flight.
46. Consider the situation faced by Trans Pacific Airlines in problem 44. Using Crystal Ball, determine the optimal number of each type of first-class passenger meals to place on a flight.
47. A vending machine at the student union sells cans of cola, diet cola, lemon line, and root beer. At present, the machine has 5 cans of cola, 3 cans of diet cola, 6 cans of lemon lime, and 2 cans of root beer. The interarrival time of customers to the vending machine follows an exponential distribution with a mean of 5 minutes. The probability of a customer selecting a particular beverage is as follows:

| Beverage | Probability |
| :---: | :---: |
| Cola | .35 |
| Diet Cola | .40 |
| Lemon Lime | .15 |
| Root Beer | .10 |

If the machine is sold out of a customer's choice, there is a $60 \%$ chance the customer will make an alternative selection and a $40 \%$ chance the customer will leave without buying any soft drink. If the customer does make an alternative selection, assume that any of the remaining drinks is equally likely to be selected.

Simulate an hour of operation using column 7 of Appendix C to determine the customer's interarrival time, column 8 to determine the customer's selection, and column 9 to determine the customer's alternative selection if the initial selection is unavailable. Assume the simulation stops after one hour and determine:
a. How many drinks of each type still remain in the machine.
b. How many customers leave without purchasing a drink.
48. Hervis Rentals is a small rental agency that rents various pieces of equipment. The company owns three wallpaper removal machines that rent for a net price of $\$ 12$ per day. When there is a demand for a machine and none is available, the firm offers a discount certificate good for $\$ 15$ off a future rental. The firm estimates that the certificate results in $\$ 12$ in lost future profits. Each day a wallpaper rental machine goes unrented costs the firm $\$ 1$ in storage costs. The owner of the agency estimates the following statistics:

| Number of |  |  |  |
| :---: | :---: | :---: | :---: |
| Removal Machines |  | Length |  |
| Demanded Daily | Probability | of Rental | Probability |
| 0 | . 25 | 1 day | . 60 |
| 1 | . 20 | 2 days | . 25 |
| 2 | . 30 | 3 days | . 10 |
| 3 | . 15 | 4 days | . 05 |
| 4 | . 10 |  |  |

a. Conduct a 10-day simulation of this business, using column 5 of Appendix $C$ to determine the daily demand and column 6 to determine the length of each rental.
b. Suppose the company could obtain another wallpaper removal machine at a cost of $\$ 5$ per day. On the basis of a 10-day simulation, should the company obtain the additional machine?
49. Consider the following project faced by Chocolate Cube described in Chapter 5, problem 20. Recall that this project consisted of 11 activities with the following predecessor jobs and completion time estimates (in days).

|  |  | Most |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Job | Predecessor | Optimistic | Likely | Pessimistic |
| A | - | 1.0 | 2.0 | 9.0 |
| B | - | 2.5 | 4.5 | 9.5 |
| C | - | 2.0 | 5.0 | 14.0 |
| D | C | 4.0 | 6.5 | 18.0 |


| Fob | Predecessor | Optimistic | Most <br> Likely | Pessimistic |
| :---: | :---: | :---: | :---: | :---: |
| E | A | 2.0 | 4.0 | 18.0 |
| F | B, D, E | 22.0 | 30.0 | 50.0 |
| G | F | 15.0 | 20.0 | 37.0 |
| H | F | 4.5 | 10.0 | 21.5 |
| I | G, H | 12.0 | 15.0 | 24.0 |
| J | H | 14.0 | 24.5 | 48.0 |
| K | I, J | 5.0 | 5.0 | 5.0 |

Assuming that the completion time of each activity follows a triangular distribution with a minimum value equal to the optimistic value, a likeliest value equal to the most likely value, and a maximum value equal to the pessimistic value, use Crystal Ball to estimate the probability the project will be completed within 99 days. Base your analysis on 5000 simulation runs.
50. Jewel Vending operates a coffee vending machine at a local college student union building. Based on historical data, Bill Jewel believes that the number of cups of coffee demanded per day is between 30 and 90 , with the following probability distribution:

| Cups of Coffee <br> Demanded per Day | Probability |
| :---: | :---: |
| 30 | .10 |
| 40 | .10 |
| 50 | .15 |
| 60 | .20 |
| 70 | .30 |
| 80 | .10 |
| 90 | .05 |

The vending machine holds enough supplies to make 300 cups. Each cup of coffee sells for $\$ 0.30$ and costs Jewel \$0.12 in supplies to produce. Jewel estimates an $\$ 8$ labor cost to fill the machine. If the machine runs out of coffee, Jewel estimates that it suffers a goodwill cost of $\$ 0.50$ for each unsatisfied customer.
a. Calculate the average daily sales of coffee for this vending machine.
b. Determine the mean number of days it takes for the vending machine to sell out of coffee.
c. Suppose Jewel adopts a policy of filling the machine at the beginning of every $\mathrm{k}^{\text {th }}$ day, where k is the answer found in part (b) above. Conduct a 20-day simulation of the vending machine to determine the average daily profit. Assume that the machine is filled on the first day. Use the first two numbers of column 2 of Appendix C to determine the number of cups of coffee demanded daily.
d. Suppose Jewel decides to fill the machine every ( $k$ 1) days, where $k$ is the answer found in part (b). Repeat the 20-day simulation using the same set of numbers used in part (c). On the basis of this limited simulation, which policy would you recommend for Jewel?

## CASE 4: Copco Convenience Store

Copco Convenience Store is about to expand its weekend hours from 7:00 A.M. to 11:00 P.M. to a 24-hour-per-day operation. The arrival pattern for customers from 11:00 P.M. to 7:00 A.M. can be approximated by a Poisson process with an average arrival rate of 48 customers per hour.

Bill Rogers has requested to work the 11:00 P.m. to 7:00 A.M. shift. He earns $\$ 12$ per hour, and his service times can be modeled by an exponential distribution. The average time it takes for Bill to serve a customer is 1.2 minutes ( 50 customers per hour). While this time is fast enough to allow the store to achieve steady state, the average waiting time for service per customer, $W_{q}$, is 30 minutes, which is clearly unacceptable.

To assist Bill, management will assign one of its two trainees, either Harriet Frost or Larry Preston, to work the store's second cash register. Harriet has some experience; her service times can be modeled by a normal distribution with a mean of two minutes and a standard deviation of 30 seconds. She earns $\$ 9$ per hour. Larry Preston has no experience and would be paid an entry-level salary of $\$ 6$ per hour. From past experience with entrylevel personnel, Copco estimates the following distribution for Larry's service time:

| Service Time | Probability |
| ---: | :---: |
| 20 seconds | .02 |
| 40 seconds | .04 |
| 60 seconds | .06 |
| 80 seconds | .10 |
| 100 seconds | .12 |
| 120 seconds | .14 |
| 140 seconds | .12 |
| 160 seconds | .10 |
| 180 seconds | .08 |
| 200 seconds | .06 |
| 220 seconds | .06 |
| 240 seconds | .04 |
| 260 seconds | .03 |
| 280 seconds | .02 |
| 300 seconds | .01 |

Copco estimates a customer goodwill cost of $\$ 0.20$ per minute for each minute a customer must wait in line to be checked out.

Using Excel, perform a simulation analysis of at least eight simulated hours to determine which trainee should assist Bill if the objective is to minimize total average hourly costs. Repeat the simulation at least five times. Assume that customers form a single line while waiting for service and are served on a first-come, first-served basis. If both clerks are idle, a customer is equally likely to select either clerk.

Your business report should also address the effects of the goodwill cost per minute increasing or decreasing by $\$ 0.10$ and the effects of the customer arrival rate increasing or decreasing by $20 \%$.
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[^38]:    ${ }^{2}$ The simple moving average technique can be viewed as a special case of the weighted moving average technique, in which all weights equal $1 / \mathrm{n}$.

[^39]:    ${ }^{3}$ Another approach that can be used to find a "first" forecast when a large number of historical values exist is to average the first $n$ periods to get a value, $\bar{y}_{\mathrm{n}}$, and use $\mathrm{F}_{\mathrm{n}+1}=\overline{\mathrm{y}}_{\mathrm{n}}$ as the "first" forecast. Subsequent forecasts would be generated using Equation 7.1. The total weight given to early forecasts is very small and thus virtually any reasonable technique can be used to generate a "first" forecast.

[^40]:    ${ }^{4}$ The term exponential smoothing is derived from the fact that the exponent of the damping term, $(1-\alpha)$, increases for more distant data values of the time series.

[^41]:    ${ }^{5}$ In general, if there are N seasons, only $\mathrm{N}-1$ dummy variables are needed in the model.

[^42]:    ${ }^{1}$ In some situations, the only historic data a firm has are sales data. If sales patterns exhibit erratic behavior, underlying demand could be constant but the item might be frequently out of stock.

[^43]:    ${ }^{2}$ This calculation is based on $L$ and $D$ expressed in days. Expressed in years, $L=8 / 260=.03077$ and $\mathrm{R}=(.03077)(6240)=192$.

[^44]:    ${ }^{3}$ This can be verified by performing a standard goodness-of-fit test as described in Appendix 9.2 on the accompanying CD-ROM.

[^45]:    ${ }^{1}$ Named for the nineteenth-century French mathematician Simeon Denis Poisson.

[^46]:    ${ }^{2}$ Although the buses may arrive independently, the number of customers on the bus can vary. This is an example of a compound Poisson process.

[^47]:    ${ }^{3}$ Many supermarkets have designated "express" checkstands for customers purchasing fewer than a given number of items (say, 10 or less) or for cash purchases. In this chapter, we focus on developing queuing models only for the case where all servers work at the same average rate.

[^48]:    ${ }^{4}$ Named for A. A. Markov, a Russian mathematician who introduced this concept in 1907.

[^49]:    If there are $k$ servers and the arrival rate $\lambda$ exactly equals $\mu_{1}+\mu_{2}+\ldots+\mu_{k}$, this queue will not reach steady state. The combined service rate must be strictly greater than the arrival rate in order to achieve steady state.

[^50]:    ${ }^{6}$ Named for John D. C. Little, the first to rigorously prove the results in 1961.

[^51]:    ${ }^{7}$ The notation used to identify queuing models was first proposed by D. G. Kendall in 1951 and has come to be called Kendall's notation.

[^52]:    ${ }^{n}$ Specifically, the values in column $J$ correspond to the first term in the denominator of $\mathrm{P}_{0}, \sum_{n=0}^{k-1} \frac{1}{n!}\left(\frac{\lambda}{\mu}\right)^{n}$.

[^53]:    "In reality, some customers will probably try to reenter the system at a later time. This can be accounted for in the model by increasing the arrival rate of customers by the proportion estimated to return after being blocked.

[^54]:    ${ }^{10}$ Note that if $c_{t}=0$, since $L-L_{q}=\lambda / \mu$, the total cost equation can be simplified as: $T C(k)=c_{w} k+$ $\mathrm{g}_{\mathrm{w}} \mathrm{L}_{\mathrm{q}}(\lambda / \mu)$. Alternatively, if the goodwill cost for waiting in line is the same as the goodwill cost of being served $\left(g_{w}=g_{s}=g\right)$, the expression becomes TC $(k)=c_{w} k+\left(c_{t}+g\right) L$.

[^55]:    Hargrove Hospital queue.xls

[^56]:    * This is the probability an arriving customer is blocked.

[^57]:    ${ }^{1}$ Two-digit numbers are used because the probability distribution for X is accurate to two decimal places. If the probabilities were accurate to three decimal places, three-digit numbers would be used, that is, $000-999$. Similarly, if the probabilities were accurate to only one decimal place, one-digit numbers, $0-9$ would be used.

[^58]:    ${ }^{2}$ The function NORMSINV generates normally distributed random variables from a standard normal distribution (mean of 0 and standard deviation of 1 ).

[^59]:    Generated from Excel using row 2 for the values of $\alpha$ and column $A$ for the degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{CHIINV}(j \$ 2, \$ A i)$.

[^60]:    Generated from Excel using row 2 for the numerator degrees of freedom and column $A$ for the
    denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.05, j \$ 2, \$ A i)$.

[^61]:    Generated from Excel using row 2 for the numerator degrees of freedom and column A for the denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.10, j \$ 2, \$ A i)$.

[^62]:    Generated from Excel using row 2 for the numerator degrees of freedom and column $A$ for the denominator degrees of freedom. The entries in cell $(i, j)$ are: $=\operatorname{FINV}(0.10, j \$ 2, \$ A i)$.

[^63]:    ${ }^{1}$ For a normal distribution, the actual value of $\sigma$ corresponding to a defect rate of .00000034 is $\sigma=4.5$. This so-called 1.5 Sigma shift is part of the $6 \sigma$ nomenclature.

[^64]:    ${ }^{2}$ The target mean is greater than 12 ounces because, if it were set at 12 ounces, roughly half the cans of soda would have less than 12 ounces. This could leave the company vulnerable to claims of false advertising.
    ${ }^{3}$ A study of the methodology used to design the testing procedure (the frequency of measurements and the attributes to measure) is beyond the scope of this text. We restrict our discussion to the case in which a single attribute is measured for each item in the sample, and we assume there is no ambiguity as to how the item is to be measured.

[^65]:    ${ }^{4}$ Some practitioners use a rule based on eight consecutive points, equivalent to a probability of .0078 .

[^66]:    ${ }^{5}$ Obviously, Panasony will want to continue some inspections to ensure that the manufacturing process remains in control. The assumption behind this approach is that the proportion of items sampled under such a quality control scheme is extremely small and will not affect the expected loss per unit. ${ }^{6}$ In general, the expected loss per unit, $\mathrm{E}(\mathrm{L})$, if no items are inspected, is calculated by the function:

    $$
    \mathrm{E}(\mathrm{~L})=\int \mathrm{L}(\mathrm{x}) \mathrm{f}(\mathrm{x}) \mathrm{dx}
    $$

    where: $L(x)$ is the loss per unit to the company if the component has a value of $x$, and $f(x)$ is the probability density function for x .

[^67]:    ${ }^{1}$ Named for the Russian mathematician Andrey A. Markov, who began publishing work in this area in 1905.
    ${ }^{2}$ To use Markov processes, it is not necessary for all elements of the system to exhibit the memoryless property; rather, the system as a whole must exhibit this property. For example, an individual's choice of a particular ice cream flavor may, in fact, be influenced by his past history of ice cream purchases. However, when we view the population of all ice cream purchasers in total, it may be reasonable to assume that the choice of an ice cream flavor depends only on the last flavor purchased.

[^68]:    ${ }^{1}$ Named for Richard Bellman, who popularized this concept in the mid-1950s.

[^69]:    ${ }^{2}$ This latter condition can be converted to a problem in which all lower bounds are zero by subtracting the sum total of the weights for the minimum requirements from the total capacity of the knapsack, $\mathrm{C}-\sum \mathrm{W}_{\mathrm{j}} \mathrm{L}_{\mathrm{j}}$, and allocating this remaining capacity optimally.

[^70]:    ${ }^{4}$ Any mathematical programming problem can be transformed into one of this form by: (1) multiplying a minimization objective function by -1 ; (2) multiplying a " $\geq$ " by -1 (including any nonnegativity constraints); and (3) converting an "=" constraint into two constraints, one " $\leq$," the other " $\geq$," and multiplying the " $\geq$ " constraint by -1 .

[^71]:    ${ }^{5}$ The following is the formal definition for a concave and a convex function in n variables. Let one point be $X=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, and another point be $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$. Let a third point $Z=\left(Z_{1}\right.$, $\left.Z_{2}, \ldots, Z_{n}\right)$ be any weighted average of $X$ and $Y$; that is, $Z=w X+(1-w) Y$, where $w$ is any fraction. A concave function, F , occurs when the value of F for all points, Z , is greater than or equal to the sum of the corresponding weighted average of F at X and Y ; i.e. for all points, $\mathrm{F}(\mathrm{Z}) \geq \mathrm{wF}(\mathrm{X})+(1-\mathrm{w}) \mathrm{F}(\mathrm{Y})$. A convex function occurs when $\mathrm{F}(\mathrm{Z}) \leq \mathrm{wF}(\mathrm{X})+(1-\mathrm{w}) \mathrm{F}(\mathrm{Y})$ for all points, Z .

[^72]:    ${ }^{6}$ The sign of a " $\geq$ " constraint can be changed by multiplying it by -1 . If the $G_{i}$ of a " $\geq$ " constraint is concave, it is equivalent to the resulting $-\mathrm{G}_{\mathrm{i}}$ of the " $\leq$ " constraint being convex. Keep in mind that a linear function is convex (and concave).

[^73]:    ${ }^{7}$ The conditions can be generalized to a function with n variables.

[^74]:    ${ }^{10}$ This problem is simple enough that we could have found the exact optimal solution by setting the partial derivatives to 0 and solving for $X_{1}$ and $X_{2}$. The exact solution is $X_{1}=2000, X_{2}=6000$. If a smaller value for $\epsilon$ has been selected, this method would have continued for more iterations and achieved a result even closer to this true optimal solution.

[^75]:    ${ }^{1}$ Note: If n is large ( $\mathrm{n} \geq 30$ ), z can be used to approximate t if $\mathrm{t}_{\mathrm{DF}}$ is unavailable.

[^76]:    ${ }^{1}$ Any linear program can be put into this form using the following conversions: (1) replace a minimization objective function with a maximization objective function by multiplying it by -1 ; (2) replace " $\geq$ " constraints by " $\leq$ " constraints by multiplying them by -1 ; (3) replace " $=$ " constraints by two constraints, one a " $\leq$ " constraint, the other a " $\geq$ " constraint, and then convert the " $\geq$ " constraints to " $\leq$ " constraints by multiplying them by -1 ; (4) if a variable, $\mathrm{X}_{\mathrm{J}}$, must be nonpositive, replace it with a new nonnegative variable $\mathrm{X}_{\mathrm{J}^{\prime}}=-\mathrm{X}_{\mathrm{J}}$; and (5) if a variable $\mathrm{X}_{\mathrm{K}}$ is unrestricted, replace it with the difference of two nonnegative variables, $X_{\mathrm{K}^{\prime}}$ and $\mathrm{X}_{\mathrm{K}^{\prime \prime}}$, that is, $\mathrm{X}_{\mathrm{K}}=\mathrm{X}_{\mathrm{K}^{\prime}}-\mathrm{X}_{\mathrm{K}^{\prime \prime}}$.

[^77]:    ${ }^{1}$ Had the coefficient of $X_{1}$ in the first equation also been +1 , instead of +3 , then either $X_{1}$ or $X_{3}$ could have been selected as the basic variable for the first equation. The selection is arbitrary; the variable not selected is designated as a nonbasic variable.

[^78]:    ${ }^{2}$ This concept is illustrated in problem 4 at the end of this supplement.

[^79]:    ${ }^{3}$ An alternative method that treats the two goals separately is illustrated in problem 9 at the end of this supplement.

[^80]:    ${ }^{4}$ Note: An alternative approach is first to multiply the minimization objective function by -1 and leave Step 1 as it is, finding the variable with the most positive $\mathrm{C}_{\mathrm{J}}-\mathrm{Z}_{\mathrm{J}}$. If this approach is used, then, when the optimal solution is found, the objective function value must be multiplied by -1 to obtain the correct value for the minimization problem.

[^81]:    ${ }^{1}$ The most general form of this problem allows for lower bounds on the arcs other than 0 . For simplicity, assume that all arcs have a minimum capacity of 0 .

[^82]:    ${ }^{2}$ If the number of variables that are at neither their upper nor lower bound is less than $n-1$, the problem is degenerate and any arc at its lower bound or any arc at its upper bound can be made basic as long as the arc does not form a cycle with any of the other basic variables.

[^83]:    ${ }^{1}$ In practice, the actual dates are used rather than the numerical time periods (i.e., week 1 might be June 11, week 2, June 18, etc.).

[^84]:    ${ }^{2}$ A one-week period earlier than that used for the tricycles is considered because the lead time for wagon assembly is one week less than that for tricycles.

[^85]:    ${ }^{3}$ Named for Harvey Wagner and Thomas Whitin, who developed the algorithm in 1958.

[^86]:    ${ }^{4}$ Named for Edward Silver and Harlan Meal, who proposed this technique in 1973.

[^87]:    ${ }^{1}$ This is an example of a typical problem in linear programming known as the "on-the-job training problem." These problems can be quite large, with thousands of variables and constraints.

[^88]:    ${ }^{1}$ While a geometric average, rather than an arithmetic average, may be more appropriate, since the seasonal variations are values close to 1 , there is little difference in the two approaches. Hence an arithmetic average for simplicity.

[^89]:    ${ }^{2}$ While other techniques, such as Holt's method, can be used to forecast linear trend, linear regression is the method most frequently used in classical decomposition.

[^90]:    ${ }^{3}$ If cyclical factors are present in the time series, we multiply these also to obtain the forecast value.

[^91]:    ${ }^{1}$ In performing a goodness of fit for the Erlangian service distribution, $\mu$ is estimated by $1 / \overline{\mathrm{x}}$ and n is estimated by the ratio $(\overline{\mathrm{x}} / \mathrm{s})^{2}$.

[^92]:    ${ }^{2}$ Steady state is also called a state of equilibrium.

[^93]:    ${ }^{1}$ In general, if each set contains $n$ observations, the total rank sum of the $2 n$ observations is $2 n^{2}+n$.

[^94]:    ${ }^{2}$ A two-tailed test is used to test whether there is any difference in the average weekly costs between the two policies. To test whether one policy has a lower cost than another, a single-tail test would be used in which the critical value for t would be $\mathrm{t}_{\alpha, \mathrm{n}-1}$.

[^95]:    ${ }^{3}$ While the normality result generally holds if the data values represent means of a large number of observations (due to the central limit theorem), the population variances are not always identical. This assumption can be verified by conducting a standard F-test for equality of variances.
    ${ }^{4}$ Use of a common seed to generate the data values in the three sets is allowable, but, in such instances, the test is based on what is known as a randomized block design. The interested reader should consult a statistics text for a discussion of this procedure.

[^96]:    ${ }^{5}$ The above values for $\mathrm{F}(\mathrm{x})$ were generated by an exponential distribution with $\mu=.8$. Using the explicit inverse method for a value of $Y=.6506$ gives the actual value for $x$ by:

    $$
    x=(-\ln (1-.6506)) / .8=1.31
    $$

[^97]:    ${ }^{6}$ The default for the normal distribution is to use a mean equal to the cell value and a standard deviation equal to $10 \%$ of the cell value.

[^98]:    ${ }^{7}$ For the triangular distribution, Crystal Ball uses default values for the max and min values which are $10 \%$ more and less than the likeliest value.
    ${ }^{8}$ For this distribution, the default values for the Min and Max are $10 \%$ above or below the mean value. Since this is what is desired for the simulation, in this case the default values would not be changed.

[^99]:    ${ }^{1}$ Based on a case developed by Dr. Zvi Goldstein, California State University, Fullerton.

