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Foreword

I, myself, am an alumnus of the Indian Statistical Institute (ISI). I studied in their
M. Stat. program between 1955 and 1957 and learnt my early reasoning and mathe-
matical skills during those years. I became acquainted with the “operations research
(OR)”, a new subject being developed around that time, in lectures at ISI by a vis-
iting American faculty under a United Nations Visiting Faculty Program. I learnt
about the “travelling salesman problem (TSP)” in one of those lectures and found
it so challenging that I kept thinking about ways for solving it. The director of the
SQC & OR Division of ISI at that time, Mr. S. C. Sen, saw my preoccupation with
the TSP and encouraged me to apply for the Fulbright Travel Grant for a year’s
study at an American university, just being introduced at that time, so that I could
learn OR for carrying out my research on the TSP with ISI providing funds for my
living expenses if I succeeded in getting the Fulbright Travel Grant.

With Mr. S. C. Sen’s help, I received the grant and spent the 1961–1962 academic
year at the Case Institute of Technology in Cleveland, Ohio, learning OR and, while
there, I developed the branch and bound method for the TSP. With that excellent be-
ginning, I was off to a research career in OR. You can understand why I consider ISI
a great educational institute and why I consider myself fortunate in being educated
at ISI.

Around that time, I realized that there are really two branches for research in
OR. One is “theory” (including the development of methods and algorithms) and
the other is “practice” dealing with applying the methods to solve decision-making
problems in real-life applications. Unfortunately, in those days each of the two
groups “theoreticians” and “practitioners” had very low respect for the other group.
This was the reason for the story: practitioners said that “theoreticians do nothing
practical,” while theoreticians said that “practitioners do practically nothing.”

Philosophically I am opposed to fences, and even though I started doing research
in theory, I considered myself belonging to both the groups. However, I also had the
opinion that working in practice is easier than working in theory, perhaps created by
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viii Foreword

the fact that all the textbooks in OR at that time are theory books with only minor
discussion of applications.

I had to drastically revise my opinion about practice being easier than theory
when I started working on the decision-making problems in the storage of arriving
containers at Hong Kong International Terminals, to reduce congestion on the termi-
nal road network, which was traced as the main reason for delaying container trucks
from reaching shore cranes, thus reducing the productivity of those cranes. I found
the problem of developing an appropriate mathematical model for this problem to
be very hard; initially, I could not even figure out what the appropriate decision
variables in the model should be.

So, I looked up journal publications on the problem. Some of them modelled
the problem using binary variables representing the allocation of available storage
spaces in the storage yard to each of the arriving containers, which led to a large 0–1
model for the problem. Unfortunately, I found that this model is not only impractical
but also totally inappropriate, as the set of available storage spaces in the storage
yard changes uncontrollably due to constant reshuffling of stored containers in daily
operations.

Then, I tried to model the problem as a multi-commodity flow problem to equal-
ize the flow of container trucks on all the arcs of the terminal road network and,
over time, as much as possible to minimize congestion. Sadly, this model was also
found to be inappropriate for the problem, as truck drivers resented being told what
routes to take and also as the flow rates of arriving containers is quite uneven over
time because of the stochastic nature of vessel arrivals.

It took us several months of getting intimate knowledge of the various daily oper-
ations inside the terminal and hard thinking to come up with a suitable mathematical
model for this problem based on a substitute objective function technique.

Given this background, you can see why I commend this effort by the author,
Prof. G. S. R. Murthy, in preparing this textbook to teach modelling skills to students
and practitioners of OR, based on over 10 interesting and challenging applications
in a wide variety of application areas. In preparing this book for his students and
clients, he is carrying on the tradition of ISI as an excellent educational institution.

My best wishes for the success of his book and to his students for very successful
careers.

Hyderabad, India Katta Gopalakrishna Murty
February 2015



Preface

The case studies presented in this book have evolved from my close association
with a wide variety of industries over the past three decades. As a trainer and a con-
sultant, I had the opportunity of working with industrial personnel at all levels and
could gain a good insight into the ground realities and the state of management of
operations in a large number of industries. In most of the industries, there is a huge
scope for promoting applications for optimal decision making. Due to routine way
of functioning, the executives and managers fail to recognize and identify oppor-
tunities for improvement studies. The main problem stems from the fact that they
have little or no exposure to case study models which present the practical problems
from a practitioner’s perspective. There has been a frequent demand from them for
books with specific case studies covering modelling aspects without getting much
into mathematics. This has been one of the motivating factors for writing this book.

Many academic programmes on quality management, business management, and
engineering disciplines at graduate and postgraduate levels emphasize the need for
practical training as part of their course curricula. The Indian Statistical Institute
runs a 6-month part-time academic programme exclusively for executives from
industry with the objective of promoting applications of statistics and operations
research in industry. Being a teacher in academic programmes and having close
association with industry, I had the opportunity of training and guiding many of
these students/participants on carrying out a number of application projects. Many
of these students and participants have also been asking me to write a book on re-
alistic case study applications. This is another motivating force to write this book.
Some of the case studies presented in this book are taken from the studies in which
the students/participants were involved.

Another source of inspiration for writing this book is my own fascination for
the subject of applying statistics and operations research to industrial problems and
helping the industrial personnel in promoting the applications.

Most of the problems in industry can be modelled with fundamental techniques
of statistics and operations research. Sometimes very simple tools provide very pow-
erful solutions. The chapter on the procedure of testing vaccines (Chap. 3) is a nice
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x Preface

example for this. Almost all applications of operations research I have come across
use linear programming or integer linear programming formulations and nothing
beyond. What makes these applications difficult is recognizing the problems, identi-
fying the decision variables and constraints, and modelling the problems. Therefore,
I sincerely believe that applications can be promoted even with limited knowledge
of the fundamental tools and techniques and what is required is the skill of mod-
elling the problem. Many authors of operations research think that modelling is an
art. While this is true to some extent, many of the problems are typical in their na-
ture, and hence, knowledge of case studies should be of great help in promoting the
applications.

I have written this book keeping the above thoughts in mind and using the expe-
rience I have gained over the years from my interaction with students as a teacher
and with industrial personnel as a trainer and consultant. Much of the emphasis is
laid on understanding the problem, identifying the decision variables, understanding
and formulating the constraints, and modelling the problems. As far as the opera-
tions research applications are concerned, mathematics is kept at a minimum level.
The only exception perhaps is Chap. 10 which is about constructing an efficient de-
sign for an industrial experiment that was to be performed in a foundry. For the
cases concerning statistical applications, some background knowledge is expected.
These cases include applications of reliability, multivariate analysis, and Markov
chains. For these studies, it is recommended that the readers should focus more on
understanding the problems and identifying the right tools.

Fortunately, we are in the age of powerful computing resources. Once a problem
is formulated, there are a number of software packages that can be used for solving
the problem. In this direction, I find that in majority of the cases, industries still use
Microsoft Excel for handling data, and any solution provided using excel is the first
preference as it is user-friendly and cost saving.

I have selected ten case studies for this book, and each one of them is presented
as a chapter. Again Chap. 7 is an exception to this. Chapter 7 covers five cases and it
is about intelligent modelling. I believe that some of the chapters will be very useful
for those who aspire to become consultants or provide software solutions by de-
veloping decision support systems. For example, using the detailed presentation on
how deckle optimization can be done in paper and paperboard industries (Chap. 5),
one can develop a software package for the deckle optimization problem. A brief
overview of the chapters and their background is presented below.

Chapter 1 deals with a material optimization problem. The problem is about
minimizing sheet metal consumption of mild steel used for producing automobile
parts. It uses simple integer linear programming. This application was taken up as a
project by one of the participants (of the part-time programme for industrial execu-
tives) as a part of his academic curriculum.

Chapter 2 is about minimizing production time of producing printed circuit
boards. The problem is a complex combinatorial optimization problem. A nice
heuristic is available for this problem which uses the travelling salesman problem
and the assignment problem models. A software tool was developed for the manager
to make quick and near optimal decisions for this problem.
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Chapter 3 deals with a test procedure for quality control of hepatitis B vaccine.
This study was carried out for a biotechnology company. A part of the test proce-
dure involved conducting in vivo test on animals which was time consuming and
considered unethical. Through a systematic analysis of the past data, a statistical
test procedure which uses in vitro data was proposed as an alternative to the in vivo
test. Appreciating the case study, the company was provided a great relief by the
concerned drug authorities.

Chapter 4 is about the development of a decision support system for a large ce-
ment manufacturing company. The problem is about macro level planning of load-
ing the plants of the company situated in different locations with various brands
of cement and planning the despatches to the company’s stockists based on their
monthly orders. The chapter presents only the modelling aspects. The problem is a
large-scale optimization problem which is a multi-commodity network flow prob-
lem. An important contribution of this study is that it presents a method of finding
optimal solution under the unknown fluctuating prices scenario.

Chapter 5 is about deckle optimization in paper and paperboard industries. Pa-
perboard industries invest huge money in procuring software for managing deckle
optimization problem. The problem falls under the one-dimensional cutting stock
problem and involves solving integer linear programming problems. Intelligent
modelling is essential to solve the cutting stock problems arising in the context of
deckle optimization. With a brief introduction to the products and processes relevant
to this case study, the chapter presents various formulations to handle the challenges.
Time and material costs are two conflicting components of the deckle optimization
problem. The formulations proposed aid the user to explore the consequences of
weighing these two conflicting factors while choosing the strategy for optimal de-
cision making. This is yet another study where a student of a part-time academic
programme took it up for his project work.

Chapter 6 was taken up for an information technology enabling services com-
pany. It is about planning and managing the agents/associates who receive the calls
and address them. It turns out that this problem is too complex to handle manually.
The problem is formulated as an integer linear programming problem, and a soft-
ware tool is developed to aid the management. The tool is Excel based, is simple to
use, and can be effectively deployed as a decision support system. This study was
initiated by an executive from the company who took it up as his project work for
his part-time academic programme.

Chapter 7 is about intelligent modelling of industrial problems. Industries often
approach consultants with specific questions or problems. There is a great deal of de-
mand for consultants in this regard. Some problems, though straightforward in terms
of formulation, need special techniques for solving them. This chapter presents five
live cases of industrial problems, some requiring special solutions and some requir-
ing statistical modelling.

Chapter 8 presents a model for the management of water distribution and
scheduling for given availabilities and requirement of water at various crop locations
in irrigation ayacut. The chapter provides a model and framework for the problem
in question. The problem is formulated as a dynamic minimum cost network flow
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problem and provides an approach to solve the problem using static network flow
models. A need-based software is also developed to solve the network flow prob-
lems. Some issues in the programming are discussed. A postgraduate student was
involved in this study.

Chapter 9 deals with the development of an alternative method to measure the
land/sea ratio, an important performance measure of tyres. The company’s method
depends on the skill of a technical person and uses a costly measuring equipment. It
takes almost 3 days to get the measurements for each day’s samples. The alternative
method proposed through the study uses statistical techniques and a simple com-
puter program. The result is instantaneous, removes the subjectivity, and disposes
the need of a technical expert and the need of the costly measuring equipment. This
study is the project work of a master of science (statistics) student.

Chapter 10 deals with development of an efficient design for conducting a facto-
rial experiment required at an aluminium alloy foundry. Failing to get a satisfactory
design for the experiment from the literature, a design was constructed using an
ad hoc method. It is transparent from the method of construction that the design
provides efficient estimates for all the required main effects and interactions. The
method is extended to more general situations and is translated into a systematic
approach. The method consists of formulating the construction problem as certain
integer linear programming problems. The main purpose of including this study as
a chapter in this book is to highlight the fact that research is an important faculty of
a successful consultant.

Hyderabad, India G.S.R. Murthy
February 2015
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Chapter 1
Material Optimization in Web Manufacturing

Abstract This project deals with a problem of high scrap generated in the
manufacture of brake shoe webs in one of the bays of a leading automobile in-
dustry in Chennai, India. Shoe webs used in vehicle brake systems are blanked from
mild steel sheets of 8 mm thickness. The company was facing a high scrap in this
production and wanted to explore the possibility of reducing the sheet metal scrap
in this area. The production planning is done on a monthly basis as the demand
(internal) requirements are on monthly basis. The problem is formulated as that of
minimizing sheet-metal consumption. It has been demonstrated, through past data,
that huge savings can be made if the planning is done by deploying optimization
techniques. A software has been developed for determining the monthly plans op-
timally. With the help of this software, planning has become extremely simple and
has resulted in substantial benefits both in terms of eliminating the efforts of the
manager in planning manually and reduction of material costs.

1.1 Introduction

Material optimization studies are a commonplace in applications of Operations Re-
search (OR) methodology. Sheet-metal optimization, often classified under cutting
stock problems, has numerous applications [2–4, 7, 8]. This is one such case study in
this category. Though this study is a routine application of the cutting stock problem
methodology, it reiterates the benefit of scientific approach in reaping rich gains in
terms of material savings as well as productivity improvement. This study pertains
to manufacturing of brake shoe webs in one of the bays of a leading automobile
industry in Chennai, India, for their internal consumption.

© Springer International Publishing Switzerland 2015
G.S.R. Murthy, Applications of Operations Research and Management Science,
International Series in Operations Research & Management Science 229,
DOI 10.1007/978-3-319-17921-6 1

1



2 1 Material Optimization in Web Manufacturing

1.2 Background

The company manufactures automotive brake systems for all types of vehicles and
the products include a wide range of drum and disc brakes and hydraulic actuated
brakes. Unit No. 27 of the company, the Press Shop Unit (PSU), is engaged in the
production of a number of components of brake systems such as back plates, torque
plates, dust covers, rims, servo shells, webs etc. This study pertains to production
of webs which are produced from sheet-metal by blanking operation. Though a
number of other components are produced from sheet-metal, there was a specific
request from the company to look into the problem of high scrap arising out of web
production (Fig. 1.1).

Fig. 1.1 Shoe webs in parts of brake subsystems. The left hand side picture shows the webs (webs
are at the bottom of these components) and the right hand side shows after they are assembled into
brake systems

1.3 Process

It is important to understand the web production process to see how the huge mate-
rial savings may be achieved through this study. Shoe webs are semicircular pieces
cut from sheet metal (see Figs. 1.2 and 1.3). Process of making shoe webs is briefly
described below. This project is concerned with three types of webs. Basically, all
the three types have similar shape but their dimensions are different. The three sizes
are 420, 433 and 450 mm. These are referred to as 420-webs, 433-webs and 450-
webs in the company’s terminology (see Fig. 1.3).

Huge sheets of mild steel of 8 mm thickness are bought from companies like
SAIL and JSPL . These sheets are usually available in certain standard sizes, viz.,
1250mm× Lmm,1400mm× L and 1500 mm× L, where the length L (in mm) is
either 4800 or 5000 or 6300.
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Fig. 1.2 Web when blanked from a sheet metal is in the form of an arc. Picture shows three webs,
one below the other

Fig. 1.3 Three different web sizes produced in press shop unit

A cutting pattern is the way in which a sheet-metal is cut to produce webs. One
of the cutting patterns used by PSU to produce 450-webs from 1400× 6300mm
sheet is P3 (see Fig. 1.4). This is produced as follows. Using gas-cutting operation,
the sheet is first cut into two smaller size-sheets of dimensions 1400×3150mm and
1400× 3150mm. The length of the sheet cannot exceed 4000mm as it would lead
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to handling problems in the subsequent operation otherwise. Each of the sheets ob-
tained from gas-cutting is then slit into smaller sheets of dimension 1400×450mm
using a shearing machine (this operation is called shearing operation). The width of
the shearing blade is 2500mm and it is not possible to shear sheets if their width
exceeds 2250 mm (the balance 250mm goes for certain allowances). We shall refer
to the sheets produced from the shearing operation as blanking sheets. According
to cutting pattern P3, a sheet of size 6300×1400mm is converted into 14 blanking
sheets, all of which are used for producing 450-webs, using gas cutting and shearing
operations (see Fig. 1.4).

Fig. 1.4 Cutting pattern P3 converts a sheet of size 6300×1400mm into 14 blanking sheets all of
which are used for producing 450-webs. Each of these blanking sheets yields 13 450-webs after
blanking

Each blanking sheet is fed into the blanking machine by the operator and the
die of the machine blanks the webs (see Fig. 1.5). In this operation, the number of
webs produced from a blanking sheet depends on the length of the blanking sheet.
Consider cutting pattern P3. According to this, a sheet of size 6300× 1400mm is
slit into 14 blanking sheets and each of these blanking sheets yields 13 450-webs.
Thus, P3 yields 182 webs of size 450 mm. The same sheet of size 6300×1400mm
can be cut in a different cutting pattern. According to another cutting pattern, P4

(see Fig. 1.7), this sheet can be slit into 14 blanking sheets with 7 of them meant
for 450-webs and the remaining 7 for 433-webs. This leaves an end piece of size
1400×119mm which will be a part of the scrap. Cutting pattern P4 yields 98 433-
webs and 91 450-webs. The flow chart of operations of making webs is shown
pictorially in Fig. 1.6.
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Fig. 1.5 Blanking operation. At the bottom of the figure are the webs after blanking. The right
most web on the blaking sheet is also part of the scrap as it does not have the full shape of a web.
If only the blanking sheet is little longer, this scrap could have been avoided

1.4 Problem and Objectives

The production planning of webs is done on a monthly basis. The production re-
quirements for every month, referred to as monthly production schedule, are sup-
plied to PSU by Brake Assembly Unit well in advance. On the basis of this infor-
mation and the inventory of sheet-metal, PSU determines the cutting plan for the
month. A cutting plan specifies what are the cutting patterns to be used and how
many of each type. The scrap, the left-over portion of sheets after blanking, is sold at
a low price (by weight). Production records revealed that the scrap generated in web
production was very high. It was also noticed that cutting plans were being prepared
manually based on intuitive calculations. So the need arose to develop a computer
software that can determine the cutting plans to be used as well as the sheet-metal
requirements. The project was taken up, at the request of the management, with the
following objectives:

(i) To explore the possibility of reducing the material consumption by generating
new cutting patterns,

(ii) To develop a computer software that can be used for (a) planning procurement
of sheet-metal based on production requirements so as to minimize the material
consumption, and (b) generating optimal cutting plans (for any given production
requirements) with available sheet metal.
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Fig. 1.6 Schematic description of the process

1.5 Approach

The approach here is a typical one. We first examine the existing cutting patterns
and augment them with some new patterns by looking at the features specific to
this problem and the observation made earlier on the significance of the length of
blanking sheet.

Then, the problem is formulated as a routine integer linear programming problem
[1, 5, 6] by considering the material constraints as well as operational constraints.
Obviously the solutions obtained here are not the global optimal solutions because
the cutting patterns used here are not exhaustive. Throughout this report, the opti-
mality is used in this restricted sense.

The effectiveness of the new patterns generated is tested by trying them on the
past data. That is, take the production requirements for the past months and work out
the optimal cutting plans with and without new cutting patterns and then compare
them.
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Fig. 1.7 Cutting pattern P4. This cutting pattern uses sheet of size 6300×1400mm. This sheet is
slit into 14 blanking sheets, 7 of them meant for 433-webs and the remaining for 450-webs

Fig. 1.8 Cutting pattern P21

1.6 Generation of New Cutting Patterns

In all the existing cutting patterns (P1 to P20), the shearing operation is done along
the width of the original sheets. Take for example cutting pattern P3 (see Fig. 1.4).
The original sheet of size 1400×6300mm is slit into 14 blanking sheets each of size
1400× 450mm. Similarly, in cutting pattern P4, the same 1400× 6300mm is slit
into seven blanking sheets of size 1400 × 450mm and seven blanking sheets of
size 1400×433mm. All the existing cutting patterns are such that the width of the
original sheet-metal (1400mm in the case of P3 and P4) becomes the length of the
blanking sheet.
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In P4, a piece of size 1400 × 119mm becomes a part of scrap (see Fig. 1.7).
Because of this piece, the planning personnel were under the impression that P3 was
efficient pattern but P4 was not (because there is no piece which is scrapped). How-
ever, this is a misleading notion that had set in the minds of the planning personnel.
To see this, notice that the blanking sheets of P3 having a length of 1400mm yield 13
450-webs. But even a blanking sheet of length 1346mm will also yield 13 450-webs.
So, in P3, effectively used portion of the sheet-metal is of size 1346×6300mm. The
remaining piece of size 54×6300mm essentially goes as a part of the scrap.

An Important Observation for Yield

The length of a blanking sheet has a significant influence on the yield of a cutting
pattern. For example, to produce one 450-web, the length of the blanking sheet
should be a minimum of 290 mm and for every additional web, an additional length
of 86 or 90 mm in the blanking sheet is required. Thus, for two webs the length
required is 376 mm, for three webs the length required is 466 mm and so on. At
the time of initiating this project, the company was using 20 cutting patterns. These
plans are labeled as P1 to P20 and their yields are shown in Table 1.2. The length of
blanking sheet of any of these cutting patterns is either 1250 or 1400 or 1500 mm.
Consider any blanking sheet of length of length 1400 mm. This yields 13 450-webs.
For 13 450-webs, the length required is 1346 mm and for 14 450-webs the length
required is 1432 mm. Thus, the length of a blanking sheet determines the number
of webs per blanking sheet. Table 1.1 summarizes the yields of blanking sheets
of different lengths for the three types of webs. Therefore, the length of blanking
sheet plays a crucial role in the generation of effective cutting patterns. It is this
observation that has led to potential savings in this project.

Now consider a new cutting pattern P21 shown in Fig. 1.8. This is ob-
tained by slitting the 1400 × 6300mm size sheet into three pieces of sizes
1400 × 2226mm, 1400 × 2226mm and 1400 × 1848mm. Then, using shearing
operation, convert them into six blanking sheets of size 450× 2226mm and three
blanking sheets of size 450×1848mm. This is feasible as the shearing operation is
possible up to a maximum length of 2250mm (see Sect. 1.3).

Using the blanking operation, we can extract 23 450-webs from a blanking
sheet of size 450× 2226mm (in fact 2226mm is the minimum length to produce
23 450-webs, see Table 1.1) and 18 450-webs from the blanking sheet of size
450× 1848mm (the minimum length required to extract 18 450-webs is, however,
1786 mm only). Thus, we get a total of 192 webs of size 450 mm from P21. In con-
trast, the number of 450-webs that can be extracted from P3 is only 182. This is
because from a blanking sheet of size 450× 1400mm we can extract only 13 450-
webs (the minimum length required to extract 13 450-webs is 1346 mm). Also, the
productivity is more with P21 as the number of blanking sheets to be used is only 9
as opposed to 14 for the P3 cutting pattern.
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1.6.1 Technical Discussions

It has been noted that P21 is a better cutting pattern compared to P3. However,
one should explore the feasibility of implementing P21 from production view point.
Management discussed this point in a meeting involving a group of technical per-
sonnel. One of them expressed the doubt that the formation of granule structure
in the sheet-metal might prohibit cutting the blanking sheets across the length as
proposed in P21. But after the deliberations, it was concurred that this would not
pose any problem. One more issue raised in this connection was that even though
the shearing machine is designed to shear sheets of lengths up to a 2.5 m, trials
indicated that shearing sheets of length beyond 1.8 m was causing a bending in the
blanking sheets which is undesirable. It was agreed that this problem could be sorted
out without much difficulty and that implementing P21 could be made feasible.

1.6.2 New Cutting Patterns

Encouraged by the management’s decision to make the new type of cutting patterns
feasible, nine new cutting patterns - numbered from P21 to P29 – were evolved. The
ready reckoner Table 1.1 was prepared to aid the development of new cutting pat-
terns. This table gives the minimum length of a blanking sheet required to produce
a given number of webs. The yields of the new cutting patterns as well as those of
the existing ones are summarized in Table 1.2.

1.7 Formulation

To formulate the problem we shall introduce relevant notation. Let S1, S2, . . . ,Sm

be the distinct sheet sizes (by dimensions) used by the cutting patterns P1 to
P29. Let Ai be the area of sheet of size Si, i = 1,2, . . . ,m. Define the sets
αi = { j : Pj uses sheet of size Si,}, i = 1,2, . . . ,m. Let a j1 be the number of 420-
webs that are extracted from cutting pattern Pj. Similarly, define a j2 and a j3 for
the 433-webs and 450-webs respectively. Then the matrix Y = ((a jk)) is the yield
matrix where the jth row of Y is the yield of the cutting pattern Pj, j = 1,2, . . . ,29.
Last three columns of Table 1.2 present the yield matrix Y .

Consider the production requirements of an arbitrary month. Let w1 be the num-
ber of 420-webs required for the month, and let w2 and w3 be the corresponding
quantities for 433- and 450-webs respectively. Let qi be the number of sheets of size
Si available for the month, i = 1,2, . . . ,m. Let x j be the number of sheets to be cut
according to cutting pattern Pj, j = 1,2, . . . ,n, where n is the number of all cutting
patterns under consideration.
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Table 1.1 Length table for yield of webs

Min. length (mm) Min. length (mm)
No. of webs 420 433 450 No. of webs 420 433 450

1 260 259 290 13 1310 1267 1346
2 350 338 376 14 1400 1346 1432
3 435 427 466 15 1485 1435 1522
4 525 506 552 16 1575 1514 1608
5 610 595 642 17 1660 1603 1698
6 700 674 728 18 1750 1682 1784
7 785 763 818 19 1835 1771 1874
8 875 842 904 20 1925 1850 1960
9 960 931 994 21 2010 1939 2050

10 1050 1010 1080 22 2100 2018 2136
11 1135 1099 1170 23 2185 2107 2226
12 1225 1178 1256 24 2275 2186 2312

Given w1, w2 and w3, the total area of these webs alone is a constant, say X . Let
M be the total area of the sheet metal used. As sheet thickness is a constant, scrap
is directly proportional to (M−X). Therefore, for given w1, w2 and w3, minimizing
the scrap is equivalent to minimizing the total area of the sheet-metal, M. Therefore,
the decision problem is to determine the vector x = (x1,x2, . . . ,xn) so as to

minimize
m

∑
i=1

Ai ∑
j∈αi

x j

subject to
29

∑
j=1

a jkx j ≥ wk, k = 1,2,3, (1.1)

∑
j∈αi

x j ≤ qi, i = 1,2, . . . ,m, (1.2)

x j’s are nonnegative integers.

We shall refer to the vector x as monthly cutting plan (MCP). In the above formula-
tion, the objective function is the total area of the sheets consumed by the MCP x.
The first set of constraints (1.1) ensures that x meets the schedule requirements while
the second set of constraints (1.2) ensures that x uses only the available sheets for
the month.

Management asserts that the availability of standard size sheets is usually not a
problem. Therefore, the above formulation can be used to plan the procurement of
standard size sheets by solving the problems without the second set of constraints.
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Table 1.2 Details of cutting patterns

Cutting pattern Sheet size Sheet code Sheet area Number of webs
(m × m) (m2) 420 433 450

P1 4.8× 1.4 S1 6.720 70 0 78
P2 4.8× 1.4 S1 6.720 70 84 0
P3 6.3× 1.4 S2 8.820 0 0 182
P4 6.3× 1.4 S2 8.820 0 98 91
P5 6.3× 1.4 S2 8.820 210 0 0
P6 5.0× 1.4 S3 7.000 0 0 143
P7 5.0× 1.4 S3 7.000 0 70 78
P8 5.0× 1.4 S3 7.000 0 154 0
P9 6.3× 1.25 S4 7.785 0 0 154
P10 6.3× 1.25 S4 7.785 0 84 77
P11 6.3× 1.25 S4 7.785 180 0 0
P12 5.0× 1.25 S5 6.250 0 0 111
P13 5.0× 1.25 S5 6.250 0 60 66
P14 5.0× 1.25 S5 6.250 0 132 0
P15 4.8× 1.25 S6 6.000 60 72 0
P16 4.8× 1.25 S6 6.000 60 0 66
P17 6.3× 1.5 S7 9.450 0 0 196
P18 6.3× 1.5 S7 9.450 0 105 98
P19 6.3× 1.5 S7 9.450 225 0 0
P20 4.8× 1.4 S1 6.720 0 154 0
P21 6.3× 1.4 S2 8.820 0 0 192
P22 5.0× 1.4 S3 7.000 0 0 151
P23 6.3× 1.4 S2 8.820 135 66 0
P24 4.8× 1.4 S1 6.720 0 150 0
P25 6.3× 1.4 S2 8.820 0 204 0
P26 5.0× 1.4 S3 7.000 0 159 0
P27 5.0× 1.4 S3 7.000 0 51 102
P28 5.0× 1.4 S3 7.000 0 0 147
P29 6.3× 1.4 S2 8.820 0 96 96

1.8 Analysis and Results

In Sect. 1.6 it was pointed out that there is an impression that some of the existing
cutting patterns are efficient (P3 for example) and some are not. Actually, the effi-
ciency depends on the requirements. It might happen that for a given requirement,
P3 may not be in the selection of optimum cutting plan. This aspect will be observed
in this section. Further, the scope for minimizing the sheet metal with and without
the inclusion of new cutting patterns is explored. The savings with the inclusion of
new cutting patterns is quite substantial.

Consider the monthly schedules for one full year from April to March presented
in Table 1.3. We shall work out the MCPs for each of these months in two ways:
(i) by using only the existing cutting patterns (i.e., P1 to P20) and (ii) by using all
the cutting patterns (i.e., P1 to P29). Since it was difficult to get records on sheets’
availability (i.e., qi’s), the problems are solved by dropping the sheets’ availability
constraints (1.2).
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The problems have been solved by using the formulation given in the ear-
lier section (with appropriate modifications) and the professional OR package
LINGO (www.lindo.com/products/lingo/). The results are summarized
in Table 1.4.

We see from Table 1.4 approximately 100,000 rupees can be saved every month
by considering all the patterns.

It must be noted that in the above comparison, we have compared the best solu-
tions using P1 to P20 with the best solutions using P1 to P29. However, at the time of
initiating this project, the MCPs actually used by the company are not the best so-
lutions using P1 to P20. This is because the MCPs were worked out manually based
on the intuitive calculations and not by using the OR formulation. We shall now an-
alyze the actual MCPs used. Consider the data for the month of August. While the

Table 1.3 Monthly schedules during Apr to Mar’97

Requirements Requirements
Month 420 433 450 Month 420 433 450

Apr 45800 32000 33800 Oct 43000 40000 42000
May 50000 36000 21000 Nov 43000 21000 46000
Jun 36000 36800 45000 Dec 38000 21000 41000
Jul 28000 43000 50000 Jan’97 39000 15200 40000

Aug 34000 42000 44000 Feb’97 50000 0 56000
Sep 40000 40000 40000 Mar’97 40000 0 40000

schedule for this month specified was w1 = 39000, w2 = 42000 and w3 = 44000,
the actual production figures were 38475, 42602 and 40309 respectively. The actual
MCP, sheets used and total sheet sizes used are given Table 1.5.

Taking the actual production figures as requirements, optimal plans were worked
out under four situations: (i) using only P1 to P20 with sheet availability restricted to
sheets actually used, (ii) using only P1 to P20 with no restrictions on sheets’ avail-
ability, (iii) using P1 to P29 with sheets’ availability restricted to actual sheets used
and (iv) using P1 to P29 with no restrictions on sheets’ availability.

Table 1.6 presents a comparative picture. A notable observation is that if we
allow all P1 to P29 patterns, there is a huge reduction in the total sheet area even
when the sheets’ availability is restricted to sheets actually used (sheet area reduces
to 5392.10 from 5500.6 m2).

1.9 Software Solution

Besides optimizing on the material consumption, the major benefit of this project
is that the process of planning is simplified. Originally, a software was provided to
determine the MCPs. This software used a professional OR package. Recently, a
solution to the problem is developed in Microsoft Excel which makes things much

www.lindo.com/products/lingo/
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Table 1.4 Savings with the use of new cutting patterns

Total sheet area Savings
(m2) Area Material cost

Using only Using all
Month P1 to P20 P1 to P29 (m2) (Rs.)
Apr 4945.29 4862.87 82.42 83108
May 4680.16 4626.42 53.74 54189
Jun 5283.37 5174.63 108.74 109648
Jul 5456.54 5336.33 120.21 121214
Aug 5375.90 5271.58 104.32 105191
Sep 5350.51 5254.50 96.01 96812
Oct 5571.22 5471.01 100.21 101047
Nov 4938.17 4831.64 106.53 107420
Dec 4489.97 4391.12 98.85 99675
Jan’97 4230.24 4135.69 94.55 95339
Feb’97 4806.28 4674.04 132.24 133344
Mar’97 3610.75 3519.87 90.88 91639

Table 1.5 Actual MCP used in Aug

No. of webs
Cutting Sheet No. of sheets produced
pattern Size Code used 420 433 450

P3 6.3 × 1.4 S2 21 0 0 3822
P4 6.3 × 1.4 S2 34 0 3332 3094
P6 5.0 × 1.4 S3 43 0 0 6149
P8 5.0 × 1.4 S3 255 0 39270 0
P17 6.3 × 1.5 S7 139 0 0 27244
P19 6.3 × 1.5 S7 171 38475 0 0

Total 38475 42602 40,309
Total sheet area consumed = 5500.6 m2

Table 1.6 Comparison of optimal MCPs with the actual MCP

Best of P1 to P20 Best of P1 to P29
constraints constraints

Item Actual With Without With Without
No. of webs

w1 38475 38475 38480 38475 38655
w2 42602 42630 42616 42678 42606
w3 40309 40325 40324 40314 40320

Total
sheet area 5500.6 5500.6 5422.0 5392.1 5319.4
Cost (Rs) 5546530 5546530 54567299 5437124 5363822

Savings+ (Rs) 0 79231 109406 182708
Data pertains to August
‘With constraints’ means availability of sheet-metal is restricted as given in Table-5; and
‘Without constraints means no restriction on the availability of sheet-metal
+ comparison against the actual cost (= cost− 5546530)

easier and simpler for the users so that it is accessible to wide range of users.
The Excel solution uses the excel solver and a user-friendly template is designed
for the problem. The template is shown in Fig. 1.10. The template is self explana-
tory. The problem can be programmed using excel solver and the program can be



14 1 Material Optimization in Web Manufacturing

linked to the push button ‘Solve.’ Up on giving all the required inputs, the solution
will be flashed in the template sheet within seconds. With the help of this excel
solver, what used to take a day or two for the manager to plan the MCP takes less
than 5 min now.

1.10 Summary

In this case study, we have taken up the problem of reducing scrap of sheet-metal in
the manufacture of brake shoe webs. The problem is studied as the routine cutting
stock problem. Designing nine new cutting patterns, it is shown, through past data,
that the material savings could be substantial if the new cutting patterns are adopted
and the OR methodology is followed.

The present method of preparing the material requirements and the correspond-
ing cutting plans manually is laborious and far from optimality. Even with the ex-
isting cutting patterns (P1 to P20), substantial savings (Rs.80000/- for August) could
have been made had the material planning been done using OR methodology.

Further, we see that huge savings in material costs (Rs.182000/- for August) can
be achieved by supplementing the existing cutting patterns with the new ones. A dis-
tinct feature of the new cutting patterns is that the number of shearing operations as
well as the number of blanking sheets to be processed is less in the case of new
cutting patterns compared to the existing ones. Hence, using new cutting patterns
will be more productive.

The biggest benefit that the company derived through this project is the excel
solver for making the monthly production plans for the shoe manufacturing.

Problems

1.1. A metal fabric industry gets orders for copper disks of three different diam-
eters, namely, 11, 17 and 23 cm. These are cut from rectangular busbars of stan-
dard size 100×60cm. The disks are obtained by a blanking operation. Busbar costs
Rs.10000/- per square meter (we take the cost per square meter as the thickness of
the busbar remain same which is 8 mm) and the scrap (the leftover material after
blanking) is sold at Rs.4000/- per square meter. One order received is 150 pieces
of 23 cm disks, 225 pieces of 17 cm disks and 90 pieces of 11 cm disks. Figure 1.9
shows a cutting pattern for this problem.

(a) Generate 10 cutting patterns for this problem.
(b) Using your 10 cutting patterns, formulate the problem and solve it.
(c) Develop a nice template in excel to solve the above problem with your cutting

patterns so that it can be used for any order quantities.
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Fig. 1.9 A cutting pattern for copper disks

(d) The actual problem has the following restrictions. Disks can be cut only from
square shapes. That is, to cut a disk of diameter d cm, it is necessary to first
cut a square of side (d +0.3) cm, and then blank the disk from the square. The
additional 0.3 cm here is required for cutting allowance. Generate the cutting
patterns for this actual problem. Formulate the problem and solve it.

(e) The process to produce these disks in the company is to use the standard bars
separately for each disk size. In other words, use kd sheets for producing disks
of diameter d, d = 11,17,23. Determine the smallest values of kds. Compare
your solutions with this solution of the company.

(f) Consider the problem in the following situation. Like in the shoe web problem,
suppose the process of producing disks is to cut the master sheet into long bars
of size 100× (d + 1)cm, where d is either 11, 17 or 23, and then blank disks
from each of these bars so that from bar of size 100× (d+1)cm disks of diam-
eter d are blanked. Develop a method in which this problem can be converted
into a one-dimensional cutting stock problem. This requires a good research
into to the problem. Try.

1.2. There was another sheet metal optimization study that was carried out at Chen-
nai, India. This was for the Integral Coach Factory which produces railway coaches.
There were 14 sheet metal parts that go into the windows of the coaches. Try and
see if you can get shapes and sizes of such parts from the net and carry out a project.
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Chapter 2
Optimization in PCB Manufacturing

Abstract This project was taken up for M/s Sree International Limited, Chennai,
and it deals with a case study in which we try to optimize the manufacturing process
of mounting components on bare printed circuit boards. Following the ideas and
heuristic suggested in Chang et al. (Optimizing the radial component insertion on
PCB’s. In: Yu G (ed) Industrial applications of combinatorial optimization. Kluwer,
Boston, 1997) the problem of minimizing production time is formulated as a com-
bination of traveling salesman and assignment problems. Some special difficulties
encountered in the current problem are tackled by formulating them using linear
constraints. The most important contribution of this project is the development of a
software package, a decision support tool, for making decisions directly related to
productivity.

2.1 Introduction

It is hard think of any electronic gadget without a printed circuit board (PCB). Cell
phones, calculators, computers, television sets, aircraft engines, what not; every one
of these uses PCBs. A PCB is a flat plate or base of insulating material contain-
ing a pattern of conducting material and components such as resistors, capacitors,
connectors, etc. placed and soldered to it. It is an electrical circuit. The conduct-
ing material is commonly copper which is coated with solder or plated with tin
or tin-lead alloy. The usual insulating material is epoxy laminate. A PCB without
components is called a printed wiring board and this shall be referred to as bare
PCB in this chapter (Fig. 2.1). PCBs can be either single-sided or double-sided.
Single-sided boards, the most common style in mass-produced consumer electronic
products, have all components on one side of the board. With two-sided boards, the
conductors, or copper traces, can travel from one side of the board to the other. This
project deals with single-sided boards. Components are mounted or inserted using
automatic machines.

© Springer International Publishing Switzerland 2015
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Combinatorial optimization [4, 6, 7] plays an important role in manufacturing
of PCBs. Chang, Hwang and Murty [3] proposed a heuristic to optimize the ra-
dial component insertion operations in the manufacturing process of printed circuit
boards. The process in their study involved mounting radial components into holes
in PCB through a computer controlled machine. The objective being minimization
of production time, the decision problem was: (i) sequencing the holes in the PCB
for insertion, and (ii) the assignment of component types to stations that hold them.
Giving a general formulation, the authors of [3] proposed a heuristic to solve prob-
lems with similar structure. The method involves solving an alternating series of
traveling salesman and station assignment problems [5, 8].

Fig. 2.1 Printed circuit boards: The picture on the left is bare PCB and the one on the right hand
side is a PCB

In this project, we apply this heuristic to a similar problem that we have en-
countered at M/s Sree International Limited, Chennai, an ancillary to printed circuit
board manufacturing companies. The company is engaged in converting bare PCBs
received from their clients into PCBs by populating them with components through
surface mounting operations. The process under consideration yields some simplifi-
cation in the methodology. The heuristic in this context reduces to solving travelling
salesman and assignment problems. Further restrictions of the process in certain
special cases are also tackled by a special formulation (see Sect. 2.7).

2.2 Process

One of the operations in the manufacture of PCBs is the stuffing operation. In
this operation, various types of components such as resistors, diodes, ICs etc. are
mounted on the surface of bare PCBs. The PCBs thus produced are known as stuffed
PCBs or simply PCBs. Mounting is done by a computer controlled automatic ma-
chine. The machine comprises feeders, a head and a flat board, and is connected to
a micro processor. The machine has a flat table and a movable head. One end of the
table consists of several feeders. Bare PCB is placed on the flat table at specified lo-
cation on the table. A picture of one such machine is shown in Fig. 2.2. Feeders are
loaded with strips of components so that each feeder holds only one type of compo-
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nents. When the operation is started, the machine head moves from its home position
to a feeder, picks up a component and places it on the PCB at the specified location
on the bare PCB. The placement is done one component at a time. That is, the head
picks up a component, places it at its specified location and then goes to the feeder
where it has to pick the next component, picks up the next component, mounts it
at the specified location, then goes for the next component and so on. After placing
all components, the head returns to its home position from where it started its op-
erations. One such mounting operation can be seen in action in the video clipping
at https://www.youtube.com/watch?v=RjoxCprf3Kk (cited on 31 Oct
2014).

Definition 2.1. Feeder Location. Each feeder has a front position, called the feeder
location, from where the head picks up a component. The moment a component
is picked up from a feeder, the next component on the strip of that feeder moves
forward to the front position of the feeder. It is important to understand this operation
from the view point of modeling this problem. In Fig. 2.2, the feeder locations are
at the heads of the arrows showing feeders.

Fig. 2.2 A PCB component mounting machine with feeders and a head

The number of components to be mounted on PCB typically varies from 50 to
200 for the PCBs processed at the company. To understand the decision making
problem, a miniature example is chosen for discussion. Imagine a PCB has to be
mounted with seven components with three identical components of one type (call
these as type A components), three identical components of another type, say type
B, and one component of a third type, say type C. The components are embedded
in strips and for each type there is a strip of components of that type. Imagine that
the machine has eight feeders, labeled as F1, F2, . . . ,F8 (in the actual machine at the
company the number of feeders is 24). The set up of operations is shown pictorially
in Fig. 2.3. In this set up, a strip of type A components is loaded on feeder F3, strip
of type B components on feeder F5 and strip of type C components on feeder F7.

https://www.youtube.com/watch?v=RjoxCprf3Kk


22 2 Optimization in PCB Manufacturing
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Fig. 2.3 Schematic picture of PCB mounting machine

Definition 2.2. Feeder Allocation. Assigning types (of component strips) to feed-
ers is called feeder allocation.

In the example under discussion, type A is assigned to feeder F3, type B to feeder
F5 and type C to feeder F7. It is required that the seven components are to be placed
at specified locations on the bare PCB. These locations are identified with two-
dimensional coordinates with reference to a location point on the flat table treated as
origin O(0,0). This is the reference point to all coordinates in the two-dimensional
plane. The bare PCB on which these components are to be mounted is placed at a
particular location with reference to the origin O(0,0). The locations where the com-
ponents are to be placed are specified by the two-dimensional coordinates. All these
locations are identified uniquely with reference to O(0,0). Also, the coordinates of
feeder locations and the home position of the machine head are with reference to
O(0,0). In Fig. 2.3, MRP (machine reference point) stands for the home position of
the head. Feeder locations are shown with ‘•’. Take the component locations as the
centers of the respective circles in the figure.

In the actual operation, the machine head moves from MRP to RP and then moves
to a feeder location. This happens only for the first component to be mounted.
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For the second component onwards, the machine head moves directly from com-
ponent location to feeder location to pick up a component and from feeder location
to a component location to place a component.

Production of PCBs

The company receives orders in batches. That is, each client will send a lot of bare
PCBs and the company’s job is to mount the components on each of the bare PCBs
in the lot. PCBs in each lot are identical in nature. The operations for converting one
bare PCB into a PCB, is same for every bare PCB in the lot.

To convert a bare PCB into a PCB the following inputs are necessary and these
are given as inputs to the micro processor to which the machine is connected.

1. Coordinates of home position of the head.
2. Coordinates of the feeder locations.
3. Coordinates of each component location along with the type of the component.

In addition to the above, the manager has to specify the feeder allocation and a
mounting sequence (that is, the order in which the components are to be mounted)
to the micro processor. Once this is done, a bare PCB is placed and the operation
(production) is started. We shall illustrate the operation with our example. Refer to
mounting sequence and feeder allocation shown in Fig. 2.3. The mounting sequence
is specified by the numbers 1–7 against the component locations. To start with, the
machine head is in its home position MRP and when the operation starts, the head
moves to RP (known as reference point). Since the first component to be mounted
is of type A, the machine head, then, moves from RP to F3, picks up one com-
ponent, moves to location 1 (that is where the first component is to be mounted)
and mounts the component there (when a component is mounted it gets fixed there
automatically). Recall that when a component is picked up from a feeder, the next
component in that feeder moves forward automatically and places itself at the feeder
location.

Since the next component to be mounted is a type B component, the machine
head moves (from location 1) to F5, picks up a component, moves to location 2 and
mounts it there. Next, the head moves to F7, picks up a component and mounts it
in location 3. This way all the components are mounted. After mounting the last
component, the head goes back to its home position. The PCB is then replaced with
another bare PCB and the operation is repeated. The time taken for mounting all the
components is directly proportional to the distance traversed by the machine head.

The number of components to be mounted on a PCB depends on the type of PCB.
For most PCB types, it varies between 75 and 100 but this number can be as small
as 50 and as large as 200.
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2.3 The Decision Making Problem

The company receives orders on a variety of PCBs. Depending on the client and
the order, the lot size varies from 1000 to 5000. Consider an order for 3000 PCBs,
that is, the lot size is 3000. If 1 min can be saved for mounting components on one
bare PCB, it amounts to saving 3000 min of production time. Thus, the problem of
reducing production time on one PCB results in potential savings. Since the time
for mounting the components is directly proportional to the distance traversed by
the head, reduction in time can be achieved by minimizing the distance covered
by the head. Thus, the problem is to minimize the distance covered by the head in
mounting all components on one bare PCB for any given lot. Further if the problem
is solved for a given PCB, then the same solution can be applied to all repeated
orders on that PCB in future.

Prior to this study, the feeder allocation and the mounting sequence were being
determined by the manager using his intuition after a physical examination of the
locations. For the purpose of demonstration, we applied the methodology to a PCB
with 88 components comprising of 39 types to be mounted. The company carried
out this mounting in three separate stages. The 88 components were partitioned
into three separate batches, and each batch was processed separately. The first batch
(Batch 1) consisted 52 components comprising 14 types, the second batch (Batch 2)
consisted 19 components of 13 types and the third batch (Batch 3) consisted 17
components of 12 types. Part of the input data for Batch 1 components is shown in
Fig. 2.4.

2.4 Formulation

Conceptually this problem is similar to the one considered in [3]. In this section we
first formulate the problem in a general set-up and then formulate two subproblems
in Sects. 2.4.1 and 2.4.2. These formulations are used to find local optimal solutions
to the problem.

Suppose we have m feeders and n components comprising p types. Let the feed-
ers be denoted by F1, F2,. . .,Fm and let the types of components be denoted by T1,
T2,. . .,Tp. Then, any feeder allocation a is an m× p matrix whose (i, j)th element is
given by

ai j =

{
1 if T j is assigned to Fi,
0 otherwise.

Any mounting sequence π = (π1,π2, . . . ,πn) is a permutation of 1,2, . . . ,n.
Clearly, the distance covered by machine head in mounting the components is a

function of mounting sequence π and feeder allocation a only. Let this function be
denoted by f (π,a). Then, f (π,a) is the total distance travelled by the head to mount
all the components. The optimization problem is to find a π� and an a� such that



2.4 Formulation 25

Component Types and Coordinates
Component
No.
1 1 40.25 0.30 -166.60 -97.92

-97.92
-97.92
-97.92
-97.92

-97.92

-151.60
-136.60
-121.60
-106.60

178.40

5.30
7.50
7.40

-2.63

1.29

14.30
74.26
67.55
85.32

3.90

2 1

4 2
5 2

52

... ... ... ...

14

3

1
2

4
5

24

... ... ...

32

Type x xy yNumber

Feeder Coordinates

No of components
No of feeders
No of types

MRP coordinates (x,y)

RP coordinates    (x,y)

:  52
:  24
:  14

:  (-112.55, -40.82)

:  (-169.13, -100.65)

Basic Data for Scheduling PCB Surface Mounting Operations

Coordinates Feeder Coordinates

Fig. 2.4 Basic data for scheduling PCB surface mounting operations

f (π�,a�) = min
π,a

f (π,a). (2.1)

A (π�, a�) satisfying the above property will be called a global optimal solu-
tion to the problem in question. Finding a global optimal solution to the problem
is an NP-hard problem [1] and it is practically impossible to find one. However,
local optimal solutions can be defined and computed using existing algorithms and
professional OR solvers. But this needs an approach. As mentioned earlier, in this
project we used the approach suggested in [3] to find local optimal solutions. The
approach uses two standard OR models – the traveling salesman problem and the
assignment problem [8] – and depends on the following crucial observation.

Crucial Observation

The problem of minimizing f (π,a) does not fall into any of the standard models if
we try to find π and a simultaneously. But if the mounting sequence π is fixed, then
f (π,a) is only a function of a and minimizing f (π,a) for fixed π is an assignment
problem. This problem is formulated in Sect. 2.4.2. On the other hand, if a feeder



26 2 Optimization in PCB Manufacturing

allocation a is fixed, then f (π,a) is only a function of the mounting sequence π and
minimizing f (π,a) for fixed a is a travelling salesman problem. This problem is
formulated in Sect. 2.4.1. Furthermore, for any π0 and a0

f (π0,a0)≥ min
a

f (π0,a) and f (π0,a0)≥ min
π

f (π,a0). (2.2)

2.4.1 TSP Problem

Let C1, C2,. . ., Cn denote the component locations. When there is no ambiguity,
the same notation is used to refer the components as well. Fix a feeder allocation a.
Then, from the observation made above, minimizing f (π,a) is a travelling salesman
problem. If we imagine the locations MRP, RP, C1, C2,. . ., Cn as the cities, then the
machine head is our salesman. The costs of travelling between any two cities are
given by

c(MRP, B) =

{−M + d(MRP, RP), if B = RP
M, otherwise

where M is a large positive number and d(P1, P2) is the Euclidian distance between
the two points in the two-dimensional plane representing P1 and P2,

c(RP, Ck) = d(RP, Fi)+d(Fi , Ck) if type assigned to Fi is that of Ck,

c(Ck, Cl) = d(Ck, Fi)+d(Fi , Cl) if type assigned to Fi is that of Cl ,

for k �= l, c(Ck, Ck)= M and c(Ck, MRP) = d(Ck, MRP), k = 1,2, . . . ,n.

Problem TSP is to find a π� such that

f (π�,a) = minπ f (π,a).

At the start of the operations the head always moves from MRP to RP and after
mounting the last component it goes back to MRP. This explains the use of M and
−M in the definitions of costs above.

It is easy to observe that the cost matrix given above is not symmetric. Thus,
the TSPs encountered in the current problem are asymmetrical where as the corre-
sponding ones in [3] are symmetric.

2.4.2 Assignment Problem (AP)

In the problem considered in [3] it was possible to assign the same type of com-
ponents to more than one feeder. However, with the mounting machine at M/s Sree
International Limited, it is not possible to pick the same component from more than
one feeder dynamically. If strips of components of same type are loaded in more
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than one feeder, then the machine will continue to draw the components from one
of these feeders until all the components in that feeder are exhausted. Only then the
head will approach the next feeder. Since this complicates the problem, the practice
has been to use only one feeder for each type of components. In view of the com-
plexities involved, it has been decided not to relax the constraint. In other words, it
will be assumed that strips of components of same type will be loaded only in one
of the feeders. Note that ∑m

i=1 ai j is the number of feeders in which strips of type T j

are loaded. In view of the points just mentioned, we have the following constraint.

m

∑
i=1

ai j = 1, j = 1,2, . . . , p. (2.3)

In this subsection we shall assume that the mounting sequence π is fixed. Let t(k)
denote the type of component Ck (we may assume without loss of generality that
types are numbered as 1,2,. . .,p). To mount the component Cπ1 the head moves from
MRP to RP, RP to the feeder containing type t(π1) and from that feeder to location
of Cπ1 . Let a denote the assignment. The distance travelled by the head to mount
Cπ1 is given by

d(MRP, RP)+
m

∑
i=1

ait(π1)d(RP, Fi)+
m

∑
i=1

ait(π1)d(Fi, Cπ1). (2.4)

Next, to mount Cπ2 , the distance travelled by head from Cπ1 to Cπ2 is given by

m

∑
i=1

ait(π2)d(Cπ1 , Fi)+
m

∑
i=1

ait(π2)d(Fi, Cπ2). (2.5)

Hence we can write

f (π,a) = d(MRP, RP) +∑m
i=1 ait(π1)[d(RP, Fi)+d(Fi, Cπ1)]

+ ∑m
i=1 ait(π2)[d(Cπ1 , Fi)+d(Fi, Cπ2)]

+ . . . + ∑m
i=1 ait(πn)[d(Cπn−1 , Fi)+d(Fi, Cπn)]

+ d(Cπn , MRP)
= d(MRP, RP) +d(Cπn , MRP)+ ∑i ∑ j ai jc̄i j, say.

(2.6)

Clearly, for fixed π , f (π,a) is a linear function of the entries in the matrix a spec-
ifying the assignment of component types to feeders. Hence, for fixed π , Problem
AP is to find a = (ai j) to:

mina f (π,a)
subject to
∑m

i=1 ai j = 1, j = 1,2, . . . , p,
∑k

j=1 ai j ≤ 1, i = 1,2, . . . ,m,

ai j’s are 0 or 1.

This problem is an assignment problem.
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2.5 The Heuristic

The heuristic suggested in [3] is as follows. Start with a mounting sequence π0

and determine feeder allocation a1 by solving AP with π = π0. Keeping a1 fixed,
solve TSP to get an optimal sequence π1. Then, with π1 fixed, solve AP and obtain
optimal feeder allocation a2. Next, with a2 fixed, once again solve TSP. From (2.2),
we have

f (π0,a1)≥ f (π1,a1)≥ f (π1,a2)≥ . . . .

This process of solving TSP and AP alternatively is continued until there is no
further reduction in the distance f (π,a). Obviously, this process ends in a finite
number of steps leading to a local optimal solution to the problem.

2.6 Application

The heuristic method was applied to the specific problem mentioned in Sect. 2.3.
This problem involved 88 components comprising of 39 types. Since the mounting
was divided into three batches (see Sect. 2.3), problem of each batch has been treated
as separate instance. In order to make comparisons, the mounting sequence and
feeder allocation actually implemented have been noted. These will be denoted by
π0 and a0 respectively. Feeder allocation of Batch 2 components has posed some
special difficulties. This problem is discussed in the next section.

The effectiveness of the solution obtained by the heuristic depends on the choice
of initial mounting sequence. For the purpose of solving the above problems, the
sequences π0s actually implemented have been chosen as the initial sequences. It
should be mentioned here that the mounting sequences used by the company are
such that components of same type are mounted successively. For example, one of
the company’s choices for the seven component problem described in Sect. 2.2 is
π0 = (1,4,6,2,5,7,3). Note that 1, 4 and 6 are type A components, and these are
mounted successively; 2, 5 and 7 are type B components and these are also mounted
successively.

The traveling salesman and assignment problems in the sequel are all solved
using Quant Systems (QS) package [2]. To work out the cost matrices of these prob-
lems and to prepare the input files to QS, special computer programs were written
in PASCAL.

Consider Batch 1 problem. The distance actually covered by head in this case is
equal to f (π0, a0) = 12912 mm (π0 and a0 were used by the company for producing
the PCB with 88 components). Starting with π0 and solving AP we get a1. Fixing a1

and solving TSP for π results in π1 which is different from π0. Solving AP keeping
π1 fixed, we get a2. In this case it turned out that a2 = a1. Hence the algorithm
terminated here with f (π1, a1) = 11058 mm. Therefore, the company wasted at
least 16.76 % (= 12912−11058

11058 ×100) of the time in the case of Batch 1.
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To get a rough idea about the impact of changing the initial sequence on the
distance covered by head, one more sequence σ0 was tried. This sequence σ0 was
obtained by solving another travelling salesman problem with component locations
C1, C2,. . ., C52 as cities and Euclidian distances between them as costs. Since this
TSP is symmetric (see Problem 2.5), it was solved using Vogelnant package [9, 10].
Here too the algorithm terminated with a local optimal solution in the third iteration.
The solution sequence was σ0, b1, σ1, b2 = b1. In this case f (σ1,b1) = 11055 mm.
Results are summarized in the exhibit on page 30.

2.7 Special Constraints

In Batch 2, there are 19 components of 13 types. Of these 13 types, 10 can be
assigned to any of the feeders. The remaining three types need bigger size feeders.
Each of these bigger components can be loaded by combining two adjacent feeders
into one. Clearly, this imposes a restriction on the assignment problem AP. We
will show that this problem can be tackled by imposing additional linear constraints
on the assignment problem. Assume that types 1, 2, and 3 require bigger feeders.
Consider type 1. This type will be treated as two new types, say, 1′ and 1′′. Types 2
and 3 are treated in a similar fashion. Thus, we now have 16 types.

These 16 types are to be assigned to 24 feeders in such a way that i′ and i′′
are assigned to adjacent feeders, i = 1,2,3. This special constraint poses nonlinear
constraints on the assignment variables. However, these constraints are translated
into linear constraints as follows. Note that ∑i iai j is the feeder number assigned to
type j. Hence the constraint

∑
i

iai1′′ = 1+∑
i

iai1′ (2.7)

ensures that 1′ and 1′′ are assigned to adjacent feeders. Thus the assignment problem
AP in this case is

min
a

f (π,a) (2.8)

subject to
m

∑
i=1

ai j = 1, j = 1′,1′′,2′,2′′,3′,3′′,4, . . . ,13

k

∑
j=1

ai j ≤ 1, i = 1,2, . . . ,24

∑
i

iai j′′ = 1+∑
i

iai j′ , j = 1,2,3,

ai j’s are 0 or 1.
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Exhibit

Results of Combinatorial Optimization

Batch 1 Using π0 as Initial Sequence
π0 and a0 are the present sequence and allocation in use at the company.
The heuristic yields a1, π1, a1. f (π0, a0) = 12912mm, f (π1, a1) = 11058mm.
Possible savings ≤ 12912−11058

11058 ×100 = 16.76%.

Heuristic Solutions Using σ0 as Initial Sequence
The heuristic yields b1, σ1,a1. f (σ0,b1) = 11152mm, f (σ1,b1) = 11055mm.

Possible savings ≤ 12912−11055
11055 ×100 = 16.79%.

Batch 2 Using π0 as Initial Sequence
π0 and a0 are the present sequence and allocation in use at the company.
The heuristic yields a1, π0. f (π0,a0) = 5228mm, f (π0,a1) = 4485mm.

Possible savings ≤ 5228−4485
4485 ×100 = 13%.

Batch 3 Using π0 as Initial Sequence
π0 and a0 are the present sequence and allocation in use at the company.
The heuristic yields a1, π1, a2, π2, a3, π3, a4, π4, a5, π5, a5.
f (π0,a0) = 4408mm, f (π0,a1) = 3926mm, f (π1,a1) = 3737mm,
f (π1,a2) = 3698mm, f (π2,a2) = 3692mm, f (π2,a3) = 3690mm,
f (π3,a3) = 3689mm, f (π3,a4) = 3688mm, f (π4,a4) = 3673mm,
f (π4,a5) = 3670mm, f (π5,a5) = 3666mm.

Possible savings ≤ 4408−3666
3666 ×100 = 20.24%.

By introducing dummy types, the above problem can be transformed into an
assignment problem with additional linear constraints (as in (2.8)). It becomes a
0− 1 integer programming problem. However, since the number of 0− 1 variables
is small, we were able to solve the models encountered in our application, to opti-
mality, within very reasonable times, using the integer programming solvers in [2].
For larger size models, special algorithms based on Lagrangian Relaxation could be
used to solve these constrained assignment problems efficiently.

2.8 Software Development

This project is incomplete or has no meaning if we do not provide a software tool
that will solve the problem for each type of PCB and provide an optimal or a lo-
cal optimal solution. In fact, the most important contribution of this project is the
development of the software tool. If modeling the problem and providing the solu-
tion method is one part of this project, developing the software tool is equally (if
not more) significant and important part. In the rest of this section we shall briefly
outline the details of this software tool which we named PCBSoft.



2.8 Software Development 31

As described in the methodology, we have a series of APs and TSPs to be solved.
Though it is possible to develop our own programs to solve APs and TSPs, it would
be better, and in fact essential, to use professional OR packages to solve these prob-
lems as this would save enormous amount of time and efforts. Solving APs and TSPs
is an important step in solving the problem in question. But, what is more impor-
tant is designing and development of a total package that will take minimum inputs
from the user and produce final solution to the user without any further interaction.
PCBSoft was developed in such a way that all that the user has to do is to store the
information shown in Fig. 2.4 in an ascii file, and execute the package; no further
interaction is required. Once the solution is obtained, PCBSoft calls for users atten-
tion with a beep and prompts him to pick up the solution. It must be mentioned here
that at the time of this software development, most of the software was available on
DOS operating system and the programming flexibility was very much restricted.

Before looking at various components of PCBSoft, a brief understanding of the
steps involved in meeting package requirements, listed below, will be useful.

• Reading the input data
• Construction (formulation) of APs and TSPs arising in the course of determining

optimal solution. This involves computing of cost/distance matrices from the ba-
sic data and for specific mounting sequence/feeder allocation. This step is some-
what complex and needs thorough understanding and meticulous programming.

• Developing interface program with professional OR package used to solve the
APs and TSPs. This program should (i) prepare the input data files for the OR
package, (ii) prepare instructions to the OR package, (iii) execute the OR package
and extract solutions.

• Evaluating the solutions in each iteration, keeping track of the objective values,
and checking for termination criterion.

• Providing final solution to the user.

2.8.1 Description of PCBSoft

PCBSoft comprises a group of programs some of which are command files (these
are executable files of type *.com) and the others are batch files. These programs
and their functions are described below. The flow and control of these programs in
PCBSoft is shown in Fig. 2.5. PCBSoft uses Quant Systems (QS), a professional
OR package, to solve APs and TSPs. All the programs of PCBSoft are originally
written in PASCAL and later converted into executable files (*.com files).

Stp.com. PCBSoft uses the files done.fil, base.pcb, route.fil, nroute.fil, feed.fil,
nfeed.fil as dummy files during its execution. These files are created each time
the package is used to solve a new instance of the problem. The job of clearing the
old files is done by this stp.com program. Each time we find a new (better) feeder
allocation, it is stored in nfeed.fil. Similarly, each time a new (better) mounting
sequence is found, it is stored in nroute.fil.
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As.com. This program prepares the input file for solving the assignment problem
on QS software for a given mounting sequence. Reading the data from base.pcb,
and the mounting sequence from nroute.fil, as.com computes the cost matrix of
AP and prepares the input file (work.in) for the QS package. It also creates the
instruction file inp.pcb for QS.

Pcb.bat. This program runs the QS package and prompts QS to pick up the neces-
sary inputs from the inp.pcb file. The file inp.pcb contains the information on (i)
whether the problem to be solved is AP or TSP, (ii) the input data (cost/distance
matrix, size of the problem, etc.) are in the file work.in and (iii) the output (of
QS) should be stored in work.out file. The output of QS is diverted to the file
work.out.

Asnsolu.com. This program reads the work.out file, picks up the optimal solution
to AP (feeder allocation) and stores it in the file nfeed.fil.

Fig. 2.5 Flow and control of various programs in PCBSoft
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Value.com. This program evaluates the total distance covered by the head in
mounting components on the PCB for any given feeder allocation and compo-
nent mounting sequence. The basic data are read from Base.pcb file.

Tsp.com. This program prepares the input file for solving the travelling salesman
problem on QS software for a given feeder allocation. Reading the data from
base.pcb, and the feeder allocation from nfeed.fil, tsp.com computes the distance
matrix of TSP and prepares the input file (work.in) for the QS package. It also
creates the instruction file inp.pcb for QS.

Tspsolu.com. This program reads the work.out file, picks up the optimal solution
to TSP (mounting sequence) and stores it in the file nfeed.fil.

Switch.com. This program checks the termination criterion for optimality. If op-
timal solution is reached, then it terminates the execution of pcbsoft.bat by pro-
ducing the solution to the user. Otherwise, it updates the files for next iteration.

2.9 Summary

In this paper we have presented a case study of combinatorial optimization in PCB
manufacturing from Indian Industry. The methodology is based on a heuristic pro-
posed by Chang, Hwang and Murty [3]. The heuristic approach involves solving
series of travelling salesman and assignment problems alternatively.

We have also presented a formulation in which the process calls for usage of
different sizes of feeders. The usage of different types of feeders poses problems in
formulating the assignment problems. Our formulation takes care of these problems
by converting them into constrained assignment problems, for which practically
efficient algorithms exist.

Under present practice the feeder allocation and sequencing of components is
done manually. This takes about a day for the problem that is considered in this
project. It took about 1 h to obtain the optimal (local) sequence and feeder allocation
on a 486 PC. The losses in productivity in Batch 1, Batch 2 and Batch 3 are at least
16.76 %, 13 % and 20.24 % respectively. Since the company gets repeated orders
of the same PCB design, about 2000 boards per month, the savings would be quite
substantial by making use of this study and the programs developed here.

The manufacture of PCBs typically requires hundreds of operations. The produc-
tivity at most of these operations can be improved substantially by optimizing them
using appropriate combinatorial optimization models. We report this study only as
an illustration of what can be achieved in PCB manufacturing.

Problems

2.1. Consider the problem introduced in Sect. 2.2 with eight feeders and seven com-
ponents in three types. A layout for this baby problem is given in Fig. 2.6. Designate
the component locations by C1 (2,7), C2 (5,7), C3 (3,5), C4 (7,5), C5 (2,4),
C6 (4,4), C7 (6,3). Do the following exercises.
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(a) Find the coordinates of all points relevant for the problem.
(b) Fix the sequence π0 = (3,1,5,4,6,2,7) and consider the corresponding assign-

ment problem. Determine the cost matrix for this problem.

Fig. 2.6 Baby example for practice

2.2. This will actually be a project. Note that 39 types cannot be accommodated in
24 feeders, hence the PCB has to be split into batches. How many batches and how
to group the components into batches?

2.3. Consider the feeder allocation problem with 5 types of components and the
number of components to be mounted is 9. Also assume that the number of feeders
is 5. Fix the mounting sequence as 834756219. Let the assignment be a = (ai j).

(a) Find the expression for the feeder number to which type 5 components are as-
signed.

(b) Write down the constraints which ensure that first and second types are assigned
to the adjacent feeders.

(c) Write down the constraint which ensures that types 1 and 2 are not adjacent.
(d) Compute the distance traversed by the head for the assignment a.
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2.4. Derive the expressions (2.4)–(2.6).

2.5. The local optimal solution to the PCB problem depends on the initial solution.
To find an initial solution, one approach is to ignore the feeder locations and treat
the problem as an ordinary travelling salesman problem with distance defined as
the Euclidean distance between them and solve for the initial sequence. Once this
sequence is obtained, then follow the algorithm described in this chapter. Create a
sample problem of your choice and study the impact of this approach.
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Chapter 3
A Statistical Procedure for Minimizing In Vivo
Tests for Quality Control of Vaccines

Abstract Biotechnology and pharmaceutical industries are required to use in vivo
tests, in addition to in vitro tests, for drug evaluation. These in vivo tests are carried
out on nonhuman animals, and drug regulating authorities insist on rigorous animal
testing before issuing license for human use. For various reasons (Wales, Animal
testing. http://en.wikipedia.org/wiki/Animal_testing), there is a
global move towards minimizing the in vivo tests. This article presents a case study
carried out at M/s Bharat Biotech International Limited, Hyderabad, on minimizing
in vivo tests for evaluating efficacy of recombinant Hepatitis B vaccine produced by
the company. Exploring the past data using different statistical methods, the study
recommends a statistical procedure to assess the efficacy of the vaccine produced
in each batch based on in vitro test result and provides a decision rule on when to
conduct in vivo test. The benefits of the study are discussed. The approach suggested
in this work may be extended to similar cases where in vivo tests are involved. It is
hoped that this study will be contributing to the cause of minimizing in vivo tests.

3.1 Introduction

The significance of statistical applications in pharmaceutical industry has been ever
growing. Statistical analyses have helped the industry in solving many of their crit-
ical problems such as establishing drug efficacy through clinical trials, process con-
trol and process optimization problems while manufacturing drugs, developing new
formulations and testing them, etc. [2, 4, 5, 10, 11]. Health governing bodies such
as US FDA, World Health Organization and Drug Authority of India insist on the
use of proper statistical methods and data analyses in drug related studies [14]. This
chapter presents a case study carried out at M/s Bharath Biotech International Lim-
ited, Hyderabad, India, on one of their products, REVAC B+ R©, a recombinant Hep-
atitis B vaccine. Globally, Hepatitis B virus infections are a major cause of cirrhosis
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and liver cancer and result in an estimated 780,000 deaths annually (World Health
Organization Fact Sheet No 204, Updated July 2014, http://www.who.int/
mediacentre/factsheets/fs204/en/); Hepatitis B vaccine is an effec-
tive way of minimizing such deaths. In fact, hepatitis vaccine is considered by many
as the first vaccine against cancer. Production of each vaccine batch takes not less
than 2–3 months and the cost of vaccine produced is significant. After the vaccine
is produced, it is mandatory for the company to test the vaccine and get approval
from the National Regulatory Authority’s Testing labs, Central Drugs Laboratory
(CDL). Only after formal approval from CDL, the vaccine can be released into the
market for sale. The test procedure involves subjecting a sample of the vaccine to
two tests: (i) in vivo and (ii) in vitro. The in vivo tests are conducted on laboratory
animals. In this case of testing Hepatitis B vaccine, the in vivo test is carried out on
mice (Fig. 3.1). The in vivo test takes about a month. It is laborious, sensitive and
expensive.

Fig. 3.1 Animal testing: Around 50–100 million vertebrate animals are used in experiments annu-
ally. Supporters of the use of animals in experiments argue that virtually every medical achieve-
ment in the twentieth century relied on the use of animals in some way and that even sophisticated
computers are unable to model interactions between molecules, cells, tissues, organs, organisms,
and the environment, making animal research necessary in many areas. On the other hand, animal
rights and animal welfare organizations question the legitimacy of animal testing, and argue that
it is cruel, poor scientific practice, poorly regulated, that medical progress is being held back by
misleading animal models, that some of the tests are outdated, that it cannot reliably predict effects
in humans, that the costs outweigh the benefits, or that animals have the intrinsic right not to be
used or harmed

The in vitro test is conducted in the laboratory. It is performed with cells or
biological molecules studied outside their normal biological context; for example
proteins are examined in solution, or cells in artificial culture medium. As op-
posed to in vivo test, the in vitro test takes only one day. There has been

http://www.who.int/mediacentre/factsheets/fs204/en/
http://www.who.int/mediacentre/factsheets/fs204/en/
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a continual effort by the developing countries to minimize testing in ani-
mals ([1, 6], http://www.pcrm.org/research/animaltestalt/
animaltesting/strategies-to-reduce-animal-testing-in-us
epas-hpv, http://en.wikipedia.org/wiki/Animal_testing).

Once the tests are completed, the company has to forward samples from every
batch of vaccine along with the test results to CDL. Using this sample, the two tests
are repeated at CDL and based on the outcome of the results and their comparison
with the results of the company, CDL communicates its decision on whether the
batch of vaccine is fit to be released into the market. The whole process of testing
and getting the approval from CDL takes almost 2–3 months.

The shelf life of the vaccine is for 3 years, and the company loses about 3 months
of shelf life in getting the approval. Most of the time is lost in carrying out the in vivo
test. In view of this, the ethical and economic considerations and the global move
towards minimizing animal testing, it was felt appropriate to look for correlations
between in vitro and in vivo tests. Examining the historical data, the company felt
that the in vitro test is good enough for judging the efficacy of the vaccine. In view
of these aspects, the company appealed to CDL for waiver of the in vivo test. In
response to this, the company was asked to make proper justification for the waiver.
Consequently, a formal study was carried out using statistical analysis of the past
data to check the adequacy of in vitro test to judge the efficacy of the vaccine and to
explore the possibility of developing an approval procedure to minimize the number
of in-vivo tests. The study has resulted in dispensing with batch to batch in vivo
testing and developing an approval procedure with periodic testing.

This chapter presents the statistical analysis part of establishing the justification
for partial waiver of the in vivo test and the decision rule developed for deciding
whether a batch of vaccine should go for in vivo test based on its in vitro test result.
The organization of the chapter is as follows. The problem is described in Sect. 3.2.
Section 3.3 discusses the statistical analysis part and presents the process of arriving
at the results. Finally, Sect. 3.4 summarizes the results and conclusions.

3.2 Description of the Problem

Vaccine is produced in batches. A sample from the vaccine produced is subjected to
two tests: (i) in vivo and (ii) in vitro. In the in vitro test, the response is measured
through a chemical test conducted in the quality control laboratory and it represents
the concentration of the antigen in the vaccine (World Health Organization TRS
786, Technical Series No. 786, 1989, pages 38–71). The unit of this response is in
micrograms per milliliter (μg/mL) and the specification requires that this response
must be at least 20 μg/ml. This response shall be denoted by X . WHO International
Standard for Hepatitis B surface antigen 1985/65 is available for the calibration of
their Internal Working Standard by the manufacturer.

In the case of in vivo test, the response is measured through a live pre-clinical
trials by testing the vaccine in mice. The response variable here is called the rela-
tive potency which is computed on the basis of number of mice responding to the

http://www.pcrm.org/research/animaltestalt/animaltesting/strategies-to-reduce-animal-testing-in-us
http://www.pcrm.org/research/animaltestalt/animaltesting/strategies-to-reduce-animal-testing-in-us
epas-hpv
http://en.wikipedia.org/wiki/Animal_testing
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test vaccine (the sample taken from the production batch) and the number of mice
responding to standard vaccine. For the case of Hepatitis B vaccine, there is no
specified reference standard (by WHO or any other organization). Companies pro-
ducing recombinant Hepatitis B vaccine develop and maintain their own standards.
The response variable mentioned here, the in vivo relative potency, shall be denoted
by Y .

The vaccine produced in each batch is considered effective if the observed values
of X and Y measured from a sample vaccine from the batch are at least 20 and 1
respectively.

As mentioned earlier, the practical problem in conducting the in vivo test is that
it is very time consuming and results in loss of shelf life. Therefore, the problem
at hand is to examine if the in vivo test result can be predicted on the basis of the
in vitro test result. If this prediction can be made with high confidence, then the
prediction procedure can be converted into a decision procedure.

3.3 Statistical Analysis

Consider the two variables X and Y defined earlier. For ease of understanding and
analysis, it is convenient to treat both the variables on the same footing. This can
be done by considering the new variable U defined by U = X/20 instead of the
original variable X itself. Since this is only a scale transformation, the analyses,
such as regression and distribution analyses, remain invariant and hence will not
affect the inferences. Furthermore, with the new variable U , the pair of variables, U
and Y , become directly comparable and have the same specification – that is, both
should be at least one as the specification for X is 20.

Past data are available on 102 batches of vaccine (Table 3.1 in Appendix). For
each batch, the in vitro measurement X and the in vivo relative potency Y are avail-
able. The problem at hand is essentially to infer about Y without measuring it but
using the corresponding U (derived from X) value. Henceforth, we shall consider the
derived variable U which shall be referred to as the in vitro relative potency. The
problem at hand is to judge whether Y will be greater than 1 based on the observed
value of U .

The analysis is carried out using two different approaches: (i) The regression
approach, and (ii) Stochastic Comparison Approach.

3.3.1 Regression Approach

Since U and Y are the measurements corresponding to the same sample, the usual
approach is to study the correlation between the two variables and if there is good
correlation, regress Y on U to predict Y and make appropriate decision based on
the observed value of U . One way of checking the efficacy of this approach is to
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use cross validation by setting aside a part of the data for validation and use the
remaining data for building the regression equation. Accordingly, data pertaining to
25 batches, picked randomly from the 102 batches, have been set aside for valida-
tion. We shall refer to the data of the 77 batches used for model building as model
data and the data pertaining to the remaining 25 batches as validation data. In the
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Fig. 3.2 Scatter plot of in vivo relative potency vs in vitro relative potency

regression approach, the in vivo relative potency, Y , is treated as response variable
and the in vitro relative potency, U , is treated as the independent or predictor vari-
able. The scatter diagram of U and Y is shown in Fig. 3.2. Though the scatter plot
exhibits a bleak picture of the relationship, the square of the Pearson’s correlation
coefficient between U and Y is 0.2391 which is statistically significant (the p-value
is less than 0.001). Normally, such low correlations are considered inadequate for
prediction purposes. Further, from the scatter plot, a linear prediction model may not
be a satisfactory one. However, since the correlation is significant, we shall proceed
with the analysis and examine the efficacy of the prediction model by validating the
same against the validation data.

The regression analysis [15] is carried out using the model data, that is, the data
pertaining to the 77 batches of the 102 batches. The initial linear model with inter-
cept showed that the intercept may be taken as zero. Consequently the model was
rebuilt by dropping intercept. The summary of the results is presented in Fig. 3.3

The decision making rule in this approach is to use the prediction of Y for a new
batch based on the observed U value of that batch. Consider batch 7 data (Appendix
presents the data on 102 batches): y = 1.69, x = 32.76 and u = 1.638. The predicted
value of Y at U = 1.638 is given by ŷ = 1.7448 which is more than the true value
(1.69). In order to be confident that the true value will be more than the predicted
value, we use the lower prediction limit for cut-off point. For this example, the
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Fig. 3.3 Regression analysis of y on u

95 % lower prediction limit (one-sided) is equal to 1.208. Therefore, we are 95 %
confident that the true y will be more than 1.208 when the corresponding u is equal
to 1.638. Since the predicted lower limit is more than 1, the decision will be not to
go for in vivo test.

3.3.2 Stochastic Comparison Approach

In this approach we treat the problem as that of matched pairs [3, 15]. For each
sample (arising from batches), we have the pair of observations (u,y) where u is
the in vitro relative potency and y is the in vivo relative potency. Past data on (u,y)
suggest that y tends to be larger than u. Therefore, one way of justifying the waiver
of the in vivo test is to examine whether there is substantial statistical evidence to
infer that Y is stochastically larger than U .

For two random variables S and T with same range, S is said to be stochastically
larger than T if for every t in the range of S,G(t) ≤ F(t) with strict inequality
holding for at least one t. Here, G and F are the cumulative distribution functions of
S and T respectively. In other words, if t is any number, then probability of S being
greater than t is greater than the probability of T being greater than t.
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For the problem at hand, we can examine if Y is stochastically larger than U .
Let F and G denote the cumulative probability distribution functions of U and Y
respectively. We wish to test the hypothesis that Y is stochastically larger than U . In
other words, we wish to carry out the following test of hypothesis:

H0 : F(t) = G(t) ∀t Vs H1 : G(t)≤ F(t) ∀t and G(t)< F(t) for at least one t.

In the matched pairs problem [3, 15], the above hypothesis is tested by analyzing
the pair wise differences. The difference for the ith sample is given by vi = yi −ui.
Define the random variable V = Y −U . Let K denote the cumulative distribution
function of V . If the distribution of V is normal, then the above hypothesis can be
tested by using parametric method and the t-distribution. When the distribution of
V is unknown, one can use nonparametric method to test the hypothesis by applying
Wilcoxon Signed Rank test. The assumption required for this test is that V has con-
tinuous distribution which is symmetrical about the median. Both parametric and
nonparametric methods are examined for testing the above hypothesis.

3.3.3 Parametric Method

Firstly, we shall examine the distribution aspects of the random variables in ques-
tion. Using Minitab, an attempt was made to identify the distributions of Y and U
separately. The outcome is that none of the standard distributions listed in the soft-
ware (normal, lognormal, gamma, weibul, exponential, extreme value distributions
and so on) was suitable for these random variables. However, when the distribution
of V is examined, it is found that there is no substantial evidence to reject normal
distribution for the difference variable V which is of main interest to us. Before an-
alyzing the distribution of V , we first scrutinize the data on V . It is found that there
are four outliers in the data on V (examine the Boxplot in Fig. 3.4). The normal
probability plots of before and after dropping outliers are shown in Fig. 3.5 (note the
high p-values of Anderson-Darling tests). The test for normality using Kolmogorov-
Smirnov test [8] has a p-value of more than 0.15, and that using Ryan-Joiner test
[12] has a p-value of more than 0.1. Assuming normal distribution for V , the test
for stochastic largeness of Y over U is equivalent to conducting one sample t-test to
test that mean of V is equal to zero. The test is carried out on the data with outliers
deleted. The summary of the test results is presented in Fig. 3.6.

A rule for deciding whether in vivo test for a new batch should be conducted
or not can be derived using the distribution of t-statistic as follows. Let u and y be
a pair of observations of in vitro and in vivo relative potencies for a new batch of
vaccine, and let v = y− u. Define t = v− v̄, where v̄ is the average of the observed
differences and s is sample standard deviation of the observed differences. From the
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Fig. 3.4 Box plot for detecting outliers in data on V

Fig. 3.5 Normal probability plots for before and after deleting outliers

normality assumption of V , it follows that T =
√

n
n+1

t
s has student’s t-distribution

with (n−1) degrees of freedom, where n is the sample size. Therefore,

Prob
(

t = y−u− v̄ ≥ tα

√
n

n+1
s
)
= 1−α,
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One-Sample T: Without Outliers

Test of mu = 0 vs > 0

95% Lower

Variable  N    Mean   StDev   SE Mean   Bound     T      P

V     98   0.0923  0.2200   0.0222  0.0554    4.15  0.000

Fig. 3.6 One-sample t-test on V for testing stochastic largeness of Y over V

which in turn is equivalent to saying that

Prob
(

y ≥ u+ v̄+ tα

√
n

n+1
s
)
= 1−α. (3.1)

We use (3.1) for the decision rule. For a new batch, the decision would be to find the

in vitro relative potency u and if u+ v̄+ tα
√

n
n+1 s is less than 1, then conduct the in

vivo test, otherwise skip it.
Like in the regression approach, we use the model data for determining the deci-

sion rule and the validation data for evaluation. The summary of the basic statistics
of V from the model data after deleting the outliers is presented in Fig. 3.7.

N  Mean     SE Mean  StDev  Minimum     Q1    Median    Q3    Maximum
74 0.0867   0.0273  0.2350 -0.4430   -0.0714  0.0895  0.2255   0.5970

Fig. 3.7 Summary statistics of model data on V after removing three outliers

Taking α = 0.05, we have tα
√

n
n+1 s = (0.0867)+(−1.6657)(1.0067)(0.235) =

−0.3074. Hence, if the in vitro value is more than 1.3074, then skip the in vivo test.
If this rule is applied to the 25 batches of the validation data, only 8 of them will
require in vivo test and the remaining 17 get exemption of the in vivo test.

3.3.4 Nonparametric Method

The parametric method above assumes that the pair-wise difference random vari-
able, V , follows normal distribution. The nonparametric method does not assume
any specific distribution for V . The only assumption required in this case is that V
has continuous distribution. The Wilcoxon signed rank test [3, 15] can be adopted
for testing the hypothesis H0 versus H1 mentioned above. The signed rank of the
pair-wise difference, vi, is defined as, −ri if vi < 0, else it is equal to ri. Here, ri is
the rank of |vi| among |v1|, |v2|, . . . , |vn|. The Wilcoxon signed rank statistic W is de-
fined as the sum of the signed ranks of the positive vis. The possible values of W are
0,1, . . . ,m, each having a probability of 2−n, where m = n(n+1)/2. The hypothesis
H0 is rejected in favor of H1 for large values of W . Statistical tables are available for
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critical values of W for small sample sizes (see [15] for n ≤ 100). When n is large,
the normal approximation can be used. For large sample size, the α level critical
value of W is given by

w1−α =
n(n+1)

4
+
[n(n+1)(2n+1)

24

] 1
2
z1−α .

For the data of 102 batches, the critical value at α = 0.05 is equal to 3119 and the
observed value of W is equal to 3725. The p-value corresponding to 3725 using the
normal approximation is equal to 0.0002. Thus, there is substantial evidence to infer
that the in vivo relative potency is stochastically larger than in vitro relative potency.

3.4 Summary of Results and Conclusions

Each batch of vaccine produced is subjected to two tests, the in vitro measurement
and the in vivo measurement. The responses measured are the concentration of anti-
gen at ED50 (denoted by x) and the relative potency y measured through mice.
Measurement of y takes long time which results in significant loss of shelf life of
the vaccine. A study of the past data is carried out to explore the possibility of pre-
dicting y on the basis of x and thereby claim waiver on the in vivo test.

Data on (x,y) for 102 batches were analyzed to examine the scope for seeking the
waiver on measuring y. For convenience of comparison and analysis, the variable x
is replaced with u = x/20, a scale transformation of x, and the pairs of observations
on (u,y) were considered instead of (x,y).

The problem was studied using two different approaches: (i) the regression
method and (ii) the matched-pair problem approach. Though the correlation be-
tween U and Y is statistically significant, the adequacy of regression model for
prediction purposes is not satisfactory. The coefficient of determination for linear
predictor of Y based on U is 0.24 which is statistically significant but not adequate
for the purpose of good prediction. The scatter plot of (U,Y ) not only exhibits poor
correlation but also indicates absence of any functional relationship.

In the second approach, the problem is considered as matched pair observation
problem. Considering the pair of observations (U,Y ) for each batch, it was exam-
ined whether the in vivo relative potency Y is stochastically larger than the in vitro
relative potency, U . Both parametric and nonparametric methods were used to test
statistically the stochastic largeness of Y over U . In the parametric approach, the
t-test was used and in the nonparametric approach, the Wilcoxon signed rank test
was used. Both tests resulted in the conclusion that Y is stochastically larger than U .
However, when the normality assumption holds for the differences (V ), the t-test is
more powerful compared to the Wilcoxon signed rank test [7, 9].

The results of the study were submitted to the Central Drugs Laboratory, Kasauli,
which is the National Control Laboratory seeking waiver of in vivo test. Conse-
quently a partial waiver has been granted in which it is required that one out of
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every four batches be subjected to in vivo test. In addition to implementing this
partial waiver, the company decided to apply the decision rule using t-distribution
approach described in the study for every batch. This has resulted in significant
savings in time and cost besides other benefits.

The approach used in this study may be useful in several other applications of
evaluating vaccine potencies using both in vitro and in vivo tests. One such appli-
cation is that of evaluating Anti Rabies vaccine potency. It is hoped that this study
will help in reducing in vivo testing.

Acknowledgements The author thanks M/s Bharat Biotech International Limited, Hyderabad,
India, for providing the opportunity to work on this project and giving permission to publish this
work in this book.
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Chapter 4
Plant Loading and Dispatch Planning

Abstract This case study deals with a project carried out for a cement company. The
company has six production plants and a large stockists base. The company pro-
duces different types of cement and sells it under a number of brands. The company
wanted a logistics software that helps them in production planning and dispatches on
a monthly basis. The main objective of the company was to do this planning in such
a way that the contribution – a measure of profit – by way of determining optimal
production and dispatch plans. But the problem is that the sale prices of cement are
subject to fluctuations and cannot be known at the time of planning. An important
discovery of this project is that the optimal solutions can be obtained even without
knowing the sale prices. Further, it is shown that substantial reduction in the size of
the problem can be achieved by exploiting the special structure of the problem. The
problem involves a number and variety of constraints. This case study should help
in handling large scale projects and building confidence in doing so.

4.1 Introduction

This project was carried out for a leading cement manufacturing company in India.
The size and complexity of this project appears quite formidable for an Operations
Research (OR) professional who is a novice or moderately experienced. For such
consultants/professionals, this study should help in undertaking meaningful indus-
trial projects confidently. To give an idea of the typical problems faced by the OR
professionals while dealing with applied projects, some of the practical difficulties
encountered during this project are pointed out in this presentation. The problem
and the background process are discussed in the rest of this section.

The company has six production plants situated in two different states – three
in each state. Based on the composition and quality, the cement is sold under 85
different products. The sales take place through stockists spread across seven differ-
ent states every month. The movement of material takes place either directly from
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the plants or through their depots. The company has 75 depots, called Stock Point
Offices (SPOs). The company’s production plants, SPOs, branch offices and their
corporate office are all connected through an intranet and almost all of their routine
business transactions are computerized.

One of the major decision making problems of the company is: How to plan the
productions at various plants? This depends on the customer requirements. Majority
of the requirements are received from the stockists through the intranet in the form
of orders and a small negligible portion is received by other means. The orders for
any given month are received in the previous month, latest by the last week of the
previous month. These orders fine-tuned by the company’s marketing department
are taken as the basis for the monthly production plans. At the time of initiating
this project, the decisions were being made by the management based on their ex-
perience and expertise. The size and complexity of the problem made the company
realise the necessity and importance of having a decision support system. Actually
a leading consulting firm was responsible for making the company realize the im-
portance of having a decision support system for the management. Subsequently,
this project was assigned to the consulting firm and the author (of this book) helped
the two companies as an OR expert on a consulting assignment. The formulation
and the solution methodology were developed by the author and the consulting firm
developed and implemented the decision support system. This chapter presents the
modeling aspects of this project.

4.2 The Decision Problem

This section introduces the background of the project, defines the scope and objec-
tives of it. This will help in understanding the size and complexity of the large scale
OR problems encountered in industrial applications.

4.2.1 Background

As mentioned earlier, the cement company has three production plants in one state
and three in another state. These plants are capable of producing different types
of products. Currently the company produces different types of products – all pro-
duced by first producing three types of Portland cement. Portland cement is the
most common type of cement in the world used as a basic ingredient of concrete,
mortar, stucco, and most non-specialty grout. For a detailed discussion on types of
cement and their usages see http://en.wikipedia.org/wiki/Portland cement (accessed
last on October 04, 2014). The three types of cement produced by the company are:
Ordinary Portland Cement (OPC), Pozzolanic Portland Cement (PPC) and Sulphate
Resisting Portland cement (SRC). Of these, SRC is produced only for one customer,
that too in a very small quantity. Virtually it is OPC and PPC which account for al-
most 100 % of the sales.

http://en.wikipedia.org/wiki/Portland_cement
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Cement is sold in different product combinations. A product combination (PC)
consists of cement type (i.e., OPC, PPC or SRC), brand, grade and packing type.
Brands are created by the company based on certain marketing strategies. Presently
there are nine brands such as SooperKing (SK), BrillianWhite (BW), etc. Grade
refers to average compressive strength of cement at 28 days. It is measured in Mega
Pascals (MPa). Cement is classified as 33 grade if the average compressive strength
at 28 days is between 33 to 43 MPa; as 43 grade if the strength is between 43 to
53 MPa; as 53 grade if the strength is above 53 MPa. Company produces 43 and
53 grade cements. Packing is done in two ways – paper packing and high-density
polyethylene (HDPE) (see http://en.wikipedia.org/wiki/High-density polyethylene,
last accessed on October 04, 2014). Company sells cement under different PCs. For
example (OPC, SK, 53, paper) is a PC. Though one can think of 108 (= 3× 9×
2×2) PCs, the number of prevailing combinations at present is 85. Throughout this
chapter the terms ‘product’ and ‘product combination’ are used interchangeably.

The company has a stockist base of about 2500 stockists spread across the seven
states mentioned earlier, but in any given month about 1000 stockists, on an aver-
age, place orders for different product combinations with the company. There are
two types of transactions, namely, the trade and the non-trade. Under trade, the cus-
tomers (stockists) are allowed to purchase material on credit. Credit is not allowed
in non-trade. Trade accounts for about 75 % of the sales volume, the balance being
non-trade.

The orders are received from stockists daily. The branch offices of the company
receive these orders and compile them. Stockists place orders for different PCs. For
example, a stockist in a place called Guntur may ask for 20 tonnes of product com-
bination (OPC, Mishu, 53, paper) and 10 tonnes of (PPC, Cardal, 43, HDPE); and
a stockist from another place Bangalore may ask for 12 tonnes of (OPC, Mishu, 53,
paper) only. Complete information regarding the stockists such as stockist code, lo-
cation (state, district and location codes), point of delivery, freight etc., is maintained
in the company’s database. To facilitate the monthly production plan at a broad level,
the marketing department of the company prepares the list of district-wise require-
ments of OPC, PPC and SRC. This is so, because to produce any product combina-
tion, the first step is to produce the three basic material OPC, PPC and SRC.

The products to stockists are supplied either directly from the plants or from any
of the SPOs. For the products to move from plants to SPOs, there are two types
of transport modes – road and rail. Barring some exceptional cases, the supply of
products from a plant or an SPO to the delivery point of any stockist is always
by road. Shipment of material (products) from a plant or an SPO is restricted by
respective transportation capacities. These and other related issues will be discussed
in the section on Formulation (see Sect. 4.3).

When products are supplied to stockists, it involves: (i) cost of production,
(ii) freight, (iii) handling charges, (iv) tax, (v) excise duty, (vi) discounts and
(vii) price. Production cost consists of two components, namely, overhead costs
and variable costs. If the material (products) is directly supplied from a plant to a
stockist, then the freight involved in this transaction is called the primary freight.
On the other hand, if the material is supplied to a stockist from an SPO, then the

http://en.wikipedia.org/wiki/High-density_polyethylene
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freight for the movement of material from plant to SPO is known as primary freight,
and the freight for movement of material from SPO to the stockist location is called
the secondary freight. Sales tax is levied on the material supplied to stockists. Tax
is calculated as a percentage of price minus effective freight. Effective freight is
primary freight if the material is supplied from a plant to a stockist directly, else it
is the secondary freight. Excise duty is levied on the manufacturing cost. For the
purpose of this project it is taken as a percentage of the variable cost. Depending on
the relationships with the stockists, the company offers discounts to their stockists;
the discounts depend only on the PCs and the stockists’ business history with the
company.

Finally, price depends basically on the product combination, the location where
the material is being supplied, and the date of supply. This should be understood
carefully as it has an important consequence and cause for concern. Cement prices
are subject to frequent fluctuations and a product price may be different on different
days within a month even though it is supplied to the same stockist at the same
location.

4.2.2 Management Decisions

The company faces the problem of deciding on where to produce what products
and which plants should serve which orders. Also, the company has to decide on the
mode of supplies. These decisions have to be made for every month. The large num-
ber of stockists, large number of product combinations and the number of transport
options (modes of transport) make the problem extremely complex. Even to under-
stand whether the decisions made are optimal or how far they are from optimality,
one needs a formal OR approach to the problem. With this in view, the company de-
cided to develop a decision support system that would help them in not only making
optimal decisions but also in analyzing various decisions made from the view point
of optimality. This would provide them a good management information system.
For the purpose of making decisions optimally, the company decided to take the
contribution as the objective function. Contribution is like profit. More precisely, it
is defined as

Contribution = Price − Ft − tax − VarCost −Hc− Ed − Discounts, (4.1)

where Ft is freight, VarCost is variable cost, Hc is handling (loading and unloading)
charges and Ed is the excise duty. Contribution is not profit in full sense because it
does not include the overheads component of the production cost. As the overhead
costs are anyway unavoidable and more or less fixed for each plant, the management
decided to use contribution for the objective function.
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4.2.3 Objectives and Scope

After a series of discussions with the consulting firm and the author, and considering
various practical issues, the top management of the company set the following as the
objectives and scope of the project.

(i) Planning Module: Given the monthly requirement of each stockist product
combination-wise (specified by the marketing department), determine the op-
timal plant loading and dispatch plan (OPLDP) for the month. Here, optimality
is with respect to maximizing overall contribution.

(ii) MIS Module: Keep track of the historical and legacy data, analyse manage-
ment actions and compare them with optimal decisions arrived at using the plan-
ning module.

It should be emphasized here that the scope of the project is limited to working
out the plant loadings and dispatch plans. The scope does not cover the production
scheduling or the dispatch scheduling. The decision support system will only deter-
mine the quantities of products to be produced at various plants and the quantities
of material to be moved, product combination-wise, from plants/SPOs to stock-
ists/SPOs along with the mode of transportation. The company has agreed to take
the responsibility of converting these decisions in to production planning schedules
and the dispatch schedules. The planning module is meant for determining the opti-
mal plans. However, in the actual execution it may not be feasible to implement the
decisions of this module in toto due to various factors affecting the actual planning
and execution. Such factors include disturbances in the scheduled production plans,
disturbances in the scheduled transportation, change requests from the stockists, etc.
The MIS module is useful in understanding the impact of gap between the plan and
actual execution. This chapter will present the details of the planning module. The
MIS module was handled completely by the consulting firm in consultations with
the cement company.

4.3 Formulation

This section presents a detailed description of the decision making problem and
a formulation for solving it. Some of the practical difficulties encountered in un-
derstanding and the efforts in resolving them are also presented. This is done to
highlight some practical aspects that OR professionals come across while dealing
with OR applications. To make it simpler, the presentation is confined only to those
products which are made from PPC and OPC. Recall that the products made from
these types of cement account for almost all the products produced by the company
(see Sect. 4.2.1).
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4.3.1 Initial Discussions with Management

When the project was signed between the cement and consulting firm, there was a
lack of clarity in understanding the inputs and outputs. As per the initial understand-
ing, it was agreed that the freight charges will be made available between supply
locations (plants and SPOs) and the district branch offices of the company. It took
sometime to convince the company’s management that these inputs on freights are
not adequate and that the freight charges between the supply locations (plants and
SPOs) and stockists were essential. The management agreed to provide these inputs
and update their database systems in their intranet to provide these freights.

A Significant Contribution
Another important issue was about specifying prices. As the prices fluctuate
even within a month, the question is: Which prices should we take for the
contribution? This is a big question as the actual prices cannot be known at
the time of planning. To overcome this predicament, the management agreed
to go with some average prices. Actually this is an interesting aspect which
has led to an important research finding. In fact, this is one point that the
author wishes to emphasize as a significant contribution to this project. The
details of this will be discussed later in Sect. 4.4.2.

4.3.2 Planning Horizon

The company wanted a decision support system for monthly planning. That is, based
on the orders issued by the marketing department for any given month, the deci-
sion support system should roll out an optimal plan for production and dispatches
to meet the orders for that month. The marketing department will issue the orders
three working days before the first day of the month for which the optimal plan is to
be determined (it is taken as the first day of the month and not the first working day
of the month as the plants run on all days except for the shutdown days for main-
tenance). The lead time of three working days has been specified to take care of
compiling and finalizing the orders for the subsequent month and for communicat-
ing the decisions to all plant managers for implementation. Therefore, the planning
horizon is taken as month.

4.3.3 Inputs and Notation

In order to define the decision variables and formulate the problem, we first intro-
duce the following notation.
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Let M1, M2, . . . , Ma denote the plants and let D1, D2, . . . , Db denote the SPOs.
In this project, a = 6 and b = 75. Let L1, L2, . . . , Ln be the stockists who require
products during the period of planning. The Mis will be referred to as sources; Lks
will be referred to as destinations. Sources are the places where products are pro-
duced or supplied from and the destinations are the places where the products are
received. SPOs will act as both sources and destinations. When material is received
from the plants, they act as destinations and when the material is shipped from
them to the stockists, they act as sources. For this reason D j will be referred to as
both source and destination. Let P1, P2, . . . , Pg be the PCs made from OPC, and let
Pg+1, Pg+2, . . . , Pg+h be the PCs made from PPC. Let q′kld denote the quantity of Pl

(in tonnes) ordered by Lk for day d of the month, l = 1,2, . . . , g+h; k = 1,2, . . . n.
Then qkl = ∑d q′kld is the total quantity of Pl ordered by Lk for the entire month. For
example, Lk wants 500 tonnes of Pl during the entire month (that is, qkl = 500) in
the following fashion: wants 200 tonnes on day 7 (q′kl7 = 200), wants 100 tonnes
on day 15 (q′kl15 = 100), and wants 200 tonnes on day 27 (q′kl27 = 200). For ease of
understanding, Table 4.1 presents the list of indices and objects.

Production Capacities

The specification of production capacities of plants are somewhat special in their
nature. The production capacities are the maximum quantities of cement that can be
made available for production during the month. The production capacity of plant
Mi is specified as Si and Ti, where total quantity of all OPC products supplied during
the entire month from Mi cannot exceed Si, and that the total quantity of all products
supplied during the entire month from Mi cannot exceed Ti. In other words, there is
a limitation of the quantity of OPC available for the month, namely, Si. This aspect
will be made more explicit in the constraints specification later.

Cost Elements

The objective of the decision making problem is to maximize the contribution de-
fined in Eq. (4.1). It involves the components price, variable cost, freight, tax, han-
dling charges, excise duty and discount. The formulation of the problem depends
on the structure of these components. From this, it is essential to understand the
details of these cost elements. The price depends only on the product combination,
the stockist and the day of the month on which the product is supplied. Let pkld

be the unit price (price per ton) of product Pl supplied to stockist Lk on day d.
Unfortunately, these prices cannot be known at the time of determining the optimal
plan. For this reason, the management has agreed to go with constant projected or
forecasted prices. To simplify the complications, the management decided to spec-
ify a common price for all days in the month, such as an average price pkl for all
pkld . Accordingly, the decision is to compute the contribution using these specified
constant prices.
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Table 4.1 Notation used for various objects such as plants, SPOs, stockists, products,
quantities, etc.

Objects Index List/Definition
Plants i M1, M2, . . . , Ma

SPOs j D1, D2, . . . , Db
Stockists k L1, L2, . . . , Ln

Products∗ l P1, P2, . . . , Pg are products made from OPC, and
Pg+1, Pg+2, . . . , Pg+h are products made from PPC

Routes u u = 1: Direct from plant to stockist by road,
u = 2: plant to stockist via SPO all by road,
u = 3: plant to SPO by rail and from SPO to stockist by road;

(i, j,2) Transport from Mi to SPO j by road, and from SPO j to stokist;
(i, j,3) Transport from Mi to SPO j by rail, and from SPO j to stokist;
(i, j,1) When route ( j,u) = ( j,1), j has no relevance as u = 1 stands

for direct supply from plant to stockist, and hence ignore j in
this case

Cement type Ct Ct is equal to either OPC or PPC

Product demands q′kld q′kld = quantity of Pl in tonnes ordered by Lk for day d
qkl total requirement of Pl by Lk for the month, qkl = ∑30

d=1 q′kld

Product prices pkld Selling price of Pl for Lk on day d
pkl Assumed price for pkld for all days d

Sales tax tikl Sales tax per ton of Pl shipped to Lk from Mi

Variable cost vil vil = variable cost per ton at Mi for product Pl ;
vo

i vil = vo
i for l = 1,2, . . . ,g,

vp
i vil = vp

i for l = g+1,g+2, . . . ,g+h,

Handling charges Hj Hj = handling charges per ton at D j

Expenditure fi jku Sum (in rupees) of freight, tax on effective freight and handling
charges per ton per ton shipped from Mi to Lk via route ( j,u)

Plant capacities Si Total weight of all OPC products that plant Mi can produce
during the month,

Ti Total weight of all products that plant Mi can produce during
the month,

Transport capacities Wi1 Maximum tons that can be shipped out from plant Mi by rail
during the entire month,

Wi2 Maximum tons that can be shipped out from plant Mi by road
during the entire month,

Wj3 Maximum tons that can be shipped out from SPO D j during the
entire month,

Brand Br SK, BW, Mishu, etc.
Grade Gr Gr, the strength of cement, is either 43 or 53
Packing type Pt Pt is equal to ‘paper’ or ‘HDPE’
∗Product means a product combination (Ct, Br, Gr, Pt)
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Variable cost is a function of plant location and the type of cement. The cost
and quality of limestone which is the main raw material in manufacturing of cement
depend upon the lime quarries and their proximities to the manufacturing plants. The
following notation will be used for the variable costs. For OPC, vo

i is the variable
cost per ton of any OPC product at plant Mi; and for PPC, vp

i is the variable cost per
ton of any PPC product at plant Mi. Let vil be the cost per ton of product Pl . Then,
vil = vo

i for l = 1,2, . . . ,g, and vil = vp
i for l = g+1,g+2, . . . ,g+h.

Excise duty depends only on the manufacturing cost of material supplied and
nothing else. Excise duty being imposed by the central government, it does not vary
with the state in which a plant lies. As it has been decided by the management that
only variable cost will be considered for the manufacturing cost, the excise duty
can be included in the variable cost. That is, the unit variable cost at a plant will be
taken as the actual variable cost at that plant plus the excise duty as a percentage of
the unit variable cost at the plant. Tax is a percentage of price minus the effective
freight.

Freight depends on the source and destination, the distance between them or
the contactual agreements with the transporters and the mode of transport. Strictly
speaking, the freight also depends on the quantity of shipment and normally this will
be a piece-wise linear function of the quantity of shipment. Since this optimization
is a macro level planning and as the transportation is mostly based on contractual
agreements, it has been proposed to the management to consider the freight as a
linear function of the quantity, and the management has readily agreed for this.
Consequently, the freight charges will be assumed to be proportional to the quanti-
ties of shipment. Two modes of transport are considered in this project – by rail or
by road. By and large, road transport is available between any source and any des-
tination, rail mode is available only between certain plants and SPOs. Rail mode is
not available between any plant and any stockist.

Handling charges are incurred when the products are loaded or unloaded. These
are inevitable at plants and stockists. Additional handling charges are incurred when
the products are routed through SPOs. Company’s management decided to consider
the handling charges only at the SPOs. Therefore, the handling charges component
is included in the contribution only if one of the source or destination is an SPO.

Discounts are offered to stockists who maintain good business history and it is
fixed percentage of the sales price and the order quantity.

Transportation Capacities

Two modes of transport are used by the company – rail and road. Road transport
is available from all sources to all destinations. But the rail mode is available only
between certain plants and SPOs. This means that there are three ways in which
material can be shipped from plants to stockists: (i) from Plant Mi to stockist Lk

by road, (ii) from Plant Mi to stockist Lk via SPO D j all by road, and (iii) from
Plant Mi to SPO D j by rail and from D j to stockist Lk by road. These three options
are shown in Fig. 4.1. The total transportation capacities of plants and SPOs are
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specified as inputs. The maximum tonnage that can be shipped from plant Mi by rail
during the month will be denoted by Wi1, i = 1,2, . . . ,a, the maximum tonnage
that can be shipped from plant Mi by road during the month will be dented by
Wi2, i = 1,2, . . . ,a, and the maximum tonnage that can be shipped from SPO D j

(by road) during the month will be dented by Wj3, j = 1,2, . . . ,b.

Fig. 4.1 Three modes of transport: (i) directly from plant to stockist by road, (ii) plant to SPO by
rail and from SPO to stockist by road, and (iii) plant to SPO by road and from SPO to stockist by
road

4.3.4 Decision Variables

The decision making problem of this project can be viewed as a multicommodity
network flow problem [1, 4]. The size of the problem is too big to present its full
details. For this reason, a miniature version of the problem is created in Example 1
for discussion and understanding.

Example 1: A Miniature Version

In this version, two states with three plants (M1,M2,M3), four SPOs (D1,D2,D3,D4),
17 stockists (L1,L2, . . . ,L17) are considered. Rail transport is possible only for the
following cases: (i) M2 to D1, and (ii) M3 to D2 and M3 to D4. The set up is shown
in Fig. 4.2. Available rail transports are shown using track lines.

Six product combinations are considered – three of them, P1, P2, P3, made from
OPC and the remaining three, P4, P5, P6, made from PPC.
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The primary inputs are the stockist requirements. These are specified product
combination wise and are shown in the form of a two-way table. Table 4.2 presents
these requirements. All put together, there are 42 distinct demands for the 6 PCs
from the 17 stockists in this miniature version (in the real version of the problem,
this number is large). The figures in the body of the table are the quantities required
by the stockists as weights (in tonnes) during the entire month.

Fig. 4.2 Miniature version of the decision making problem with 2 states, 3 plants (M1,M2,M3), 4
SPOs (D1,D2,D3,D4), 17 stockists (L1,L2, . . . ,L17) and 6 PCs

Next set of inputs is on the prices and costs necessary for computing the contribu-
tions (see Eq. (4.1)). Contribution has two parts: price and the expenditure. All com-
ponents other than price in the right hand side of Eq. (4.1) come under expenditure.
While expenditure components can be taken to be known at the time of planning,
prices are subject to fluctuations, to a large extent, and cannot be known at the time
of planning. For example, consider the 500 tones of P3 required by stockist L13 (see
Table 4.2). The stockist may have placed this order as follows: 200 tonnes in the first
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Table 4.2 Stockists’ requirements

OPC products PPC products
Stockist P1 P2 P3 P4 P5 P6

L1 1000 600 1500
L2 750 500
L3 1200 1400
L4 1000
L5 900 650
L6 800 4000
L7 1750 1900 650
L8 3000 750
L9 2500
L10 1000 2000 1000
L11 550 1300
L12 1800 2200 3000
L13 950 500 500 600 1000 500
L14 2000 1100
L15 3000 1300
L16 2000 1000 1000
L17 2000 500 900

Total 8450 10100 10650 9100 12750 5500

Note: Figures in the body of the table are the weights (in tonnes) of OPC/PPC required.
P1 = (OPC, SK, 53, HDPE), P2 = (OPC, SK, 53, paper), P3 = (OPC, BW, 53, paper),
P4 = (PPC, Mishu, 53, paper), P5 = (PPC, BW, 43, paper) and P6 = (PPC, SK, 53, HDPE)

week, 100 tonnes in 3rd week and 200 tonnes in the last week of the month. Though
the product is same, its prices may be different in these three different weeks. There-
fore, to circumvent this issue, the management agreed to provide an expected com-
mon price as input for all such cases. Actually, there is an elegant solution to this
problem which turned out to be a pleasant surprise to the management. This solution
will be discussed later in this section.

Since there are 42 distinct orders (as mentioned above), each order can be served
from any of the three plants, and from each plant it can be served in three different
ways – rail-road combination through an SPO or road-road combination through an
SPO or by road directly to the stockists. Some of these routes may be inadmissible
due to non-availability of the transport modes or for other management decisions.
For Example 1, the possible routes are shown in the transportation network diagram
(see Fig. 4.3). Because of large number of routes, it is difficult to visualize the picture
through this network diagram. Instead, it is much clearer if the same is presented in
the form of a two-way table. This is shown in Fig. 4.4. This format also helps in
presenting the costs in a lucid way. With the help of this, we can figure out the costs
for different routes. The numbers in the body of the table in Fig. 4.4 are the sum of
freight, tax on effective freight and handling charges per ton of material shipped in
the respective route. Denote this sum by fi jku. Consider the routes from M3 to L1.
In this case, there are three possible routes: (i) M3 to L1 directly by road shows the
number 135 in Fig. 4.4 which is equal to f3∗11 (∗ is used for the SPO as there is no
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SPO in this case), (ii) M3 to D2 by rail and from D2 to L1; to find out the unit cost
f3213 in this route add the figures 80 (M3 to D2) and 30 (from D2 to L1) which would
yield f3213 = 110, (iii) M3 to D2 by road and D2 to L1, to find f3212 = 180 add 150
and 30. In a similar fashion, other fi jkus can be computed for all permissible routes
(see Problem 4.4).

Fig. 4.3 Transportation network for Example 1 with admissible routes
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Fig. 4.4 Permissible routes of Example 1. Shaded cells are inadmissible routes. For example, trans-
portation is not possible by road from plant M1 to D2 or to Lk, k = 9,10,14,15,16 and similarly
M3 to D1 or D3 by rail is not possible, etc. Figures in the body of the table are fi jkus per ton of
material to be shipped between respective places (See page 63 for details)

Decision Variables

The network described in Fig. 4.3 is transportation network. Clearly, the problem
is a multicommodity network flow problem with products as PCs. For each order
(PC ordered by a stockist) one should consider all permissible routes. For example,
consider 3000 tonnes of P2 required by L8. This can be supplied in five different

ways (M1
Road−−−→ D1 → L8, M1

Rail−−→ D1 → L8, M2
Road−−−→ D1 → L8, M1

Direct−−−→ L8,

M3
Direct−−−→ L8). Each of these options will give rise to a decision variable. It is possi-

ble to convert this multicommodity network flow problem into a single commodity
network flow problem with additional constraints (see Problem 4.3). But for this,
the network flow diagram will be very complex. This is particularly so because of
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some special constraints of the problem which will be presented later in this section.
In light of this, the problem is formulated as a general linear programming problem
[2, 5, 6]. Before defining the decision variables, the following notation is necessary.

Definition 4.1. Routing Options. There are three different ways of shipping product
from a plant to a stockist. These are: (i) plant to stockist directly, this option will be
referred to as ‘Direct’ and the index u used for routes (see Table 4.1) has value 1 for
this option, (ii) plant to SPO by road and from there to stockist, this option will be
referred to as ‘Road’ and u = 2 stands for this option, and (iii) plant to SPO by rail
and from there to stockist, this option will be referred to as ‘Rail’, and u = 3 stands
for this option.

Let x(i, j, k, l, u) denote the quantity of product Pl supplied from plant Mi to
stockist Lk using route option u with the interpretation that if u is 2 or 3, then
the supply is via SPO D j. If u = 1, then ignore D j. Note that x(i, j, k, l, u) are
defined for i ∈ {1,2, . . . ,a}, j ∈ {1,2, . . . ,b}, k ∈ {1,2, . . . ,n}, u ∈ {1,2,3}, and
l ∈ {1, 2, . . . , g+h}. Recall that the product combination, PC, is specified as type
of cement, brand, grade and type of packing. Note that P2 is given by the product
combination (OPC, SK, 53, paper). In Example 1, L8 wants 3000 tonnes of P2.
Observe that there are five different routes of shipping material from plants to L8

discussed above (see Fig. 4.3). Therefore, there is one-to-one correspondence be-
tween the range of l and the product combinations ( Ct, Br, Gr, Pt).

Permissible Options

If it is possible to ship Pl from plant Mi to stockist Lk using option (i, j, k, l, u), then
the 5-tuple (i, j, k, l, u) is called a permissible option. Note that x(i, j, k, l, u)
defined over all permissible options are the decision variables in this project. In
order to solve the problem, a list of all permissible options is stored in the database.

Let us count the number of decision variables for Example 1. From Fig. 4.3, there
are five ways of shipping product from the three plants. Therefore, for each product
required by L1, there are five options or five decision variables. Since there are 3
products required by L1, there are 15 decision variables associated with products
required by L1. In other words, there are 15 5-tuples (i, j, k, l, u) associated with
orders of L1 (each of these tuples will have k = 1). Likewise, there are ten variables
associated with orders of L2, ten variables associated order of L3, and so on. In
all, there are 239 decision variables associated with the orders of 17 stockists in
Example 1 (see Problem 4.1). Each of these variables is associated with a unique
5-tuple (i, j, k, l, u).

With 3 plants, 17 stockists and 6 products, the number of decision variables is
239. The real project has a large number of variables, that too by taking constant
expected price for all days in the month (see Problem 4.2).
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4.3.5 Objective Function

Each decision variable is associated with a contribution. Let c(i, j, k, l, u) denote
the contribution associated with the decision of shipping x(i, j, k, l, u) tonnes of
product Pl in the route (i, j, k, u). These contributions are computed using the for-
mula given by Eq. (4.1) and stored in the computer database. The objective function
of the problem is given by

∑c(i, j, k, l, u)x(i, j, k, l, u), (4.2)

where the summation is taken over all permissible (i, j, k, l, u).

4.3.6 Constraints

The decision variables have to satisfy a number of constraints in this project. These
are presented below.

Permissible Route Constraints

Permissible options are the routes through which the products can be shipped to
the stockists. These options are provided as inputs to the decision support system.
The permissible routes and the freight charges associated with them are maintained
in the company’s data base. The consultant has to write computer codes, as part of
the decision support system, to extract these inputs for formulating and solving the
problem.

Plant Production Capacity Constraints

The production capacity constraints are derived from the availability of raw material
necessary for producing products. It is understood that all products (the PCs) can be
produced at all the six plants. The only constraint in this regard is the availability
of raw material needed for the type of cement (that is, OPC or PPC) to produce
the products. Recall the definitions of the production capacities Si and Ti of plant
Mi (see page 57). The total quantity of all OPC products supplied from Mi cannot
exceed Si, and the total quantity of all products supplied from Mi cannot exceed Ti.

n

∑
k=1

g

∑
l=1

3

∑
u=1

x(i, j,k, l,u)≤ Si, i = 1,2, . . . ,a. (4.3)
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Note that the left hand side of the above inequality is the total quantity of OPC
drawn from plant Mi. The other production capacity constraint states that the total
supply from plant Mi cannot exceed Ti. This constraint is given by

n

∑
k=1

g+h

∑
l=1

3

∑
u=1

x(i, j,k, l,u)≤ Ti, i = 1,2, . . . ,a. (4.4)

See Table 4.1 for the definition of g and h.

Transport Capacity Constraints

In this project, shipping of products occurs either at a plant or at an SPO. It is
possible that a plant may have both rail and road facilities. In Example 1, M2 and M3

have this but not M1. The transport capacities are specified as the maximum tonnage
that can be shipped during the entire month from a plant or an SPO, and these are
specified for road and rail separately. Recall that Wi1 is the maximum quantity that
can be shipped out of plant Mi during the month by rail and that the corresponding
route option is given by u = 3. Therefore, we must have

b

∑
j=1

n

∑
k=1

g+h

∑
l=1

x(i, j,k, l,3)≤Wi1, i = 1,2, . . . ,a. (4.5)

Similarly, as Wi2 is the maximum quantity that can be shipped out of plant Mi during
the month by road and that the corresponding route options are given by u = 1 and
u = 2, we must have

b

∑
j=1

n

∑
k=1

g+h

∑
l=1

2

∑
u=1

x(i, j,k, l,u)≤Wi2, i = 1,2, . . . ,a. (4.6)

Recalling that Wj3 is the maximum quantity that can be shipped from SPO D j (by
road) during the month, we must have

a

∑
i=1

n

∑
k=1

g+h

∑
l=1

3

∑
u=2

x(i, j,k, l,u)≤Wj3, j = 1,2, . . . ,b. (4.7)

New Plant Constraint

One of the six plants, M5, is a new plant (less than 10 years old). Owing to certain
benefits that it has enjoyed, it must supply at least 50 % of its products to the stock-
ists of its state. This constraint is termed as new plant constraint. This constraint is
given by
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2 ∑
k∈LM5

b

∑
j=1

g+h

∑
l=1

3

∑
u=1

x(5, j,k, l,u)−
b

∑
j=1

n

∑
k=1

g+h

∑
l=1

3

∑
u=1

x(5, j,k, l,u)≥ 0, (4.8)

where LM5 is the set of all k such that Lk and M5 are in the same state.

Product Demand Constraints

Lastly, the most important set of constraints is meeting the stockists’ orders. The
quantity of each product ordered by each stockist must be met. Recall that qkl is the
quantity of product Pl ordered by stockist Lk during the entire month. According
to the decisions, ∑a

i=1 ∑b
j=1 ∑3

u=1 x(i, j,k, l,u) is the quantity of Pl supplied to Lk.
Therefore we must have

a

∑
i=1

b

∑
j=1

3

∑
u=1

x(i, j,k, l,u) = qkl , k = 1,2, . . . ,n; l = 1,2, . . . ,g+h. (4.9)

Note that the largest number of constraints emerge from the demand constraints.
With 17 stockists and 6 products, we have 42 product demand constraints for Ex-
ample 1. In the project we have about 2500 stockists and 85 products. Each stock-
ist may not order for all products. The average number of products per stockist is
about 12. This means that we have about 84000 product demand constraints on an
average.

4.3.7 Complete Formulation

Formulation 1: Putting all constraints together, the decision making problem is

Maximize ∑c(i, j, k, l, u)x(i, j, k, l, u)

subject to
b

∑
j=1

n

∑
k=1

g

∑
l=1

3

∑
u=1

x(i, j,k, l,u)≤ Si, i = 1,2, . . . ,a,

(plant OPC production capacity constraints)

b

∑
j=1

n

∑
k=1

g+h

∑
l=1

3

∑
u=1

x(i, j,k, l,u)≤ Ti, i = 1,2, . . . ,a,

(plant total production capacity constraints)

b

∑
j=1

n

∑
k=1

g+h

∑
l=1

x(i, j,k, l,3)≤Wi1, i = 1,2, . . . ,a,

(plant rail transport capacity constraints)
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b

∑
j=1

n

∑
k=1

g+h

∑
l=1

2

∑
u=1

x(i, j,k, l,u)≤Wi2, i = 1,2, . . . ,a,

(plant road transport capacity constraints)

a

∑
i=1

n

∑
k=1

g+h

∑
l=1

3

∑
u=2

x(i, j,k, l,u)≤Wj3, j = 1,2, . . . ,b,

(SPO transport capacity constraints)

b

∑
j=1

g+h

∑
l=1

3

∑
u=1

(
2 ∑

k∈LM5

x(5, j,k, l,u)−
n

∑
k=1

x(5, j,k, l,u)

)
≥ 0,

(new plant contstraint)
a

∑
i=1

b

∑
j=1

3

∑
u=1

x(i, j,k, l,u) = qkl , k = 1,2, . . . ,n; l = 1,2, . . . ,g+h,

(product demand contstraints)

(i, j, k, l, u) ∈ F,where F is set of all permissible options.

4.4 Complexity, Model Simplification and Size Reduction

In this section we shall consider two cases of the decision making problem. In the
first case, the contribution is computed based on the average figures recommended
by the company’s management. In the second case, we find optimal decisions even
without knowing the actual contributions. The second case might sound somewhat
puzzling but it can be done. A crucial observation of the structure of contribution
renders this great advantage. Besides, it dramatically reduces the size of the prob-
lem. Again, Example 1 is used to explain these ideas.

Table 4.3 Constraint limits for Example 1

Transport capacities Production capacities
Source Rail Road OPC Total
M1 15000 320000 25000 40000
M2 13000 35000 25000 38000
M3 9000 29000 30000 40000
D1 22000
D2 27000
D3 31000
D4 28000
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4.4.1 The Case of Assumed Prices

Recall that the cement prices are subject to fluctuations within month and that the
management suggested to take constant price for the entire month (that is, same
price on all the days for a given outlet), and these prices are provided as inputs to
the decision making problem. With this, the contributions c(i, j, k, l, u) is com-
puted for every permissible (i, j, k, l, u). There are 239 permissible options for
Example 1. Again all these can be presented to be viewed at a glance in the form
of a two-way table. The contributions are computed for Example 1 and are shown
in Table 4.4. This can be viewed as a single commodity network flow model [3, 4].
Here, the sources are identified as plants along with routing options. The last 15
columns of Table 4.4 represent these sources. Each nonempty cell will correspond
to a demand node and the number in that cell is the contribution per ton of the
respective product. For example, consider the cell containing the figure 2010 in
the second column against the row containing L1P2. For this cell, the source node
is M1 supplying product P2 directly to L1 (by road) (the notation for this route is
(1,∗,1,2,1)), and the destination node is L1P2. The network flow diagram for this
problem will be a simple bipartite graph with an edge from a source to a demand
node defined only if the corresponding route is admissible. Each cell in Table 4.4
with positive number (contribution) corresponds to a demand node and an edge (the
flow arc) of the bipartite graph. For example, ((1,∗,1,2,1), L1P2) is an edge of the
bipartite graph. Further, each of these demand nodes has a demand from a stockist
and the demands are presented in Table 4.2. The transport and production constraint
limits are presented in Table 4.3. See Sect. 4.7 for solution.

4.4.2 The Case of Unknown Prices

One of the most important contributions to this project is the content of this subsec-
tion. The major hurdle in this project is that the exact prices of products cannot be
known at the time of planning. Without exact prices, contributions – the coefficients
in the linear objective function – cannot be determined. Unlike the items such as
freights, taxes, etc. which are fixed well in advance, prices are subject to frequent
fluctuations. In this section we will show that optimal solution can be obtained even
without knowing the actual prices. In other, words, whatever be the prices during
the month, the solution obtained by Formulation 1 will be an optimal solution to the
decision making problem provided a feasible solution exists.

We will now see how optimal solutions can be obtained even without knowing
the exact prices. This happens because of the special structure of the objective coef-
ficients and that the model is a network flow model. Before proceeding further, it is
necessary to revisit the optimization model.
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Table 4.4 Contributions for Example 1
St

oc
ki

st
-

pr
od

uc
t Direct By road By rail

Mi → Lk Mi
Road−−−→ D j → Lk Mi

Rail−−→ D j → Lk
M1 M2 M3 M1D1 M1D3 M1D4 M2D1 M2D2 M2D4 M3D2 M3D3 M3D4 M2D1 M3D2 M3D4

L1P2 2010 2365 2170 2320 2390
L1P4 2110 2165 1720 2120 2190
L1P6 910 965 520 920 990
L2P3 1215 1565 1370 1520 1590
L2P4 1715 1765 1320 1720 1790
L3P1 2435 2785 2570 2720 2790
L3P5 1935 1985 1520 1920 1990
L4P1 1835 2185 1755 1970 2110 2120 2105 2190 2190
L5P3 1840 2235 1950 2100 2170
L5P6 2740 2835 2300 2700 2770
L6P2 1420 1675 1775 1340 1695 1690 1775
L6P5 1920 1625 1975 1840 1645 1890 1975
L7P1 2440 2685 2815 2340 2560 2695 2710 2690 2780 2775
L7P4 2140 1835 2215 2040 1710 1845 2110 2090 2180 2175
L7P6 1140 835 1215 1040 710 845 1110 1090 1180 1175
L8P2 1175 1585 1090 925 1370 1285 1410
L8P5 1275 1385 1190 1025 920 1085 960
L9P3 1725 1325 1685
L10P1 1925 1525 1885
L10P4 2275 2425 2485
L10P5 2075 2225 2285
L11P1 1795 2125 2195 1720 2080
L11P6 1095 875 1195 1020 1080
L12P2 2235 2505 2625 2185 2465 2505
L12P4 2535 2255 2625 2485 2215 2255
L12P5 1735 1455 1825 1685 1415 1455
L13P1 1795 2125 2210 1780 1710 2060 2070 2100
L13P2 995 1325 1410 980 910 1260 1270 1300
L13P3 1195 1525 1610 1180 1110 1460 1470 1500
L13P4 2495 2275 2610 2480 2410 2210 2470 2250
L13P5 1895 1675 2010 1880 1810 1610 1870 1650
L13P6 1495 1275 1610 1480 1410 1210 1470 1250
L14P2 1735 1370 1315 1650 1675 1690
L14P5 2085 2270 2215 2000 2275 2040
L15P3 2735 2315 2675
L15P4 1485 1615 1675
L16P1 2740 2325 2685
L16P2 1740 1325 1685
L16P3 1340 925 1285
L17P3 2445 2360 2640 2680
L17P5 1545 1460 1190 1230
L17P6 2345 2260 1990 2030

Extended Model

In our model, the decision variables are defined as functions of the permissible op-
tions represented by the 5-tuples (i, j,k, l,u). Strictly speaking we should have one
more variable in these options, that is, the day of the planning month. Let us assume
that there are 30 days in the planning month. Recall that q′kld is the quantity of prod-
uct Pl ordered by stockist Lk for day d of the month (q′kld is zero if there is no order
for Pl by stockist Lk for day d). Further, qkl defined earlier is the sum of q′klds. More
precisely, qkl = ∑30

d=1 q′kld .
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Consider the price of one ton of Pl shipped to stockist Lk on day d from plant Mi

via route ( j,u). The price of a product depends only the stockist location and the
day of the month. In other words, the price depends only on k, l and d and does not
depend on i (the source) or on ( j,u) (the route). For this reason, the notation pkld is
used for the price of one ton of Pl shipped to stockist Lk on day d from plant Mi.

Consider the expenditure components of contribution: freight, variable cost, tax,
handling charges, excise duty and discount. Recall that tax (the sales tax) is levied
as a fixed percentage on the price minus effective freight. Therefore, the tax can be
split into two parts – percentage on price and percentage on effective freight. For
the purpose of modeling, we can redefine, without loss of generality, the price as
price minus tax on the price part. Similarly, discount is also given as percentage
of price for stockists with good history and does not depend on source of supply
or the route. For these reasons, we may assume, without loss of generality, that
pkld is the price minus tax minus discount. The tax on the effective freight can be
absorbed in the freight which depends on i, j, u and k. Variable cost depends only
on i and the type of cement, and therefore the variable costs at plant Mi can be taken
as vo

i for all OPC products, and vp
i for all PPC products (see Table 4.1); handling

charges depend only on j (because handling charges at plants and at stockists are not
considered in the model); excise duty depends only on i (plant) and type of cement
(it is a percentage of variable cost and hence can be absorbed in variable cost).

Structure of Contribution

In view of the above observations, we reemphasize the following assumptions for
the rest of this chapter:

• pkld will stand for the sale price minus the percentage of tax on it minus the
discount,

• fi jku will stand for the sum of freight (primary and secondary), handling charges
and the tax on the effective freight, and

• vil (vo
i and vp

i ) will stand for the variable cost plus the excise duty.

All the three mentioned in the above list are unit price/costs, that is, per ton of
cement. With these assumptions, the contribution of one ton of Pl shipped to stockist
Lk on day d from plant Mi via route ( j,u) can be written as

c′(i, j,k, l,u,d) = pkld − fi jku − vil . (4.10)

Let us redefine the decision variables. Let x′(i, j,k, l,u,d) be the quantity of prod-
uct Pl shipped to stockist Lk from plant Mi via route ( j,u) on day d. From the product
demand constraints, we must have

∑
(i, j,u)

x′(i, j,k, l,u,d) = q′kld . (4.11)
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From this we have

∑
(i, j,k,l,u,d)

pkldx′(i, j,k, l,u,d) = ∑
(k,l,d)

pkld ∑
(i, j,u)

x′(i, j,k, l,u,d)

= ∑
(k,l,d)

p′kldq′kld . (4.12)

Thus, we see that ∑(i, j,k,l,u,d) pkldx′(i, j,k, l,u,d) is a constant and does not depend
on the choice of the decision variables x′(i, j,k, l,u,d). Let this constant be K. Then
the overall contribution for the month is given by

Contribution = ∑
(i, j,k,l,u,d)

c′(i, j,k, l,u,d)x′(i, j,k, l,u,d)

= ∑
(i, j,k,l,u,d)

(pkld − fi jku − vil)x
′(i, j,k, l,u,d)

= K − ∑
(i, j,k,l,u,d)

( fi jku + vil)x
′(i, j,k, l,u,d) (from (4.12))

= K − ∑
(i, j,k,l,u)

( fi jku + vil)∑
d

x′(i, j,k, l,u,d)

= K − ∑
(i, j,k,l,u)

( fi jku + vil)x(i, j,k, l,u) (4.13)

The last equation above follows from the fact that

x(i, j,k, l,u) = ∑
d

x′(i, j,k, l,u,d). (4.14)

It may be noted that Eq. (4.13) holds only if there is a feasible solution. Therefore,
an optimum solution, under the existence of a feasible solution, can be found by
minimizing the overall expenditure

∑
(i, j,k,l,u)

e(i, j,k, l,u)x(i, j,k, l,u), (4.15)

where the expenditure coefficients e(i, j,k, l,u) are given by

e(i, j,k, l,u) = fi jku + vil . (4.16)

New Formulation

From the above deductions, it can be seen that the problem stated in Sect. 4.3.7 is
equivalent to minimizing the overall expenditure given by (4.15) subject to the same
set of constraints (see Problem 4.5).
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4.5 Problem Size Reduction

In the above section it is seen that optimal decisions can be determined without
knowing the exact sale prices. The problem is equivalent to minimizing the overall
expenditure with the objective coefficients given by (4.16) and objective function
given by (4.15). Consider a plant Mi and a stockist Lk. Since the variable cost com-
ponent, vil , of the objective coefficient e(i, j,k, l,u) has the structure vil = vo

i for
l = 1,2, . . . ,g, and vil = vp

i for l = g+1,g+2, . . . ,g+h (in the revised definitions,
vo

i is equal to variable cost of OPC product plus excise duty on it and vp
i is equal to

variable cost of PPC plus excise duty on it), it is possible to reduce the size of the
problem by combining the orders of OPC into one and PPC orders into another for
each stockist.

To understand the above, consider M3 and L13 of Example 1. There are 12
variables x(3, j,13, l,u). These are x(3,∗,13, l,1), l = 1,2, . . . ,6 (direct supplies
from M3 to L13), and x(3,3,13, l,2), l = 1,2, . . . ,6 (supplies from M3 to L13

via SPO D3 all by road). Note that e(3,∗,13, l,1) = 90 + vo
3 for l = 1,2,3, and

e(3,∗,13, l,1) = 90+vp
3 for l = 4,5,6; e(3,3,13, l,2) = 190+40+vo

3 for l = 1,2,3,
and e(3,∗,13, l,1) = 190+40+vp

3 for l = 4,5,6. These variables and their costs are
shown in Fig. 4.5.

Define ê1(i, j,k,u) = fi jku + vo
i and ê2(i, j,k,u) = fi jku + vp

i . Then the objective
function (4.15) can be written as

∑
(i, j,k,u)

ê1(i, j,k,u)
g

∑
l=1

x(i, j,k, l,u)+ ∑
(i, j,k,u)

ê2(i, j,k,u)
g+h

∑
l=g+1

x(i, j,k, l,u) (4.17)

Define the new variables

x̂1(i, j,k,u) =
g

∑
l=1

x(i, j,k, l,u) and x̂2(i, j,k,u) =
g+h

∑
l=g+1

x(i, j,k, l,u), (4.18)

for i = 1,2, . . . ,a, j = 1,2, . . . ,b, k = 1,2, . . . ,n and u = 1,2,3. Notice that
x̂1(i, j,k,u) is the total quantity of all OPC products supplied to stockist Lk and
x̂2(i, j,k,u) is the total quantity of all PPC products supplied to stockist Lk. With the
definition of these new variables, we can write the objective function (4.17) as

∑
(i, j,k,u)

ê1(i, j,k,u)x̂1(i, j,k,u)+ ∑
(i, j,k,u)

ê2(i, j,k,u)x̂2(i, j,k,u). (4.19)

The above expression implies that the problem can be reduced to a problem with
less number of variables, the new variables being the aggregation of the original
variables stockist and cement type wise. From the above discussion of supplies of
material from M3 to L13, the 12 variables boil down to 4 variables, and the scenario
of Fig. 4.5 reduces to the one shown in Fig. 4.6.

All constraints of Sect. 4.3.7 can be written in terms of the new variables. The
number of constraints remain same for all but the set of product demand constraints.
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Fig. 4.5 Cost structure of supplies from plant M3 to stockist L13 for Example 1

There will be at most two constraints with respect to each stockist demand in the
reduced formulation. To write down the complete formulation let Qo

k = ∑g
l=1 qkl and

let Qp
k = ∑g+h

l=g+1 qkl . Then the product demand constraints can be written as

a

∑
i=1

b

∑
j=1

3

∑
u=1

x̂1(i, j,k,u) = Qo
k , k = 1,2, . . . ,n, and (4.20)

a

∑
i=1

b

∑
j=1

3

∑
u=1

x̂2(i, j,k,u) = Qp
k , k = 1,2, . . . ,n. (4.21)

4.5.1 The Reduced Problem

Fromulation 2: The complete formulation for the reduced problem is

Minimize ∑
(i, j,k,u)

ê1(i, j,k,u)x̂1(i, j,k,u)+ ∑
(i, j,k,u)

ê2(i, j,k,u)x̂2(i, j,k,u)
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Fig. 4.6 Reduced structure of supplies from M3 to L13 for Example 1

subject to
b

∑
j=1

n

∑
k=1

3

∑
u=1

x̂1(i, j,k,u)≤ Si, i = 1,2, . . . ,a,

(plant OPC production capacity constraints)
b

∑
j=1

n

∑
k=1

3

∑
u=1

(x̂1(i, j,k,u)+ x̂2(i, j,k,u))≤ Ti, i = 1,2, . . . ,a,

(plant total production capacity constraints)
b

∑
j=1

n

∑
k=1

(x̂1(i, j,k,3)+ x̂2(i, j,k,3))≤Wi1, i = 1,2, . . . ,a,

(plant rail transport capacity constraints)
b

∑
j=1

n

∑
k=1

2

∑
u=1

(x̂1(i, j,k,u)+ x̂2(i, j,k,u))≤Wi2, i = 1,2, . . . ,a,

(plant road transport capacity constraints)
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a

∑
i=1

n

∑
k=1

3

∑
u=2

(x̂1(i, j,k,u)+ x̂2(i, j,k,u))≤Wj3, j = 1,2, . . . ,b,

(SPO transport capacity constraints)
b

∑
j=1

3

∑
u=1

(
2 ∑

k∈LM5

(x̂1(i, j,k,u)+ x̂2(i, j,k,u))

−
n

∑
k=1

(x̂1(i, j,k,u)+ x̂2(i, j,k,u)
)
≥ 0,

(new plant contstraint)
a

∑
i=1

b

∑
j=1

3

∑
u=1

x̂1(i, j,k,u) = Qo
k , k = 1,2, . . . ,n,

(OPC product demand contstraints)
a

∑
i=1

b

∑
j=1

3

∑
u=1

x̂2(i, j,k,u) = Qp
k , k = 1,2, . . . ,n, and

(PPC product demand contstraints)

(i, j, k, u) ∈ F̂ = {(i, j,k,u) : (i, j,k, l,u) ∈ F for some l ∈ F}

4.5.2 Effect of Reduction

It has been observed that under the given cost structure, the problem of maximizing
the contribution is equivalent to minimizing the overall expenditure. The reduced
model uses only the aggregated orders Qo

ks and Qp
k s. In this project, on an average

12 different products are ordered by each stockist making the product demand con-
straints about 84000 (see page 68). In the reduced model, the 12 product wise orders
get reduced to 2 orders. This means that there is a 6-fold reduction in the number
of constraints reducing the number of constraints to 14000 from 84000 on an aver-
age. The number of variables associated with each stockist will also have a 6-fold
reduction. Assuming about 10 different options of serving a stockist, the number
of decision variables will reduce from 8,40,000 to 1,40,000. Thus the impact of the
reduced model has dramatic effect on size reduction.

Let us examine the reduction effect on the miniature Example 1. From Table 4.4,
it can be observed that there are 239 variables and 42 product demand constraints.
The reduced demands Qo

ks and Qp
k s for the example are given in Table 4.5. Thus,

the 42 product demand constraints in the original problem reduces to 31 product
demand constraints (the number is 31 and not 34 as L4, L9 and L16 require only
OPC products). And the number of variables reduces from 239 to 173. The reduced
expenditure costs ( fi jku + vil)s are presented in Table 4.6.
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Table 4.5 Product requirements (Qo
k and Qp

k s) in the reduced model

Stockist L1 L2 L3 L4 L5 L6 L7 L8

OPC 1000 750 1200 1000 900 800 1750 3000
PPC 2100 500 1400 0 650 4000 2550 750

Stockist L9 L10 L11 L12 L13 L14 L15 L16 L17

OPC 2500 1000 550 1800 1950 2000 3000 4000 2000

PPC 0 3000 1300 5200 2100 1100 1300 0 1400

4.6 Plant Loading

A solution to the reduced problem discussed above will provide a solution that will
specify the sum of product quantities and the routes of transport for each of the
two types of cement – OPC and PPC. It does not spell out the break up of product
wise quantities at each plant. However, for the planning, the management needs
these decisions. This problem leads another optimization problem which is a simple
transportation problem without an objective function. This will be elaborated with
the help of Example 1.

Table 4.6 Reduced costs for Example 1

St
oc

ki
st

-
pr

od
uc

t Direct By road By rail

Mi → Lk Mi
Road−−−→ D j → Lk Mi

Rail−−→ D j → Lk

M1 M2 M3 M1D1 M1D3 M1D4 M2D1 M2D2 M2D4 M3D2 M3D3 M3D4 M2D1 M3D2 M3D4

L1-OPC 1390 1035 1230 1080 1010
L1-PPC 1290 1235 1680 1280 1210
L2-OPC 1385 1035 1230 1080 1010
L2-PPC 1285 1235 1680 1280 1210
L3-OPC 1365 1015 1230 1080 1010
L3-PPC 1265 1215 1680 1280 1210
L4-OPC 1365 1015 1445 1230 1090 1080 1095 1010 1010
L5-OPC 1360 965 1250 1100 1030
L5-PPC 1260 1165 1700 1300 1230
L6-OPC 1380 1125 1025 1460 1105 1110 1025
L6-PPC 1280 1575 1225 1360 1555 1310 1225
L7-OPC 1360 1115 985 1460 1240 1105 1090 1110 1020 1025
L7-PPC 1260 1565 1185 1360 1690 1555 1290 1310 1220 1225
L8-OPC 1425 1015 1510 1675 1230 1315 1190
L8-PPC 1325 1215 1410 1575 1680 1515 1640
L9-OPC 1075 1475 1115
L10-OPC 1075 1475 1115
L10-PPC 1525 1375 1315
L11-OPC 1405 1075 1005 1480 1120
L11-PPC 1305 1525 1205 1380 1320
L12-OPC 1365 1095 975 1415 1135 1095
L12-PPC 1265 1545 1175 1315 1585 1545
L13-OPC 1405 1075 990 1420 1490 1140 1130 1100
L13-PPC 1305 1525 1190 1320 1390 1590 1330 1550
L14-OPC 1065 1430 1485 1150 1125 1110
L14-PPC 1515 1330 1385 1600 1325 1560
L15-OPC 1065 1485 1125
L15-PPC 1515 1385 1325
L16-OPC 1060 1475 1115
L17-OPC 1355 1440 1160 1120
L17-PPC 1255 1340 1610 1570
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In Example 1, there are three OPC products P1, P2, P3 and the total quantities of
these three products required by all stockists put together are equal to 8450, 10100
and 10650 tonnes respectively (see the last row of Table 4.2). The sum of these
quantities is equal to 29200. The solution to the reduced problem will distribute this
total quantity to the three plants M1, M2 and M3. For the purpose of understanding,
assume that this distribution is as follows: M1 supplies 9000 tonnes, M2 supplies
13000 tonnes and M3 supplies 7200 tones. Now the question is how much of 9000
tonnes supplied by M1 is for P1, how much for P2 and how much it is for P3. Similar
questions for M2 and M3 need answers. These questions (decisions) can be answered
by solving a transportation problem. To see this, let yil denote the quantity of product
Pl supplied by plant Mi for all stockists put together, i = 1,2,3; l = 1,2,3. Then, we
must have ∑3

l=1 y1l = 9000, ∑3
l=1 y2l = 13000 and ∑3

l=1 y3l = 7200. Also, we must
have ∑3

i=1 yi1 = 8450, ∑3
i=1 yi2 = 10100 and ∑3

i=1 yi3 = 10650. This is nothing but a
simple transportation model [6]. The transportation table is shown in Fig. 4.7.

Demands 8450

M1

M2

M3P
la

nt
s

10100

OPC Products

P1 P2 P3

10650 29200

7200

13000

9000

Availabilites
y11

y21

y31

y12

y22

y32

y13

y23

y33

Fig. 4.7 Transportation model for plant loading

Recall that the product is defined as the combination of type of cement (OPC,
PPC), brand, grade and packing. In the actual problem, the company management
decided to consider only the variable cost of raw material for the type of the cement
(this is the reason for taking the manufacturing cost as a function of the cement type
only). The implication of this is that within a plant the costs of making different
products remains same. Under this situation, the above transportation problem will
have no objective function, and any feasible solution can be used for loading the
plants with different products.

Notice that there are two transportation problems that need to be solved – one for
OPC and the other for PPC. These two problems will have no binding or common
constraints as the plant capacity constraints which links the OPC and PPC produc-
tion capacities are taken care of while solving the reduced problem itself.

Thus, we see that the management’s decision making problem of production
planning and dispatch planning is solved as a two stage problem. In the first stage,
a reduced model of the problem is formulated and solved. Once the solution is ob-
tained, the solution is used to decide the loading of plants with different products.
This is the second stage problem and it is simple transportation problem without an
objective function. Combining the solutions of the two stages will provide optimal
decisions for the month.
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4.7 Past Data Analysis and Results

In this section we shall apply the models discussed above to the miniature Example 1
and then present the results of application to one instance of the real problem. Any
professional solver can be used to solve the instances of the problem. Here we will
show a method of solving the problems using LINGO, a professional solver (www.
lindo.com/products/lingo/). LINGO uses a powerful set-based language for model
building and solving. It also provides a good support to import input data from excel
and export output (results) to excel. The steps for model building are explained with
the help of Example 1.

4.7.1 Basic Objects and the LINGO Model for Example 1

The basic objects in our problem are: (i) Plants, (ii) SPOs, (iii) Transport Modes,
(iv) Stockists, (v) Cement Type, (vi) Brands, (vii) Grades and (viii) Packaging types.
The decision variables and the input data (capacities, costs) are functions of these
objects. To solve the problem, we first need to prepare the model file, supply the
inputs and then run the LINGO solver to get a solution. This file for problem of
Example 1 is shown in Exhibit 1. The file has three sections – a sets section, a data
section and a model section. The sets section is used for setting up the framework
of the problem in which the basic objects and some new objects are defined. These
new objects are called the derived sets in LINGO’s terminology. These definitions
are like variable declarations in a computer programme such as a c-program. The
data section is meant for passing the inputs and exporting the outputs. The objective
function and the constraints are presented in the model section. The details of the
model and solving the problem are given in the following paragraphs.

The file for LINGO model starts with the command “Model:” and ends with the
command “End”. The LINGO language is not case sensitive. Any comment can
be included between exclamatory symbol (!) and semicolon (;). In Exhibit 1 each
line is numbered in comment. This is done for the purpose of referencing. Thus,
the file starts with “Model:” command in Line 1 and ends with “END” command in
Line 289. Lines from 42 to 277 are not shown in the exhibit.

The sets section starts in Line 2 and ends in Line 13 with the commands “Sets:”
and “endsets”. Line 3 declares the ‘Plants’ object and states that ‘M1’, ‘M2’ and
‘M3’ are its elements. Note that S, T, MRoad and MRail are declared as the Plant
variables. This means that each of these variables is a three dimensional vector.
Recall that we used Si as the OPC production capacity of plant i in Formulation 1.
Since S is declared under “Plants”, we wish to use S(M1), S(M2) and S(M3) as
plant OPC production capacities of plants M1, M2 and M3 respectively. Note that
in data section (Line 33), we have set “S = 25000 25000 30000;.” This amounts to
setting S(M1) = 25000, S(M2) = 25000 and S(M3) = 30000 as inputs to the model.
Interpret T (M1), T (M2) and T (M3) in a similar fashion and observe their values in
Line 34. The variable MRoad is used for the transportation capacities of the plants.

www.lindo.com/products/lingo/
www.lindo.com/products/lingo/
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Exhibit 1: LINGO Model for the Problem
Model: ! Line 1;
sets: ! Line 2;
Plants/M1..M3/:S,T,MRoad,MRail; ! Defining plant objects; ! Line 3;
SPOs/D0..D4/:SRoad; !Defining SPO objective; ! Line 4;
TModes/RR TR/:; !Defining route objects; ! Line 5;
Stockists/L1..L17/:; !Defining Stockists; ! Line 6;
CTypes/OPC PPC/:; !Defining cement types; ! Line 7;
Brands/Br1..Br9/:; ! Defining brands.; ! Line 8;
Grades/G43 G53/:;! Defining grades; ! Line 9;
Packing/Paper HPDE/:;! Defining packing types; ! Line 10;
Options(Plants,SPOs,TModes,Stockists,CTypes,Brands,Grades,Packing):x, c; ! Line 11;
!Defining variables - x’s are decision variables and c’s are contributions; ! Line 12;
endsets ! Line 13;
! Maximize total contribution; ! Line 14;
max = @sum(Options:c*x); ! Line 15;
!Plant OPC Capacity constraints; ! Line 16;
@for(Plants(i):@sum(Options(i,j,u,l,m,b,g,k)| m # EQ# 1:x)<= S(i)); ! Line 17;
!Plant total Capacity constraints; ! Line 18;
@for(Plants(i):@sum(Options(i,j,u,l,m,b,g,k):x)<= T(i)); ! Line 19;
!Plant road transport capacity constraints; ! Line 20;
@for(Plants(i):@sum(Options(i,j,u,l,m,b,g,k)| u # EQ # 1:x)<= MRoad(i)); ! Line 21;
!Plant rail transport capacity constraints; ! Line 22;
@for(Plants(i):@sum(Options(i,j,u,l,m,b,g,k)| u # EQ # 2:x)<= MRail(i)); ! Line 23;
!SPO transport capacity constraints, ! Line 24;
D0 being direct supply no constraint for j=1; ! Line 25;
@for(SPOs(j):@sum(Options(i,j,u,l,m,b,g,k)| j# GT# 1:x)<= SRoad(j)); ! Line 26;
! Demand constraints; ! Line 27;
@for(PCs(l,m,b,g,k):@sum(Options(i,j,u,l,m,b,g,k):x) = q(l,m,b,g,k)); ! Line 28;
! New Plant constraint; ! Line 29;
@sum(Options(i,j,u,l,m,b,g,k)| i # EQ# 3 # AND# l # GE# 8:x) ! Line 30;
- @sum(Options(i,j,u,l,m,b,g,k)| i # EQ # 3:x)/2 >= 0; ! Line 31;
DATA: ! Line 32;
S = 25000 25000 30000; ! Line 33;
T = 40000 38000 40000; ! Line 34;
MRoad = 320000 35000 29000; ! Line 35;
MRail = 15000 13000 9000; ! Line 36;
SRoad = 29000 22000 27000 31000 28000; ! Line 37;
! There are 239 rows for options. Only a few are shown here.; ! Line 38;
Options = ! Line 39;
M1 D0 RR L1 OPC Br1 G43 Paper ! Line 40;
M1 D0 RR L1 PPC Br3 G43 HDPE ! Line 41;
.. .. .. .. .. .. ! ............. ;
.. .. .. .. .. .. ! ............. ;
.. .. .. .. .. .. ! ............. ;
M3 D4 TR L7 PPC Br7 G43 HDPE; ! Line 278;
! Importing contributions from the excel file named ‘Data.xlsx’ and range ! Line 279;
named ’Contribution’; ! Line 280;
c = @OLE(’C:\Path\Data.xlsx’, ’Contribution’); ! Line 281;
! Importing demands from the excel file named ‘Data.xlsx’ and range ! Line 282;
named ‘Demands’; ! Line 283;
q = @OLE(’C:\Path\Data.xlsx’, ’Demands’); ! Line 284;
! Exporting the solution to the range named ’Vol’ in ! Line 285;
Excel file named ’Data.xlsx’; ! Line 286;
@OLE(’C:\Path\Data.xlsx’, ’Vol’)=x; ! Line 287;
ENDDATA ! Line 288;
END ! Line 289;
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That is, MRaod(M1) is the maximum weight of the products that can shipped by
road from plant M1 during the entire month. Similarly, MRail(M3) is the maximum
weight of the products that can shipped by rail from plant M3 during the entire
month.

Line 4 defines SPOs with five elements D0 to D4 and declares SRoad as variable
of this type. In Example 1, there are only four SPOs, call them D1 to D4. The SPO
D0 is a dummy SPO. All direct supplies from plants to Stockists are imagined to be
supplies through this dummy (artificial) SPO. Each SPO has transport capacity and
since from SPO to the stockists the only transport is by road, SRoad is meant for
these transport capacities. That is, SRoad(D2) is the maximum weight of products
that can be shipped from SPO D2 in the entire month. Note that constraint in Line 26
states that transportation capacities of SPOs D1 to D4 cannot exceed the respective
SRoad(D1) to SRoad(D4) (in this D0 is not included).

TModes defined with elements RR and TR in Line 5 stands for transportation
modes. RR stands for ‘by road from plant to SPO and by road from SPO to stockist,’
and TR stands for ‘by rail from plant to SPO and by road from SPO to stockist.’

Line 6 defines the list of stockists as L1 to L17; Line 7 defines the type of cement
as CType; Line 8 defines the Brands as Br1 to Br9; Line 9 defines the Grades as
G43 and G53; Line 10 defines the Packing type as Paper and HDPE.

Line 11 defines the derived object ‘Options’ with arguments as Plants, SPOs,
TMode, Stockists, CTypes, Brands, Grades and Packing. Further, it says that x and
c are the variables of Options type. What this means is that x and c are 8-dimensional
arrays or you can think of them as functions of the objects Plants, SPOs, TModes,
Stockists, CTypes, Brands, Grades and Packing. In other words, we can talk about
objects like x(M1, D0, RR, L1, OPC, Br1, G43, Paper), x(M1, D0, RR, L1, PPC,
Br3, G43, HDPE), c(M1, D0, RR, L1, OPC, Br1, G43, Paper), c(M1, D0, RR, L1,
PPC, Br3, G43, HDPE), and so on. Here, x is used to define our decision variables,
and by x(M1, D0, RR, L1, OPC, Br1, G43, Paper) we mean that our decision is to
ship x(M1, D0, RR, L1, OPC, Br1, G43, Paper) tons of product (OPC, Br1, G43,
Paper) to stockist L1 from plant M1 directly (directly because of D0 and RR are
the values of the arguments for SPOs and TModes); and c(M1, D0, RR, L1, OPC,
Br1, G43, Paper) stands for the contribution for this shipment per ton of the product.
Observe that the two tuples (M1 D0 RR L1 OPC Br1 G43 Paper) and (M1 D0 RR
L1 PPC Br3 G43 HDPE) used as arguments of x and c above are listed as possible
options in Line 40 and Line 41 in Exhibit 1. Recall that there are 239 admissible
options like this (see Problem 4.6). Note that (M1, D2, RR, L1, OPC, Br1, G43,
Paper) is not an admissible option and hence this will not be listed in the lines
Line 40 to Line 278.

In the model section (Line 14 to Line 31), the objective function and the
constraints are specified. The objective function @sum(Options:c*x) in Line 15
stands for ∑ c(i,j,u,l,m,b,g,k)x(i,j,u,l,m,b,g,k) where summation is taken over all
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(i,j,u,l,m,b,g,k) listed in lines Line 40 to Line 278 of Exhibit 1. The statement
max=@sum(Options:c*x) in Line 15 states that the objective function is to
be maximized. Line 17 specifies the OPC capacities of plants. The function
@for(Plant(i):. . . ) stipulates the constraints for each plant. In the sum expres-
sion of this line, summation is taken over all options with m = 1 (this is achieved by
the expression m # EQ # 1). Note that m stand for CTypes and 1 for this stands for
OPC and 2 stands for PPC because the elements of CTypes are specified in the order
OPC PPC in Line 7. The other constraints are self explanatory and are accompanied
by comments. The terms ‘EQ’, ‘GE’ and ‘GT’ stand for ‘equal to’, ‘greater than or
equal to’ and ‘greater than’ respectively.

In the model of Exhibit 1, the new plant constraint is included (Line 30 and
Line 31) for the sake of completion. In this case, Plant M3 is taken as the new plant
and stockists L8 to L17 are the ones which are in the same state of M3 (see Fig. 4.2).

Data can be imported or exported from external files such as ascii or excel files.
Lines 281 and 284 import contribution (c) and demands (q) data in this fashion.
For doing this we must first of all create an excel file named ‘Data.xlsx’ and cre-
ate ranges named ‘Contribution’ and ‘Demands’ in the excel file. The statement in
Line 287 exports the values of x to the range named ‘Vol’ in ‘Data.xlsx’ file. The
number of cells in this range must be same as the number of values of variables
imported or exported.

Once the model file is prepared in LINGO, it is run using LINGO solver. LINGO
outputs the data and the solution and also passes on the solution to the excel file. It
is possible to view the selected portions of the output using LINGO options. Using
this, the nonzero values of x, the solution, are presented in Exhibit 2. The total
contribution of the optimal solution is Rs.117779000/-.

It has been observed that the sale prices have no role in maximizing the contribu-
tion. If we replace the objective function by ∑(i, j,k,l,u)( fi jku + vil)x(i, j,k, l,u) given
in (4.15) and minimize it, we should still get an optimal solution. If there are multi-
ple optimal solutions, then it is not necessary that we get the same optimal solutions
for the two objective functions. However, in this case it so happened that we got the
same optimal solution in both cases (see Problem 4.7).

4.7.2 Solution of the Reduced Problem for Example 1

In this subsection we shall solve the reduced problem of Example 1. For the reduced
case, the product combinations are reduced to cement type. For each stockist, the
demands are specified as total weights of OPC and PPC products. Table 4.5 presents
these weights. The coefficients of objective function are given in Table 4.6. The
options for this problem are specified as 5-tuples (Plant, SPO, TMode, Stockist,
CType). There are 173 options for this reduced problem (as opposed to 239 options
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Exhibit 2: Solution of Example 1 using LINGO Model

for the original problem). The LINGO model for the reduced problem is very similar
to the previous one and is given in Exhibit 3. The solution from LINGO is presented
in Exhibit 4.
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Exhibit 3: LINGO Model for the Reduced Problem
Model:
sets:
Plants/M1 M2 M3/:S,T,MRoad,MRail; ! Six Plants - 3 in AP and 3 in TN;
SPOs/D0 D1 D2 D3 D4/:SRoad; ! SPO is a stock point office (Depot).
For real problem, number of SPOs = 75. D0 stands for
Direct supply from plant;
CTypes/OPC PPC/:;! Number of cement types 2, OPC, PPC and SRC, but
SRC is not considered;
Stockists/L1..L17/:; ! Number of stockists 1000 per month out of 2500 base;
TModes/RR TR/:;! Number of transport modes is 3: road direct (RD), (road, road),
(rail(T), road(R));
PCs(Stockists,CTypes):q;
Routes(Plants,SPOs,TModes):;
! use the indices as i for plant, j for spo, u for TModes,
l for Stockists, m for CType, b for Brands, g for Grades, k for packing;
Options(Plants,SPOs,TModes,Stockists,CTypes):x,c;
endsets
! Minimize total contribution;
min = @sum(Options:c*x);
!Plant OPC Capacity constraints;
@for(Plants(i):@sum(Options(i,j,u,l,m)|m # EQ# 1:x)¡= S(i));
!Plant total Capacity constraints;
@for(Plants(i):@sum(Options(i,j,u,l,m):x)¡= T(i));
!Plant road transport capacity constraints;
@for(Plants(i):@sum(Options(i,j,u,l,m)|u # EQ# 1:x)¡= MRoad(i));
!Plant rail transport capacity constraints;
@for(Plants(i):@sum(Options(i,j,u,l,m)|u # EQ# 2:x)¡= MRail(i));
!SPO transport capacity constraints, D0 being direct supply no constraint for j=1;
@for(SPOs(j):@sum(Options(i,j,u,l,m)|j # GT# 1:x)¡= SRoad(j));
! Demand constraints;
@for(PCs(l,m):@sum(Options(i,j,u,l,m):x) = q(l,m));
! New Plant constraint;
@sum(Options(i,j,u,l,m)|i # EQ# 3 # AND# l # GE# 8:x)
- @sum(Options(i,j,u,l,m)|i # EQ# 3:x)/2 ¿= 0;
DATA:
! Stokist PC requirements;
PCs = @OLE(’C:\ path\ EgF2.xlsx’, ’PCs’);
Options = @OLE(’C:\ path\ EgF2.xlsx’, ’Options’);
c = @OLE(’C:\ path\ EgF2.xlsx’, ’Cost’);
q = @OLE(’C:\ path\ EgF2.xlsx’, ’Demands’);
S = 25000 25000 30000;
T = 40000 38000 40000;
MRoad = 320000 35000 29000;
MRail = 15000 13000 9000;
SRoad = 29000 22000 27000 31000 28000;
@OLE(’C:\ path\ EgF2.xlsx’, ’Vol’)=x;
ENDDATA
END
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Exhibit 4: Solution of the Reduced Problem

4.7.3 Application to the Real Problem

In order to study the impact of applying the optimization tool, one month’s past
data were collected for which the actual contribution was known. This involved
8743 orders comprising 47 product combinations from 1092 stockists with total
sales volume of 590101 tonnes. The total sales prise was Rs.263,18,50,460/- and
the contribution as per the actual distribution was Rs.868486641/-. The optimum
plant loading and distribution were obtained by solving the problem using the for-
mulations discussed in this chapter. The contribution increased to Rs.890476557/-.
Thus, there was a savings of Rs.21989916/-.

4.8 Decision Support System

Development of methodology was only one part of the project. The major task of
the project involved developing numerous codes for extracting the inputs from the
company’s database system, formatting the inputs to suit the OR solver and integrat-
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ing the solver with the company’s database system, developing codes for providing
outputs in various formats as per the company’s specifications. All this took about
6 months and the consultant was solely responsible for these tasks. A complete de-
cision support system was developed by the consultant and implemented it for the
company.

4.9 Summary

In this chapter we discussed a project from a process industry. The project is about
macro level planning of production and dispatches from various plants of the com-
pany. An important contribution to this project is the observation that it is possible to
achieve the company’s objective of maximizing contribution even without knowing
the fluctuating cement prices. At the first instance, the size of the problem appeared
formidable. The size is not a real issue in the light of the present day’s computing
power available and the fact that the underlying optimization problem is a linear
programming problem which can be solved very efficiently. Further, it is observed
that the size of the problem can be reduced drastically by using the special struc-
ture of the problem. This project has helped in building confidence in handling large
scale problems. This chapter also outlined some practical difficulties that arise in
dealing with projects like the ones mentioned in this chapter.

Problems

4.1. For the miniature version Example 1, develop a systematic way of determining
the number of decision variables and check that this number is 239 (hint: use the
data structure of Fig. 4.4). Enlist all possible 5-tuples (i, j,k, l,u) associated with
the decision variables.

4.2. In the real project, 47 of the 75 SPOs are connected to the six plants by rail.
Consider the graph with 53 nodes (each node is either a plant or an SPO with rail
connectivity). Join a plant-node and an SPO-node with an edge if there is a rail con-
nection between the corresponding plant and SPO. In the real project, the number
of edges in this graph is equal to 171. Compute the maximum number of possible
5-tuples (i, j,k, l,u) associated with the decision variables. State your assumption in
your computation.

4.3. Figure 4.3 presents the transportation network for Example 1. However the full
network for the problem should also include products. Perhaps one way of doing this
is as follows. Add a node for each product and connect these nodes with stockists
who require these products. Figure 4.8 shows how to do this for stockists L1 and
L2 and products P2, P3, P4, P6 required by them. When you extend Fig. 4.3 in this
fashion by including all six products you get the full network for Example 1. Take
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a big sheet of paper and draw the full network or alternatively do it on computer.
Compute the number of edges in this network. What will be the approximate number
of edges in the real project?

Fig. 4.8 Part of the network for Example 1 with products

4.4. For Example 1, using the data of Fig. 4.4, write a programme to compute fi jkus
for all permissible routes.

4.5. Consider the new variables x′(i, j,k, l,u,d) introduced in Sect. 4.4.2. Show that
the constraints with these new variables for the decision making problem of this
project will be same as the constraints of the problem stated in Sect. 4.3.7.

4.6. In Exhibit 3 on page 85, the complete list of options is not given. Using Fig. 4.4,
prepare this complete list, and for each item in your list compute the unit trans-
portation costs and the contributions (you have to use Fig. 4.4 and Table 4.4). Why
(M1,D2,RR,L1,OPC,Br1,G43,Paper) is not a possible option?

4.7. The variable costs for Example 1 are shown in Table 4.7. Using Fig. 4.4 and
Table 4.7, compute the objective coefficients fi jku + vil given in (4.15) and ver-
ify that the solution given in Exhibit 2 is an optimal solution for minimizing
problem in Formulation 1 for Example 1 with the objective function replaced by
∑(i, j,k,l,u)( fi jku + vil)x(i, j,k, l,u) (remember that the objective is to minimize this
objective function).

Table 4.7 Variable costs for Example 1

Cement Type M1 M2 M3
OPC 1300 1000 900
PPC 1200 1450 1100
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Chapter 5
Deckle Optimization in Paper Industry

Abstract This chapter deals with a case study on deckle optimization problem
encountered in paper and paperboard industries. The problem is crucial for the in-
dustry as it concerns huge financial implications. The decision making problems are
too complex to handle manually and software solutions are indispensable. Deckle
optimization problems are solved typically using the one-dimensional cutting stock
problem and travelling salesmen problem models. Intelligent modeling is essential
to solve the cutting stock problems arising in the context of deckle optimization.
With a brief introduction to the products and processes relevant to this case study,
the chapter presents various formulations to handle the challenges. Time and mate-
rial costs are two conflicting components of the deckle optimization problem. The
formulations proposed aid the user to explore the consequences of weighing these
two conflicting factors while choosing the strategy for optimal decision making.
The formulations and solutions are illustrated with examples and a practical in-
stance of the problem picked up from the past data. A software solution has been
developed for the client which uses excel as frontend as desired by the client.

5.1 Introduction

Paper industry is like a mine for applications of Operations Research (OR) and
Statistics. OR plays a crucial role in production planning. This project deals with
planning at the winder section of paper industry. The problem is that of planning
production of child reels from jumbo reels for a given run of production based on
customer orders. Trim losses and excessive production are critical parameters at this
stage of production. Any savings here are usually very substantial and paper indus-
tries invest huge money in procuring software for this planning. This project was
taken up at the request of a leading paper and paperboard manufacturing company
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which has production establishment at multiple locations. In fact, the company has
an expensive software solution for the problem at one of their establishments and
wants an economically viable solution for their establishments at other locations.

Fig. 5.1 Jumbo roll

The problem that we are going deal with in this chapter is known as deckle
optimization in paper/paperboard industry. It pertains to the Winder Section of pa-
per/paperboard manufacturing process [1] where the produced paper/paperboard in
the form of jumbo rolls (Fig. 5.1) is cut into smaller size rolls as per customer or-
ders. In this operation, a part of the jumbo rolls gets scrapped resulting in material
losses. If planned properly, the extent of scrap can be reduced and even marginal
savings will result in huge money, usually running into several lakhs of rupees. But
the planning is a very challenging problem and involves intensive calculations and
it is almost impossible to get the best solutions manually. Actually the problem
requires mathematical modelling and efficient solution procedures. Efficient pro-
fessional packages from big companies are available and they are generally very
expensive. The company for which this project was taken up has four manufactur-
ing units across India and has a professional deckle optimization package for one of
their manufacturing units. The cost of extending this package to their other units is
prohibitively large. Consequently, this project was taken up to provide an alternative
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solution to the problem. A software solution is developed with Microsoft Excel as
the frontend so that it is very user-friendly as the management staff is used to Excel
for most of their work.

The problem is a nice application of cutting stock and travelling salesman prob-
lems [3–7, 9, 10]. Finding the best solutions to these problems is hard. In this chap-
ter, we shall present the problem, different ways of solving it, the difficulties in
various approaches and an efficient solution for the practical problem at hand [2, 8].
The software solution developed as a part of this project acts as a decision support
system for the managers.

This chapter covers a detailed account of the process and the problem, mathe-
matical modeling of the problem, proposed algorithms for solving the problem, the
computational aspects and the results of applying the solutions to an instance of the
problem from the past data. The presentation of the work starts in Sect. 5.2 with an
introduction to the part of the manufacturing process relevant to this project. The
cutting stock problem, one of the two basic models used for formulating the prob-
lem, is presented and discussed in Sect. 5.3. In order to understand the application of
cutting stock problems to deckle optimization, one must understand the operations
at winder section and the subsequent operations in sheeter section and the various
calculations that go into the planning. These details are discussed in Sect. 5.4. The
cutting stock problem is the key to material savings at the winder section and is
discussed at length in Sect. 5.5. Different formulations are presented. This section
sets up the framework for solving the deckle optimization as an operations research
problem. The other important problem in deckle optimization pertains to reducing
production time after determining the cutting plans. This involves sequencing the
production activities and is formulated as a traveling salesman problem. This part
is presented in Sect. 5.6. A brief description of the complete solution to the deckle
optimization problem is presented at the end of this section. Section 5.7 provides
the summary of the project.

5.2 Products and the Process

This section briefly describes the products and the process concerned with this
project. This is to facilitate the understanding of the modeling and mathematical
formulations for solving the deckle optimization problem. The process pertains to
what is known as Finishing House in paper/paperboard industry.

5.2.1 Products

Typically customers place orders for paper or paperboard in two forms, namely,
sheets and reels. The orders for reels are referred to as reel orders and the orders
for sheets are referred to as sheet orders. The orders will specify the features of
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the product and the quantity required. Features of a product (paper or paperboard)
include grade, GSM (grams per square meter) and caliper (thickness of the paper or
paperboard usually specified in microns).

Reel Orders

The reel orders are packed in the form of reels and they are specified by the product
features, the dimension of the reel, and the weight of the quantity required. Reels
being cylindrical in shape, their dimensions are specified by two parameters – the
reel diameter and the width of the reel. As the paper or paperboard is wound on
a core pipe, the diameter of the core pipe is also specified. Thus, a typical reel
order will look like: 6837 kg of ABC grade with 230 GSM, 300μ caliper paperboard
in reels of dimension 95 cm diameter and 60 cm width wound on a 3-inch core
pipe (it is customary to use microns for caliper and inches for core diameter in the
paper/paperboard industry, at least in the company where this project was carried
out). On the basis of this information, the number of reels for a particular order
is calculated using GSM, caliper and the reel dimensions. The following formula
gives the weight M in kilograms of one reel with GSM g (through out this chapter,
‘weight’ will stand for ‘mass’ as it is customary to call mass as weight), caliper c μ ,
diameter D cm, width w cm, core diameter d inches

M =
π(D−2.54d)2wg

1,000c
. (5.1)

Sheet Orders

Sheet orders are specified by product features, the sheet dimensions and the quantity
by weight. In addition, there is one more specification for a sheet order. This speci-
fies the direction of the grain or the fiber direction in the sheet. To describe this, we
first need to introduce the direction in a roll. The direction in which a roll unfolds
(tangential direction to the circle of cylinder) is called the long way (this is also
referred to as machine direction (MD)) and the direction across the width of roll is
called the short way. If you view jumbo or master roll as a cylinder, the side along
the height of the cylinder is the short way and it is also called the cross direction
(CD). See Fig. 5.2. For a sheet (rectangular in shape), call the longer edge as length
and the shorter edge as its breadth. Each sheet order comes with direction specifi-
cation as one of the following: grain long way (GLW), grain short way (GSW) and
grain any way (GAW). If the specification is GLW, then the sheets should be cut
in such a way that the length of the sheet is in the long way; if the specification is
GSW, then the sheets should be cut in such a way that the length of the sheet is in
the short way; and if the specification is GAW, then the sheets can be cut in any way.
A typical sheet order will look like: 5000 kg of XYZ grade with 230 GSM, caliper
280 μ , sheet dimension 62.5× 86 cm, and the direction is GLW. For the purpose
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of this project, the width of a sheet order is defined as the dimension of the sheet
in the CD direction. Thus, width of a sheet order is equal to breadth of the sheet
if the specification is GLW, and is equal to length if the specification is GSW. For
sheet orders with specification GAW, width can be taken as length or breadth; both
options are open in this case.

Fig. 5.2 Jumbo roll with directions specified

The first step in producing sheets for sheet orders is that of producing reels of
suitable dimensions, and then convert them into sheets. Usually there is no restric-
tion on the diameter of these reels but the width of the child reel has to be a multiple
of the width of the sheet order plus the trim allowance.

5.2.2 Winder

We have just observed that irrespective of the type of orders, reel or sheet, the
jumbos are to be reduced to smaller size reels some of which go directly as reel
orders and the others will be processed to convert them into sheet orders. These
small size reels are termed as child reels. Child reels are produced from jumbo
reels (see Figs. 5.1 and 5.3) in the Winder section using a machine called winder.
Jumbo reels are much bigger in size (about 2 m in diameter and 3.8 m in width) com-
pared to child reels. Child reel diameters are usually around 1 m in diameter and the
width varies according to the customer requirements and the sheet sizes required.
Figure 5.3 shows the picture of a winder, a jumbo and child reels.

A winder is equipped with several knives which can be set at desired positions
across the width of the winder to produce the child reels of desired widths. The
winder unwinds the jumbo at the input end and rewinds the child reels at the other
end. Between these two ends are the knives doing their job of slitting the wide paper
or the paperboard. The winder unwinds the jumbo until the child reels attain their
required diameter. This phase is called a single run. In a single run, it is only possible
to produce child reels of the same diameter. Child reels produced in a single run is
called a set. Thus, all the child reels in a set will necessarily have the same diameter
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but may have different widths. Depending upon the size of the jumbo diameter, a
jumbo can produce more than one set. Normally, a jumbo will produce two sets and
occasionally the management may plan to produced three sets.

The number of knives on the winder depends on the make of the winder. Some
winders have seven knives, some have ten knives and so on. If k isthe number of

Fig. 5.3 Winder machine converts jumbo rolls to child reels

knives on a winder, then the maximum number of child reels that can be produced
in a single run is at most k− 1 (see Fig. 5.4). The knives may be repositioned after
a set is completed. Changing the knife positions is a time consuming activity and
minimizing this time is crucial and is an important optimization problem.

Child reel 1 C
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Child reel 4 Child reel 5 Child reel 6

Fig. 5.4 A winder with seven knives. This can cut at most six child reels in a single run. It is not
necessary to use all the knives in a run but minimum two knives should be used. To cut p child
reels p+1 knives are used, p = 1,2, . . . ,6
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5.2.3 Deckle

Consider a jumbo whose width is 324 cm. Due to unevenness of the edges of jumbo,
a small portion of the edges becomes unusable and is trimmed off. Usually it is 1 or
2 cm on either side. Assuming this to be 2 cm on both sides, the effective width of
the jumbo available for the child reels is 320 cm. Suppose 4 child reels are required,
two of them with width 80 cm and the other two of width 60 cm each. If these reels
are cut from the jumbo, then there is a trim loss of a reel whose width is 40 cm. Note
that the 4 cm mentioned above on the edges of jumbo is not considered as trim loss.
The 320 cm of the jumbo will be called the effective deckle width or simply deckle
width.

5.2.4 Sheeters

The operation of converting child reels into sheets is called sheeting. This oper-
ation is performed on a machine called sheeter. Sheeter to some extent is like a
winder. It is also equipped with knives but the knives are classified into longitudi-
nal and transversal knives. The longitudinal knives are positioned across the width
of the child reel which slit the child reel into subreels. The purpose of transver-
sal knife is to chop the unfolding reel into sheets. At the input end, a child reel is
mounted and the sheeter unwinds this child reel, if necessary by slitting the child reel
into subreels, and chops it periodically with the transversal knife to cut the reel into
sheets. It is important to understand the process of sheeting because it also plays
an important role in deckle optimization problem. This is best understood with the
help of an example. Suppose a customer requires 40000 sheets of size 60×90 cm.
To produce these sheets, child reels of 60 cm wide are used. When this child reel is
mounted on a sheeter, the sheeter unwinds the reel and chops the reel at every 90 cm
with the transversal knife, and the sheets (of dimension 60×90 cm) thus produced
are piled into pallets. Assume that each reel of diameter 1 m with 60 cm width yields
10000 sheets of dimension 60× 90 cm. Thus, to produce 40000 sheets mentioned
above, one needs four 60 cm child reels of diameter 1 m. This is the case with some
type of sheeters which do not use any longitudinal knives.

The sheeters which are equipped with longitudinal knives require trimming of
the child reels just like trimming jumbos at winder. In such sheeters usually there is
a 1 cm trim required at the two ends of a child reel. In this project we have two types
of sheeters. One type of sheeters have no longitudinal knives and they can only chop
the reel into sheets. On these sheeters there is no trim loss. These sheeters, limited in
number, are available with outside vendors and their quality of sheeting is generally
poor. The other type of sheeters are within the company and are equipped with
four longitudinal knifes. These are based on advanced technology and the quality of
sheeting is good. But certain trim loss is inevitable in these sheeters and the extent
of trim loss depends upon how they are utilized. Three ways of producing the 40000
sheets mentioned above is pictorially depicted in Fig. 5.5. In the first case only two
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longitudinal knives are used (part (a)); in the second case three longitudinal knives
are used (part (b)); and in the third case all the four longitudinal knives are used (part
(c)). The trim loss is same in all the three cases (2 cm) but this is in absolute terms.
If we compare the trim loss per sheet produced, then the relative losses are 2, 1 and
2/3 for (a), (b) and (c) respectively. Moreover, the productivity in case (c) is thrice
that of case (a), and the productivity in case (b) is twice that of case (a). To meet the
order requirement of 40000 sheets, we can take two child reels, one of width 62 cm
and one of width 182 cm, and cut them according to (a) and (c) respectively. The
other option is, use four child reels each of width 62 cm and cut them according
to part (a) to meet the order. Obviously, the former option is more effective and
economical. Therefore, the deckle optimization has to explore the utility of these
options for a given order.

60 cms 60 cms

182 cms

60 cms

Using 4 knivesc

60 cms 60 cms 60 cms

62 cms

Using 2 knivesa Using with 3 knivesb

122 cms

Fig. 5.5 Company’s sheeter with four longitudinal knives. Knives not touching the roll are disen-
tangled, and are not used in parts (a) and (b)

5.3 Cutting Stock Problem

Cutting stock model is one of the most widely applied OR model in real world
applications [3, 4, 6, 7, 9, 10]. This model is used in material optimization studies.
The cutting stock problem can be described best with the help of a simple example.
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Consider the paper rolls or cello tape rolls. What we see in shops are usually have
small widths. For example, we may find cello tapes of size 3, 4, 5, or 6 in. in width.
These are produced from 12-in. wide cello tape rolls. Imagine a customer has placed
an order as follows. Supply 3-in. tapes 200 numbers, 4-in. tapes 150 numbers, 5-in.
tapes 275 numbers, and 6-in. tapes 100 numbers. The words ‘roll’ and ‘tape’ are
used interchangeably. One optimization problem here is to find a way to supply
the order using minimum number of 12-in. rolls. Another problem is to minimize
the trim losses. When a 12-in. roll is cut into smaller widths, certain portion of the
master roll goes as scrap. This scrap is termed as trim loss (see the next subsection
for a clear definition of trim loss). This problem is known as one-dimensional cutting
stock problem. For ease of presentation, we shall refer this problem as cello tape
problem. This problem is only a subproblem of the deckle optimization as will be
seen later.

In this section we will see how this problem is formulated, what are local and
global optimal solutions, different formulations of solving this problem and some
solution procedures used for this project. See [7] for an elaborate discussion the
problem and connected literature.

5.3.1 Cutting Patterns

To meet the requirements in the cello tape problem, the 12-in. rolls, called the mas-
ter rolls, are to be cut into the required widths first. The master roll can be slit into
four 3-in. tapes, or it can be slit into three 4-in. tapes, or it can be slit into two 3-in.
tapes and one 6-in. tape, and so on. In this problem, there are four different widths
required, namely, 3, 4, 5 and 6 in. In a general problem, imagine rolls of k differ-
ent widths, say, w1,w2, . . . ,wk are required in quantities q1,q2, . . . ,qk respectively.
A cutting pattern for this problem is a k-dimensional integer vector (c1,c2, ,ck)
which specifies that cut c j pieces of width w j from a single master roll, j = 1,2, . . .k.
According to this notation, the three cutting patterns cited above for the cello tape
problem are (4,0,0,0), (0,3,0,0) and (2,0,0,1). The widths and quantities for this
problem are w1 = 3,w2 = 4,w3 = 5, and w4 = 6 and q1 = 200, q2 = 150, q3 = 275,
and q4 = 100. For a (c1,c2, . . . ,ck) to be a cutting pattern, the c js must satisfy the
condition that ∑k

j=1 w jc j is less than or equal to width of the master roll. Thus,
(1,1,1,1) is not a cutting pattern. Let C = {C1,C2, . . . ,CN} denote the set of all
cutting patterns. The number of cutting patterns is finite but grows exponentially
as the number of widths (k) and the width of the master roll, say W (for the cello
tape problem W = 12 in.), increase. For a cutting pattern (c1,c2, ,ck), the difference
W −∑k

j=1 w jc j is called the trim loss. Cutting patterns may be many but several of
them may be redundant. For example, patterns such as (1,0,0,0), (0,1,0,0), etc. are
redundant in the cello tape problem. The meaningful cutting patterns for the cello
tape problem are listed in Table 5.1.
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Table 5.1 Cutting patterns and plans for cello tape problem

Meaningful cutting patterns Cutting plans
ID Pattern Trim loss (inches) Plan 1 Plan 2
C1 (4, 0, 0, 0) 0 50 12
C2 (2, 1, 0, 0) 2 0 0
C3 (2, 0, 1, 0) 1 0 1
C4 (2, 0, 0, 1) 0 0 0
C5 (1, 1, 1, 0) 0 0 150
C6 (0, 3, 0, 0) 0 50 0
C7 (0, 1, 0, 1) 2 0 0
C8 (0, 0, 2, 0) 2 138 62
C9 (0, 0, 1, 1) 1 0 0
C10 (0, 0, 0, 2) 0 50 50

5.3.2 Cutting Plans

A solution to a cutting stock problem is the specification of cutting patterns along
with their frequencies. Consider the four widths of the cello tape problem. A typical
solution used by the shop floor managers is the following: cut 50 master rolls using
(4,0,0,0); cut 50 master rolls according to (0,3,0,0); cut 138 master rolls according
to (0,0,2,0); and cut 50 master rolls according to (0,0,0,2). Here 50, 50, 138 and 50
are the frequencies of the respective cutting patterns. This plan is shown as Plan 1 in
Table 5.1. The specification of cutting patterns along with the respective frequencies,
a solution to the cutting stock problem, is called a cutting plan. The cutting plan for
the cello tape problem just specified (Plan 1) uses 288 master rolls and has a trim
loss of 276 inches of roll. The cutting stock optimization problem seeks solution to
one or both of the following two problems:

• Find a cutting plan with smallest number of master rolls
• Find a cutting plan with minimum trim loss

The problem of finding best cutting plan can be modelled as a mathematical prob-
lem. A cutting plan obtained using a mathematical model is shown as Plan 2 in
Table 5.1. This plan uses 275 rolls and has much less trim loss (125 in. of roll)
compared to Plan 1.

5.3.3 Formulation of One-Dimensional Cutting Stock Problem

We first present the one-dimensional cutting stock problem mathematically. We use
the paper industry example of rolls of bigger size being reduced to smaller size to
present the mathematical model.
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One-Dimensional Cutting Stock Problem

We are given a positive real number W , called the width of the master roll, and
two k-dimensional real vectors w = (w1,w2, . . . ,wk) and q = (q1,q2, . . . ,qk) with
all wis positive and less than W , and all qis positive integers. A cutting pat-
tern is a k-dimensional nonnegative integer vector (c1,c2, . . . ,ck) which satisfies
∑k

i=1 wici ≤W . Say that cutting pattern (c1,c2, . . . ,ck) is redundant or dominated if
there exists another cutting pattern (c′1,c

′
2, . . . ,c

′
k) such that c′i ≥ ci for all i with strict

inequality for at least one i. Let U = {C1,C2, . . . ,CN} be the collection of all undomi-
nated cutting patterns (note that the cutting patterns are denoted using upper case let-
ter with subscripts (Cjs)). Let Cj = (c j1,c j2, . . . ,c jk), j = 1,2, . . . ,N, be jth cutting
pattern and let C be the N×k matrix whose jth row is Cj. Let u = (u1,u2, . . . ,uN) be
a nonnegative integer vector. Consider the functions f (u) = ∑N

j=1 u j and T L(u) =

∑N
j=1 u j(W −∑k

i=1 wic ji). The cutting stock problem with minimum number of mas-
ter rolls as the objective function is to find a u for the problem (5.2).

Minimize f (u)

subject to uC ≥ q,

u = (u1,u2, . . . ,uN) is a nonnegative integer vector.

(5.2)

The cutting stock problem with trim loss as the objective function is to find a u for
the problem (5.3).

Minimize T L(u)

subject to uC ≥ q,

u = (u1,u2, . . . ,uN) is a nonnegative integer vector.

(5.3)

The constraint uC ≥ q is imposed to ensure that the order quantities of small rolls
are met.

For the cello tape problem, W = 12, w = (3,4,5,6), q = (200,150,275,100)
and the rows of the matrix C are listed in Table 5.1. The trim loss objective func-
tion for this problem is T L(u) = 2(u2 + u7 + u8) + u3 + u9. A solution to prob-
lem (5.2) is u = (12,0,1,0,150,0,0,62,0,50). It uses 275 master rolls and has
a trim loss of 125 in. of roll. On the other hand, a solution to problem (5.3) is
u′ = (50,0,0,100,275,50,0,0,0,50). It has 0 trim loss but uses 525 master rolls.
Comparing the two solutions, it can be observed that minimizing trim loss has a
tendency to use more master rolls and hence result in exceeding the order quanti-
ties. It is possible to think of a via media solution (see Problem 5.3) but practical
problems have additional constraints to take care of this aspect.

5.3.4 Formulations for Finding Optimal Solutions

Any solution of cutting stock problem (5.2) or (5.3) will be called a global opti-
mum solution to the corresponding problem. To solve these problems, first of all
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one should have all the cutting patterns. Many cutting stock problems encoun-
tered in practice are big in size, that is, the number of cutting patterns in them
will be too large, and in most cases it is difficult to enlist all cutting patterns (see
Problem 5.2). It is possible to avoid listing all cutting patterns to solve the problem.
We shall present two methods which have been used in this project. One of them is a
heuristic and empirical experience shows that this method works well when applied
to instances of deckle optimization problem. The other method is a formulation that
asserts global optimal solution to problem (5.2). Both these methods do not require
the cutting patterns to be listed, rather they generate the cutting patterns required.
Furthermore, they accommodate an important constraint imposed by the number of
knives in cutting a role. That is, if p is the number of knives, then any cutting pat-
tern generated by these two methods will have at most p−1 rolls (child rolls in the
case of winder problem) cut. The problem and the two methods are presented below
using the problem at winder as example.

Winder Problem

Consider the problem of reducing jumbo into child reels of widths w1,w2, . . . ,wk

with the requirement qi child reels of width wi are needed. In addition, the following
assumptions are made:

Assumption 1. The diameter of all child reels is same.
Assumption 2. Deckle width of the jumbo is W .
Assumption 3. Number of knives on the winder is p.

Method 1 (Heuristic)

Step 0. Set q̄i = q and set j = 0.
Step 1. If q̄i = 0 for i = 1,2, . . . ,k, then go to Step 6.
Step 2. Solve the integer programming problem stated below.

Maximize
k

∑
i=1

wici

subject to
k

∑
i=1

wici ≤W,

k

∑
i=1

ci ≤ p−1,

ci = 0 for i such that q̄i = 0,

c1,c2, . . . ,ck are nonnegative integers.

(5.4)

Step 3. If ci = 0 for all i in the above problem, then go to Step 6.
Step 4. Set j ← j+1 and set Cj = (c1,c2, . . . ,ck).
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Step 5. Set q̄i ← q̄i −�λ�ci, where λ = min{ q̄i
ci

: ci > 0}. Go to Step 1.
Step 6. Set N = j and let C be the matrix with its rth row as Cr, r = 1,2, . . . ,N.
Step 7. Solve problem (5.2) with C and q.

The method above does the following. It starts with the requirement vector q, finds
cutting pattern (c1,c2, . . . ,ck) with least trim loss to cut child reels for the unfulfilled
widths, updates the requirement vector by removing as many child reels as possible
using cutting pattern (c1,c2, . . . ,ck), and records the cutting pattern as Cj. It repeats
the process of generating cutting patterns with the updated requirements until all
requirements are met. Using the cutting patterns Cjs generated in this process, prob-
lem (5.2) is solved. The constraint ∑k

i=1 ci ≤ p− 1 ensures that the cutting patterns
will take care of the restriction imposed by the number of knives.

Problem Instance 1

This method is implemented in Excel with a professional solver at the back end
to solve the integer programs stated in the method. An instance with order for 13
widths is shown in Fig. 5.6. The deckle width is 380 cm and the number of knives on
the winder is 10. The solution obtained is shown in Fig. 5.7. The solution produced
13 cutting patterns and used them to produce the child reels. The resulting trim loss
is 2.78 % which is below the benchmark of 4 %. The total number of master rolls
used is 45. It took less than 1 min to produce the solution.

Fig. 5.6 Screen shot of the Excel program. Shows the input screen for an instance of a deckle
optimization with requirement for child reels of 13 different widths to be produced from jumbos.
Deckle width for this problem is 380 cm and the number of knives on the winder is 10
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Problem Instance 2

Results of another instance of deckle optimization for 294 child reels with 17 differ-
ent widths are as follows: Solution produced 17 cutting patterns, trim loss 0.56 %,
total number of master rolls is 67, time taken is less than a minute. The deckle width
and number of knives are same as in the first instance, that is, 380 cm and 10 knives.
The input data for this problem are given in Table 5.2. It is observed that the number

Fig. 5.7 Solution to Problem Instance 1 with cutting patterns generated. Cutting patterns are shown
as rows against the Jumbo No. The solution u = (u1, . . . ,u13) is shown against the column heading
‘Solution.’ The numbers against the row titled ‘Status’ are the numbers of child reels in excess of
what is required for the respective widths

Table 5.2 Second instance of deckle optimization problem with requirement for 17 child reels

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
wi 136 100 74 56 51 61 50 40 64 121 73 95 109 116 77 62 114
qi 21 15 25 3 15 29 9 20 29 25 21 18 26 8 2 12 16

of cutting patterns produced by this method is close to the number of child reels
with different widths. In practice, it is desirable to have a control on the number of
distinct cutting patterns as changing from one cutting pattern to another affects pro-
ductivity. Method 2 described below uses a formulation that will control the number
of cutting patterns.

Method 2 (Formulation to Control Number of Cutting Patterns)

In the above method, cutting patterns were generated sequentially one at a time.
In Method 2, all the cutting patterns are generated in a single shot. The question
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is: how many cutting patterns should be generated? Two approaches are proposed
to address this problem. When the user specifies an upper limit on the number of
cutting patterns, say N, then formulate the problem with N cutting patterns and
explore if there is a feasible solution. But the problem with this approach is that if
N is such that there is no feasible solution, then the solver keeps searching for a
feasible solution and the process may continue for long. Instead it is better to use
the second approach which is described below.

It is easy to get an upper bound on the number of master rolls required to meet
the orders. One trivial upper bound can be taken as N = k+∑k

i=1�qi/λi�, where λi =
�W/wi� and �a� is the largest integer less than or equal to a. For Problem Instance 1,
this number is 62. Once this number is determined, then solve the problem (5.5).

Minimize
N

∑
j=1

u j

subject to
k

∑
i=1

wic ji ≤Wu j, j = 1,2, . . . ,N,

N

∑
j=1

c ji ≥ qi, i = 1,2, . . . ,k,

k

∑
i=1

c ji ≤ p−1,

c jis are nonnegative integers,

u j ∈ {0, 1}, j = 1,2, . . . ,N.

(5.5)

In this formulation, c jis and u js are the decision variables, all functions are linear
with integer restrictions on the variables, Cj =(c j1,c j2, . . . ,c jk) forms the jth cutting
pattern, and ∑N

j=1 u j is the total number of master rolls used. If u j = 0 for any j,
then the first set of constraints in (5.5) forces c ji = 0 for i = 1,2, . . . ,k. Therefore,
the cutting pattern Cj for which u j = 0 is useless and hence unused. It is possible
that some of the cutting patterns are replicated in the list of useful cutting patterns.
Theoretically, this formulation produces a global optimal solution (to minimize the
number of master rolls required to meet the order) but may take long time to produce
solutions as it is an integer programming problem with large number of variables.
However, if a lower bound constraint is imposed on the objective function, it has
been observed that the solutions are obtained very fast. One simple lower bound
for the objective function is �∑wiqi

W �, where W is the deckle width. Using this, a
satisfactory solution to (5.5) may be obtained in reasonable time. Before proceeding
further on Method 2, the aspects discussed in this paragraph are illustrated with the
help of Problem Instance 1 introduced earlier.

Taking N = 60, (5.5) is solved for Problem Instance 1. Using a professional
solver, a solution could not be reached even after five minutes of solver running
time. Using �∑wiqi

W �, the minimum number of master rolls required for the problem
is at least 42. Solving (5.5) with the additional constraint ∑N

j=1 u j ≥ 50, solution is
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obtained in a second. Running the solver after reducing the lower bound from 50 to
45, no solution could be found even after 3 min of solver running. When the solver
was aborted, it gave a message that a feasible solution was found with 46 master
rolls. Solver was run again with lower bound as 46, and the solution is flashed within
two seconds. Out of the 46 cutting patterns, three are replicated twice and two are
replicated thrice. Thus, there are 39 distinct cutting patterns in the solution. These
are shown in Table 5.3. Trim loss for this solution is 6.67 %. Recall that the solution
in Method 1 used 13 cutting patterns, 45 master rolls and the trim loss was 2.78 %.

Table 5.3 Distinct cutting patterns for Problem Instance 1

0000000000004 0000000000140 0000000012010 0000000020100 0000000021000
0000001001030 0000001020000 0000001102001 0000002010000 2000100000000
0000010000012 0000030000000 0000100000012 0000120000000 0000200000020
1002000000001 0001000020000 0001001000002 0004000100000 0010000010001
0010000010010 0011000000020 0011100100000 0012000000010 0012000001000
1011000000000 0020000000001 0020000000010 2001000000000 1001100001000
0103000100000 0110000001010 0200010000010 1000100000001
0000003000010 0020001000000 0020100000000 0000300000000 0013000000000
Note: In the last row, first 3 are replicated twice and last 2 are replicated thrice.

w = (127,82,131,78,110,120,101,59,139,65,100,66,85)

In deckle optimization problem it is very important to keep the number of cut-
ting patterns low. The above solution with 39 distinct cutting patterns will be quite
expensive. Even the solution obtained using Method 1 with 13 cutting patterns may
be difficult to accept. A solution with 8 cutting patterns, 46 master rolls and with a
trim loss of 2.42 % is presented in Fig. 5.8. This is quite appealing compared to the
previous two solutions. In fact, there is another solution with 9 cutting patterns, 45
master rolls and a trim loss of 2.52 %. Both these solution are obtained by intelligent
formulations. Method 1 as well as formulation (5.5) have no control on the number

Fig. 5.8 A solution to Problem Instance 1 with 8 cutting patterns, 46 master rolls and 2.42 %
trim loss
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of cutting patterns. The constraint ∑k
i=1 wic ji ≤Wu j in formulation (5.5) only insists

that the corresponding cutting pattern be used (u j = 1) or not used (u j = 0); it does
not provide for allowing the cutting pattern to be used more than once directly. How-
ever, formulation (5.5) has a tendency to pick up good cutting patterns as it tries to
minimize the number of master rolls. If we can somehow use these cutting patterns
to produce a solution to the problem by using only a few of them, then we can hope
to do better. The trick to do this is built in the following formulation.

Minimize
N

∑
j=1

v j

subject to
N

∑
j=1

u jc ji ≥ qi, i = 1,2, . . . ,k,

u j ≤ Nv j, j = 1,2, . . . ,N,

N

∑
j=1

u j ≤ N0,

N

∑
j=1

(W −
k

∑
i=1

wic ji)≤ T0,

u js are nonnegative integers,

v j ∈ {0, 1}, j = 1,2, . . . ,N.

(5.6)

In the formulation (5.6): the first constraint determines the number of rolls (u j) to
be cut according to cutting pattern Cj = (c j1, . . . ,c jk); the variables v js are intro-
duced so that ∑N

j=1 v j, the number of cutting patterns, can be minimized; the third

constraint ∑N
j=1 u j ≤ N0 ensures that the number of master rolls does not exceed

N0, where N0 is the desirable number of master rolls; the fourth constraint ensures
that the trim loss does not exceed the limit T0. As before, if v j = 0 for any j, then
u j = 0; on the other hand, if v j > 0, then u j, the number of master rolls to be cut
according to Cj, can be any nonnegative integer less than or equal to N (we do not
need this to be more than N in any case). It may be noted that all the functions in
this formulation are linear with integer restrictions on the variables.

Taking the 39 cutting patterns generated by (5.5) for the Problem Instance 1,
N0 = 46 and T0 = 1,000, the problem (5.6) is solved. The solver took less than two
seconds to flash the solution. The solution used 8 cutting patterns, 46 master rolls
and the trim loss T0 = 638 (3.65 %). The solver was run once again by changing
only T0 to 500. Again the solution was flashed within 2 s and the solution is what
is shown in Fig. 5.8. Next, the solver was run with N0 = 45 and T0 = 500. Solution
is obtained in 3 s and the solution used 45 master rolls and the trim loss was 432
(2.52 %). When the problem was run with N0 = 44 and T0 = 1,000, solver displayed
the message that there was no feasible solution. We shall now present Method 2.
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Steps for Method 2

Step 0. Get the inputs: deckle width W , width vector w = (w1, . . . ,wk), quantity
vector q = (q1, . . . ,qk), and the number of knives on the winder p.

Step 1. Compute the lower bound BL = �∑wiqi
W � and set N = k + ∑k

i=1�qi/λi�,
where λi = �W/wi�.

Step 2. Solve the problem (5.5) with the additional constraint ∑N
j=1 u j ≥ BL. If

the solver does not produce solution in reasonable time, step up the value of BL

and solve it again. Keep trying this until you get a satisfactory solution to the
problem.

Step 3. Drop the useless cutting patterns (those with c ji = 0 for all i) in the solu-
tion obtained in Step 2, redefine N to be the number of useful cutting patterns,
and relabel the useful cutting patterns as C1,C2, . . . ,CN . Using appropriate values
for N0 and T0, solve problem (5.6) and take the solution as the required solution.

5.4 Planning at Winder and Sheeters

In this section we shall take a closer look at the deckle optimization problem and
the process of planning. Planning starts with customer orders. Customer orders are
divided into groups so that the orders within each group have the same product
grade, GSM and caliper. Production planning of the orders is done separately for
each group. Therefore, this project is confined to planning of production of products
for a given group of orders. Henceforth, any reference to customer orders will only
mean that the orders belong to the same group, that is, they all have the same grade,
GSM and caliper. Within a group, there may be both reel and sheet orders, and
within reel orders the diameter specifications may differ. One group of orders taken
from the company’s past data are presented in Table 5.4. We shall use these orders
as an example to model the problem and analyze the results. The problem with these
data shall be referred to as sample problem. In the sample problem, we have six
sheet orders and 39 reel orders. Of the reel orders, the first 18 are with a diameter of
100 cm and the remaining 21 are with diameter 95 cm.

5.4.1 Production Restrictions

Planning starts with the requirement of child reels for a given group of orders.
Number of jumbos and their diameters are decided based on the requirements of
the child reels of the group. Normally, a jumbo will produce two sets; one of the
sets will be used to cut child reels of diameter r1 cm and the other set will be used
to cut child reels of diameter r2 cm, where r1 and r2 can be equal or different. Thus,
it is possible to choose the jumbo diameter for the sample problem so that both
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sets will be used to produce the child reels of same diameter (both 95 cm or both
100 cm), or one set will be used for producing child reels of 95 cm diameter and the
other set for producing child reels 100 cm diameter.

Table 5.4 Orders of the sample problem

Order ID Grade GSM Caliper Width Length Dia Order Grain core dia Quantity
(μ) (cm) (cm) (cm) type (in.) (kg)

001 ABC 230 294 72.0 100 Reel 3 1510
002 ABC 230 294 76.0 100 Reel 3 1594
003 ABC 230 294 80.0 100 Reel 3 1677
004 ABC 230 294 89.0 100 Reel 3 1866
005 ABC 230 294 67.0 100 Reel 3 7026
006 ABC 230 294 52.0 100 Reel 3 1090
007 ABC 230 294 51.5 100 Reel 3 4320
008 ABC 230 294 52.5 100 Reel 3 4404
009 ABC 230 294 90.0 100 Reel 3 1887
010 ABC 230 294 83.0 100 Reel 3 1740
011 ABC 230 294 73.0 100 Reel 3 1531
012 ABC 230 294 70.0 100 Reel 3 1468
013 ABC 230 294 83.0 100 Reel 3 1740
014 ABC 230 294 66.0 100 Reel 3 2768
015 ABC 230 294 48.0 100 Reel 3 1006
016 ABC 230 294 57.0 100 Reel 3 1195
017 ABC 230 294 66.0 100 Reel 3 5537
018 ABC 230 294 61.0 100 Reel 3 2558
019 ABC 230 294 49.0 95 Reel 3 5516
020 ABC 230 294 91.5 95 Reel 3 5151
021 ABC 230 294 89.0 95 Reel 3 6680
022 ABC 230 294 87.0 95 Reel 3 6530
023 ABC 230 294 84.0 95 Reel 3 7881
024 ABC 230 294 76.0 95 Reel 3 8556
025 ABC 230 294 74.0 95 Reel 3 6943
026 ABC 230 294 71.0 95 Reel 3 6661
027 ABC 230 294 68.0 95 Reel 3 11484
028 ABC 230 294 66.0 95 Reel 3 4954
029 ABC 230 294 61.0 95 Reel 3 10302
030 ABC 230 294 60.0 95 Reel 3 6755
031 ABC 230 294 59.0 95 Reel 3 7750
032 ABC 230 294 58.5 95 Reel 3 4391
033 ABC 230 294 57.0 95 Reel 3 7487
034 ABC 230 294 56.0 95 Reel 3 7355
035 ABC 230 294 55.0 95 Reel 3 6192
036 ABC 230 294 54.0 95 Reel 3 6079
037 ABC 230 294 53.0 95 Reel 3 5967
038 ABC 230 294 51.0 95 Reel 3 5742
039 ABC 230 294 50.0 95 Reel 3 5629
040 ABC 230 294 62.5 86.0 95 Sheet GLW 19938
041 ABC 230 294 43.5 63.5 95 Sheet GLW 20407
042 ABC 230 294 60.0 77.1 95 Sheet GLW 25896
043 ABC 230 294 69.1 101.5 95 Sheet GLW 31120
044 ABC 230 294 76.4 57.3 95 Sheet GSW 28673
045 ABC 230 294 79.4 59.3 95 Sheet GSW 31289
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Planning for Reel Orders

Winder planning (of cutting patterns and plans) of reel orders is done separately for
each diameter. This is because, it is not possible to cut child reels with different
diameters in a single run. However, sheet orders are mixed with reel orders to avoid
or reduce scrap (in paper industry scrap is called broke) and excessive production of
ordered quantities.

Child Reels for Sheet Orders

Different options are possible for producing child reels for sheet orders. This is ill-
ustrated with the help of the sample problem. There are three options for producing
the sheet order child reels in this case.

Option 1. Use jumbo sets only for sheet orders.
Option 2. Combine sheet order reels with 100 cm diameter child reels or with

95 cm diameter child reels but not both (this is preferred to avoid confusion and
better tracking).

Option 3. Allow sheet order child reels to have any of the two diameters.

Management prefers Option 2 to minimize wastage and to avoid confusion.
The quantity of each order ID is specified in kilograms. For production planning,

these quantities have to be converted into number of child reels. As far as the reel
orders are concerned, quantities are determined based on the reel diameter, GSM and
caliper. However, when it comes sheet order, one needs to weigh different options
to optimize.

Consider a sheet order with size w cm × l cm which is to be cut from a child
reel of width w cm. Let c be the caliper (in microns) and g be the GSM of this sheet
order. Let the quantity required be Q kg. The volume and weight of one sheet of this
order are equal to wlc×10−4 cm3 and wlg×10−7 kg respectively. Then, the volume
of the order quantity of Q kg in cubic centimeters is given by

V =
Q

wlg×10−7 ×wlc×10−4 = 103 ×Q×β , (5.7)

where β = c
g is the bulk density of the sheet.

Let the diameter be D cm, and let the corresponding core diameter be d inches.
Then the volume in cubic centimeters of one reel is given by

v1 = π(D−2.54d)2w cm3 (5.8)

Therefore, the number of reels required to meet the order quantity is equal to V
v1

.

The formula for V
v1

is given by
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V
v1

=
1,000Qβ

π(D−2.54d)2w
(5.9)

If V
v1

is not an integer, then there is an integer h such that h ≤ V
v1

< h+1. Hence, the
number of reels to be produced for the sheet order is either h or h+ 1. Producing
h+ 1 reels will result in excess production. On the other hand, producing h reels
will result in shortages. For sheet order ID 045 of the sample problem with required
order quantity of 7797 kg, V

v1
= 20.93 for reel diameter 95 cm, and V

v1
= 18.72 for

reel diameter 100 cm. Therefore, of the two diameters, 95 cm reels may be preferred
for the order 045.

One of the production constraints is, when sheet orders are clubbed with reel or-
ders in a single run, the child reels produced for sheet orders in that run should have
the same diameter as the diameter of the reel orders of that run. It is possible that for
the same grade, there could be reel orders with different diameters as in the case of
sample problem. In that case, we can mix the sheet orders with either one or more
of such diameters as mentioned in the options above. One has to explore through
OR modeling which way of mixing will yield better solution (see Problem 5.6).

Role of Sheeters in Planning

Sheeters play a significant role on the cutting stock problem at the winder. To under-
stand this, consider the following example. Suppose we want to produce the sheets
for order ID 045 of the sample problem using the child reels with diameter 95 cm.
Because these sheets are direction oriented (GSW, see Table 5.4), the width of the
child reels for this order must be 79.4 cm plus the cutting allowance. The cutting
allowance depends upon the type of sheeter used and the planning (see Sect. 5.2.4).
For simplicity, we shall assume that only company sheeters are used. Then the cut-
ting allowance will be 2 cm (see Fig. 5.4) but there is an option of choosing child
reel widths from one or more of 81.4 cm (= 79.4+ 2), 160.8 cm (= 2× 79.4+ 2)
and 240.2 cm (= 3×79.4+2). To minimize waste, we should use a combination of
these three options. Recall that the number of 95 cm diameter child reels required
for order 045 is 21. Cut x1 child reels with width 81.4 cm, x2 child reels with width
160.8 cm and x3 child reels with width 240.2 cm so that x1 +2x2 +3x3 is at least 21
and should be as close to 21 as possible. An optimal solution to this is x1 = x2 = 0
and x3 = 7 and this will waste a cutting allowance of 14 cm. One can meet the order
045 by using 21 child reels of width 81.4 cm, but in that case one would be wasting a
cutting allowance of 42 cm. Moreover, productivity is very slow in this and this will
also result in high underutilization of sheeter capacity. When we try to minimize the
cutting allowance, this will automatically force the optimal solutions to pick options
which will utilize sheeter in an optimal way.
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5.4.2 Pooling Orders to Suit Reel Diameters

Normally company receives a number of orders from the customers. Not all orders
are picked for production. Priority will be given to those sheet orders whose quan-
tities closely match with the quantities of reel orders. For example, if a sheet order
requires a quantity which will be equal to quantity of 2.5 child reels of a reel order,
then this will result in excessive waste. In such case, customers are negotiated to
increase the order quantity to that of three reels quantity or decrease to quantity of
two reels quantity. Also, there is an understanding with the customers that the actual
quantity supplied may be at variance by 10 % of the ordered quantity. It is custom-
ary to plan the production using quantities (weight in kg) rather than the numbers
(of child reels).

Summarizing this section, the deckle optimization problem should plan the cut-
ting patterns and cutting plans at winder. Planning should be done in such a way
that all the orders are met. A variation of 10 % of order quantity is allowed for each
order in planning. Priority is given to minimizing trim losses and excess production.
The number of cutting patterns should be controlled so that the time of knife setting
is minimized.

5.5 Formulations of the Deckle Optimization Problem

The deckle optimization problem is solved in two stages. In the first stage, the cut-
ting stock problem of the winder is solved. Once a solution to the cutting stock prob-
lem is obtained, the sequencing of cutting patterns is determined using the traveling
salesman problem formulation to minimize the number of knives setting changes.
When the number of diameters is more than one among the reel orders, there are dif-
ferent options for considering the deckle optimization problem. We shall illustrate
this with the help of the sample problem. In the process we see different formula-
tions for the deckle optimization problem.

5.5.1 Different Options

In the sample problem, reel orders have two different diameters – 95 and 100 cm.
We shall consider four different ways of planning the orders of the sample problem
with data in Table 5.4. These are listed below.

1. Mixing sheet orders with reel orders of 95 cm diameter.
2. Mixing sheet orders with reel orders of 100 cm diameter.
3. Mixing sheet orders with reel orders of both diameters.
4. Separate planning for sheet orders.
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Before proceeding further, we need the reel weights and the number of reels for
each order of the sample problem. These are computed from the data in Table 5.4
and Eqs. (5.1) and (5.9) and presented in Table 5.5.

Table 5.5 Number of reels and reel weights for orders

Orders with Orders with
100 cm diameter 95 cm diameter Sheet orders

ID Width NR RW ID Width NR RW
When clubbed with 100 cm diameter

001 72.0 1 1510.15 019 49.0 6 919.50 Order ID Width NR RM
002 76.0 1 1594.04 020 91.5 3 1717.02 040 62.5 15 1310.89
003 80.0 1 1677.94 021 89.0 4 1670.11 041 43.5 22 912.38
004 89.0 1 1866.71 022 87.0 4 1632.58 042 60.0 20 1258.45
005 67.0 5 1405.27 023 84.0 5 1576.28 043 69.1 21 1449.32
006 52.0 1 1090.66 024 76.0 6 1426.16 044 76.4 18 1602.43
007 51.5 4 1080.17 025 74.0 5 1388.63 045 79.4 19 1665.35
008 52.5 4 1101.15 026 71.0 5 1332.33
009 90.0 1 1887.68 027 68.0 9 1276.04
010 83.0 1 1740.86 028 66.0 4 1238.51 When clubbed with 95 cm diameter
011 73.0 1 1531.12 029 61.0 9 1144.68 Order ID Width NR RM
012 70.0 1 1468.20 030 60.0 6 1125.92 040 62.5 17 1172.83
013 83.0 1 1740.86 031 59.0 7 1107.15 041 43.5 25 816.29
014 66.0 2 1384.30 032 58.5 4 1097.77 042 60.0 23 1125.92
015 48.0 1 1006.76 033 57.0 7 1069.62 043 69.1 24 1296.68
016 57.0 1 1195.53 034 56.0 7 1050.85 044 76.4 20 1433.67
017 66.0 4 1384.30 035 55.0 6 1032.09 045 79.4 21 1489.96
018 61.0 2 1279.43 036 54.0 6 1013.32

037 53.0 6 994.56
038 51.0 6 957.03
039 50.0 6 938.26

NR Number of reels; RW Reel weight in kilograms

5.5.2 Model for Sheet Orders with 95 cm Diameter

Under this model, child reels for sheet orders and reel orders of 95 cm diameter are
produced from master rolls of 95 cm diameter. From Table 5.4, we see that there are
21 reel orders with diameter 95 cm and six sheet orders. Thus, we have a total of 27
widths and the width vector w has 27 coordinates. The ith coordinate of w, wi, is the
width of order ID 18+ i, i = 1,2, . . . ,27. For example, w1 is the width of the reel of
order ID 019, w2 is width of reel order ID 020, w22 is width of sheet order ID 040,
and so on. There may be a confusion with widths of the sheet orders. Take order ID
044 or 045. In Table 5.5, w26 is taken as 76.4 cm and that w27 is taken as 79.4 cm.
From the dimensions of sheets of these two orders, 76.4 and 79.4 should be their
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lengths (see Table 5.5). But as these two orders are of GSW type, the lengths will
go as widths of the child reels. Let qi denote the number of reels required for width
wi, i = 1,2, . . . ,27, and let q = (q1, . . . ,q27).

For simplicity, we shall formulate the problem under the assumption that only
company sheeters are used. The general case is a simple extension of this. Note
that wi and qi for i = 22,23, . . . ,27, correspond to sheet orders. For each of these
orders, there are three ways of cutting the child reels (see the discussion on role
of sheeters on page 111) using widths wi + 2, w′

i = 2wi + 2 and w′′
i = 3wi + 2. For

i = 22,23, . . . ,27, let w̄i = wi +2, w̄′
i = 2wi +2 and w̄′′

i = 3wi +2. If the decision is
to cut ci reels of width w̄i, c′i reels of width w̄′

i and c′′i reels of width w̄′′
i , then the total

number of child reels cut for this order is equal to ci+2c′i+3c′′i . Thus, taking sheeter
facilities into account, we have introduced three widths w̄i = wi + 2, w̄′

i = 2wi + 2
and w̄′′

i = 3wi +2 for each sheet order i = 22,23, . . . ,27.
We are now ready for formulating the problem. We shall use Method 2 for this

formulation. In this approach, we first generate the cutting patterns using formu-
lation (5.5) and then, choose the best solution from among them. For the sample
problem, taking the sheeter facilities into account, there are k = 39(= 21+ 6× 3)
widths in each cutting pattern. The first 21 of these, w1,w2, . . . ,w21, correspond to
the reel orders with IDs 18+ i, i = 1,2, . . . ,21, and the remaining correspond to
sheet orders with the widths w̄i = wi + 2, w̄′

i = 2wi + 2 and w̄′′
i = 3wi + 2 meant

for sheet order ID 18+ i, i = 22,23, . . . ,27. Therefore, a cutting pattern here has
to specify a nonnegative integer for each of the 39 widths. Let the cutting pattern
be defined by ci for width wi for i = 1,2, . . . ,21, and ci,c′i,c′′i for widths w̄i, w̄′

i, w̄′′
i

respectively, i = 22,23, . . . ,27. Since there will be more than one cutting pattern,
denote the jth cutting pattern by Cj. The width vector and the jth cutting pattern
vectors are given below.

w = (w1,w2, . . . ,w21, w̄22, w̄
′
22, w̄

′′
22, w̄23, w̄

′
23, w̄

′′
23, . . . , w̄27, w̄

′
27, w̄

′′
27)

Cj = (c j1,c j2, . . . ,c j21,c j22,c
′
j22,c

′′
j22,c j23,c

′
j23,c

′′
j23, . . . ,c j27,c

′
j27,c

′′
j27)

For the sample problem, the number of knives p = 10 and deckle width W = 380.
Formulation (5.5) for the sample problem is given in (5.10).

Using the formulae of Step 1 of Method 2, we need a minimum of 43 master rolls
and a maximum of 61 rolls. Solving the problem with BL = 43 and N = 61, a feasible
solution was found after 102 s of solver running time with an objective value of 45
(master rolls). Beyond this there was no reduction in the objective function even
after 5 min of solver running time. The solver was aborted after 5 min. The solver
was run once more by increasing BL to 45. In this case, a feasible solution was
found in the ninth second and the optimal solution was found in 36 s. The solution
is summarized in Table 5.6. We now proceed to Step 3 of Method 2.

In Step 3 of Method 2, problem (5.6) is solved using cutting patterns generated by
problem (5.5). In this formulation, one constraint puts an upper limit on the number
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of master rolls to be used and one constraint puts an upper limit on the trim loss. To
start with, we drop both these constraints and solve the problem to find the minimum
number of cutting patterns. The problem after dropping the two constraints is given

Minimize
N

∑
j=1

u j

subject to

21

∑
i=1

wic ji +
27

∑
i=22

(w̄ic ji + w̄′
ic
′
ji + w̄′′

i c′′ji)

≤Wu j, j = 1,2, . . . ,N,

N

∑
j=1

c ji ≥ qi, i = 1,2, . . . ,21,

N

∑
i=1

(c ji +2c′ji +3c′′ji)≥ qi, i = 22, . . . ,27,

21

∑
i=1

c ji +
27

∑
i=22

(c ji + c′ji + c′′ji)≤ p−1,

N

∑
j=1

u j ≥ BL

c jis, c′jis, c′′jis are nonnegative integers,

u j ∈ {0, 1}, j = 1,2, . . . ,N.

(5.10)

in (5.11). The cutting patterns Cj used in this formulation are the ones generated
from solution of (5.10). The decision variables are v js and x js, where x j is the num-
ber of master rolls cut according to Cj.

Solving the above problem, the solution has 11 cutting patterns but uses 70 mas-
ter rolls. Since it is possible to meet the required orders with 45 master rolls, prob-
lem (5.11) was solved with the additional constraint that number of master rolls
should be less than or equal to 45 (∑N

j=1 x j ≤ 45). It took 81 s to solve this prob-
lem and the resulting solution used 32 cutting patterns and had a trim loss of 3.7 %.
To reduce the number of cutting patterns, problem (5.11) was solved by increas-
ing the upper limit on ∑N

j=1 x j from 45 to 50. The resulting solution had 16 cutting
pattern and had a trim loss of 5.7 %.
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Table 5.6 Cutting patterns obtained from the optimal solution of problem (5.10)

No. of
Sno Cutting patterns (39 coordinates for 39 wis) cuts

1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3
2 0 0 0 0 0 0 0 0 0 0 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
3 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 4
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 4
5 3 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7
6 0 0 0 0 0 0 0 1 0 0 4 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
7 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7
8 0 2 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5
9 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 5
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 5
12 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 6
13 0 0 0 0 0 0 0 0 3 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 4 0 0 5
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
16 1 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 3
18 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3
19 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 5
20 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 6
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
23 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 5
24 1 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3
26 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 3 0 0 0 0 0 5
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 0 0 0 6
30 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 5
31 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 6
32 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 5
33 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 5
34 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4
35 0 0 0 0 0 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 6
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 5
38 0 0 0 0 0 2 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 4
40 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 5
41 0 0 3 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4
42 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3
43 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 4
44 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 6



5.5 Formulations of the Deckle Optimization Problem 117

Minimize
45

∑
j=1

v j

subject to
45

∑
j=1

x jc ji ≥ qi, i = 1,2, . . . ,21,

45

∑
i=1

x j(c ji +2c′ji +3c′′ji)≥ qi, i = 22, . . . ,27,

x j ≤ 45v j, j = 1,2, . . . ,45,

x js are nonnegative integers,

v j ∈ {0, 1}, j = 1,2, . . . ,45.

(5.11)

Another way to solve the problem is to minimize the number of master rolls with
a bound on the number of cutting patterns. The formulation for this problem with
MCP as the maximum number of cutting patterns is given by

Minimize
45

∑
j=1

x j

subject to
45

∑
j=1

x jc ji ≥ qi, i = 1,2, . . . ,21,

45

∑
i=1

x j(c ji +2c′ji +3c′′ji)≥ qi, i = 22, . . . ,27,

x j ≤ 45v j, j = 1,2, . . . ,45,
45

∑
j=1

v j ≤ MCP

x js are nonnegative integers,

v j ∈ {0, 1}, j = 1,2, . . . ,45.

(5.12)

A solution to the above problem with MCP= 13 uses 53 master rolls. As the number
of cutting patterns is reduced, there will be an increase in the number of master rolls
used. One can prepare a table of solutions with different alternatives. Using such
a table, the manager can decide which one will be more preferable. Table 5.7 is
obtained by solving problem (5.12) for different values of MCP. In all the solutions
listed in Table 5.7 the number of cutting patterns turned out to be equal to MCP.

5.5.3 Model for Sheet Orders with 100 cm Diameter

In this case, sheet orders are mixed with reel orders of 100 cm diameter. Problem
is solved in the same way as it was done for the previous case with reel orders of
95 cm diameter. While minimizing the number of master rolls, a lower bound of 28
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Table 5.7 Summary of results of different solutions to problem (5.12)

Master rolls Trim loss Solver
MCP Number Weight Excess (%) Width Weight Percentage time

11 61 434369 44 713 13378 4.44 1
12 56 398765 32 1124 21096 7.00 2
13 53 377402 25 952 17870 5.93 1
14 52 370282 23 994 18656 6.19 3
15 51 363161 21 865 16234 5.39 7
16 49 348919 16 830 15579 5.17 3
17 49 348919 16 830 15579 5.17 5
18 49 348919 16 830 15579 5.17 19
19 48 341798 13 931 17472 5.80 16
20 48 341798 13 893 16754 5.56 47
21 48 341798 13 674 12653 4.20 93
22 47 334678 11 687 12888 4.28 28
23 47 334678 11 729 13685 4.54 37
23 47 334678 11 729 13685 4.54 37
28 46 327557 9 747 14014 4.65 69
32 45 320436 6 593 11141 3.70 168

Note: MCP is the maximum number of cutting patterns allowed in (5.12) and all the solutions
attained this limit. Units of width is cm, weight is kg, and time is seconds.

Total weight of all child reels required, 301338 kg, is taken as the basis for
computation of trim loss and excess percentages

master rolls was observed but the best solution observed was 30 master rolls. The
solver was aborted when it could not reduce the objective function below 30 even
after 5 min of running time. When the problem was solved to minimize the number
of cutting patterns with 29 as the upper bound on the number of master rolls, the
solver displayed the message that the problem was infeasible. Different solutions
for mixing sheet orders with reel orders of 100 cm diameter are summarized in
Table 5.8.

Table 5.8 Results of mixing sheet orders with reel orders of 100 cm diameter

Master rolls Trim loss Solver
MCP Number Weight Excess (%) Width Weight Percentage time

12 36 286928 30 842 17656 8.00 1
14 34 270987 23 793 16643 7.54 2
16 32 255047 16 612 12830 5.81 4
17 31 247077 12 555 11645 5.27 2
18 30 239106 8 474 9946 4.51 1

Note: MCP is the maximum number of cutting patterns allowed in (5.12) and all the solutions
attained this limit. Units of width is cm, weight is kg, and time is seconds.

Total weight of all child reels required, 220772 kg, is taken as the basis for
computation of trim loss and excess percentages
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5.5.4 Model for Sheet Orders Mixed with Both Diameters

In this case, we distribute the sheet orders among the reel orders of both diameters.
To model this, we introduce two sets of cutting patterns. Model is presented for the
sample problem. General case can be built along similar lines.

For the 95 cm diameter reel orders, there are 21 widths, and for 100 cm diameter
reel orders there are 18 widths. For sheet orders there are six widths. In the new
formulation for the problem of mixing sheet orders with reel orders of both diam-
eters, we shall use the index i as follows: i = 1,2, . . . ,18 will stand for reel orders
of 100 cm diameter with IDs from 001 to 018; i = 19,20, . . . ,39 will stand for reel
orders of 95 cm diameter with IDs from 019 to 039, and i = 40,41, . . . ,45 will stand
for sheet orders with IDs 040–045. Keeping the sheeter facilities in mind, for each
sheet order, we define the sheet order widths w̄i, w̄′

i, w̄′′
i as before but noting that the

index i now will run from 40 to 45.
Let c ji, i = 19,20, . . . ,39 and c ji, c′ji,c′′ji, i = 40, . . . ,45 be the variables de-

fined for the reel and sheet orders with 95 cm diameter reels like in problem (5.10).
Similarly, define variables b ji, i = 1,2, . . . ,18 and b ji, b′ji,b′′ji, i = 40, . . . ,45 for
the reel and sheet orders with 100 cm diameter. Note that the variables b ji,b′ji,b′′ji
for i = 40, . . . ,45 correspond to sheet orders. Consider the first sheet order corre-
sponding to i = 40 (with ID 040 in Table 5.4). Then, the number of reels produced
for sheet order i will be equivalent to ∑ j(c ji + 2c′ji + 3c′′ji) reels of width wi with
diameter 95 cm, plus ∑ j(b ji+2b′ji+3b′′ji) reels of order i with width wi and 100 cm
diameter.

There is one difficulty in mixing the sheet order with both diameters. For any
sheet order, the number of sheets that can be obtained from a child reel is not same
for 95 cm diameter rolls and 100 cm diameter rolls. To overcome this problem,
we use the weight of the child reels as the requirement. Recall that the orders are
specified by the customers in terms of weight which we converted to number of
child reels for a specified diameter. From Table 5.5, for order ID 040, weight of one
child reel of diameter 95 cm is 1172.83 kg and weight of one child reel of diameter
100 cm is 1310.89 kg. As per the decision variables, the weight of the sheet order
i = 40 (that is, order ID 040) produced is equal to 1,172.83∑ j(c ji + 2c′ji + 3c′′ji)+
1,310.89∑ j(b ji + 2b′ji + 3b′′ji), and this should be at least the required quantity of
19938 kg (see Table 5.4). In this formulation, Qi, i = 40,41, . . . ,45, will stand for
the order quantity of sheet order i.

There will be two sets of cutting patterns in the new formulation, each set hav-
ing a maximum of N cutting patterns. One of these sets is meant for reels of
diameter 100 cm and these cutting patterns use the variables b ji, i = 1, . . . ,18,
b ji, b′ji, b′′ji, i = 40, . . . ,45 with j running from 1 to N. The other set of cutting
patterns is meant for reels with diameter 95 cm, and these cutting patterns use the
variables c ji, i = 19, . . . ,45, c′ji, c′′ji, i = 40, . . . ,45 with j running from N+1 to 2N,
where N is large enough to allow feasibility. The complete formulation is shown
in (5.13). Based on solutions to the previous problems, the lower bound BL can be
taken as 75 (= 45+30) to start with.
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Minimize
2N

∑
j=1

u j

subject to
18

∑
i=1

wib ji +
45

∑
i=40

(w̄ib ji + w̄′
ib

′
ji + w̄′′

i b′′ji)

≤Wu j, j = 1,2, . . . ,N,

39

∑
i=19

wic ji +
45

∑
i=40

(w̄ic ji + w̄′
ic
′
ji + w̄′′

i c′′ji)

≤Wu j, j = N +1,2, . . . ,2N,

N

∑
j=1

b ji ≥ qi, i = 1,2, . . . ,18,

2N

∑
j=N+1

c ji ≥ qi, i = 19,20, . . . ,39,

1,310.89
N

∑
j=1

(b ji +2b′ji +3b′′ji)

+1,172.83
2N

∑
j=N+1

(c ji +2c′ji +3c′′ji)

≥ Qi, i = 40,41, . . . ,45,
18

∑
i=1

b ji +
46

∑
i=40

(b ji +b′ji +b′′ji)≤ p−1,

39

∑
i=19

c ji +
46

∑
i=40

(c ji + c′ji + c′′ji)≤ p−1,

2N

∑
j=1

u j ≥ BL

c jis, c′jis, c′′jis are nonnegative integers,

b jis, b′jis, b′′jis are nonnegative integers,

u j ∈ {0, 1}, j = 1,2, . . . ,N.

(5.13)

Using the variables cs and bs defined above, we can formulate the problem of
producing required child reels as in problem (5.10) to minimize the master rolls as
stated in the formulation (5.13). However, as the master rolls are of two different
diameters, the right objective function would be to minimize the overall weight of
the master rolls. This function is M95 ∑N

j=1 u j +M100 ∑2N
j=N+1 u j, where MD is the

weight of one master roll of diameter D cm, D = 95, 100. For the sample problem,
M95 = 7,130.8 kg and M100 = 7,970.29 kg. The results for problem (5.13) with
different objective functions are as follows.
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• When the objective function is taken as the number of master rolls, the solution
used 63 master rolls (22 of diameter 95 cm and 41 of diameter 100 cm) with a
total weight of 450,859 kg.

• When the objective function is changed to minimizing the number of cutting
patterns, the solution used 393 master rolls (168 of diameter 95 cm and 225
of diameter 100 cm) with the number of cutting patterns 24 (obviously, in the
process of minimizing the number of cutting patterns, the material consumption
is increasing).

• When the problem is solved to minimize the number of cutting patterns by im-
posing an upper bound of 63 on the number of master rolls, the solution used 30
cutting patterns with 63 master rolls (25 of diameter 95 cm and 38 of diameter
100 cm).

• When the problem is solved with weight of the master rolls (M95 ∑N
j=1 u j +

M100 ∑2N
j=N+1 u j) as the objective function, the solution used 58 master rolls (23

of diameter 95 cm and 35 of diameter 100 cm).

Among the four solutions mentioned above, the last one with weight as the ob-
jective function was the most efficient one with an efficiency of 83 % and it took
80 secondsof solver time to produce this solution.

Company’s management was curious to compare different alternatives such as
clubbing sheet orders with one of the diameter rolls only or using separate cutting
patterns exclusively to sheet orders. These alternatives can be explored using the
formulation (5.13) by adding additional constraints. But before doing this, we must
first look into the problem of producing sheet orders separately.

5.5.5 Model for Sheet Orders Separately

Reel orders are placed with specific diameters. But this restriction is not there for
sheet orders. Therefore, if sheet orders are produced separately, then we must first
of all decide on the diameter. This problem can be formulated mathematically but
it leads us to a nonlinear programming problem. The problem is formulated below.
For simplicity, we shall ignore the sheeter options in this formulation. Problem with
sheeter options can be formulated in a similar fashion using w̄i, w̄′

i, w̄′′
i defined earlier

(see Problem 5.7).
For ease of presentation, we use the sample problem for this purpose. In this

problem, there are six widths for the sheet orders. Let wi, i = 40,41, . . . ,45, be
the widths required for the six sheet orders with ith order requiring Qi kg. The
decision variables in this problem are the diameter, number of reels of each width
and the cutting patterns. Diameter determines the number of reels of each width
and the number of reels in turn determines the number of cutting patterns. From the
view point of operational convenience, management prefers one single diameter for
all the reels and that the diameter should be within the range of 80–110 cm. Let
D be the diameter of the master rolls and let xi be the number of reels of width wi
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that need to be produced. Let Cj = (c j40,c j41, . . . ,c j45) be the jth cutting pattern,
j = 1,2, . . . ,N. The formulation is explained in the following steps.

(a) Recall that the weight of a single reel of diameter D is π(D−2.54d)2gwi/1000c,
where wi is the width, g is GSM, d is the core diameter, and c is the
caliper (see Eq. (5.1)). As the weight required is Qi and the number of reels

is xi for sheet orders of width wi, we must have π(D−2.54d)2gwixi
1000c ≥ Qi or

(D−2.54d)2xi ≥ 1000Qic
πgwi

.

(b) For Cj to be a cutting pattern, we must have ∑45
i=40 c jiwi ≤ W, j = 1,2, . . . ,N,

where W is the deckle width. To decide whether to use the jth cutting pattern
or not, we introduce the binary variable u j and the cutting pattern constraint
becomes ∑45

i=40 c jiwi ≤Wu j, j = 1,2, . . . ,N.
(c) The number of reels of width wi produced must be at least xi. Hence, we must

have ∑N
j=1 c ji ≥ xi, i = 40,41, . . . ,45.

(d) The diameter must be between 80 and 110 cm, hence we must have
80 ≤ D ≤ 110.

(e) Since the diameter D is same for all master rolls, we can take ∑N
j=1 u j, the num-

ber of master rolls, as the objective function to minimize the total quantity re-
quired to meet the orders.

The problem is formulated in (5.14). It may be noted that this turns out to be a
problem with one of the constraints being nonlinear.

Minimize
N

∑
j=1

u j

subject to

(D−2.54d)2xi ≥ 1000qiwic
πg

, i = 40,41, . . . ,45,

6

∑
i=1

c jiwi ≤Wu j, j = 1,2, . . . ,N,

N

∑
j=1

c ji ≥ xi, i = 40,41, . . . ,45,

80 ≤ D ≤ 110,

xis and c jis are nonnegative integers,

D is real and u j ∈ {0, 1}, j = 1,2, . . . ,N.

(5.14)

For the sample problem the input data are the widths (w) and the corresponding
quantities (Q) required. These are given below. Deckle width is 380 cm.

w = (62.5, 43.5, 60.0, 69.1, 76.4, 79.4) and

Q = (19938, 20407, 25896, 31120, 28673, 31289).
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With these data, problem (5.14) was solved (with diameter in the limits 80–110).
Solver had to be interrupted after 11 minutes as it was still searching for global
Optimal solution. The best solution at the time of interruption, used 18 master
rolls with 110 cm diameter and with a total weight of 176204 kg, the x-vector is
(13, 19, 17, 18, 15, 16). This solution was found in 2 min and 14 s, and there was
no improvement thereafter. To see the effect of diameter, the problem is solved by
varying the upper limit on the diameter. Results are summarized in Table 5.9. From
the results, the optimal diameter (to minimize the total material) is around 100 cm.

Table 5.9 Effect of diameter on planning only sheet orders

Diameter Optimal Master rolls Trim loss Solver
limits diameter Number Total weight Efficiency % Weight % time

80–95 95 24 171139 92 6480 3.94 123a

80–100 100 21 167374 94 6617 4.12 645
80–105 105 19 168270 93 6081 3.75 80
80–110 110 18 176204 89 13416 8.24 134b

Note: Weight of the child reels ordered is 157323; weight units are in kg and time in seconds
aSolver interrupted at 123 s bSolver interrupted at 134 s

5.5.6 Comparison of Different Alternatives

As mentioned earlier, the management wanted to explore different alternatives. We
can do this using the formulations (5.13) and (5.14). Since 100 cm is also the opti-
mal diameter for the sheet orders separately, we can use only (5.13) for comparing
different alternatives. The four options are listed at the beginning of Sect. 5.5. In
order to compare the alternatives we must first select a basis. In this case, it makes
sense to use the total weight of all master rolls as the basis for comparison.

In the formulation (5.13), we can add or delete constraints to get solutions for
each of the alternatives. The procedure to do this is explained for each of the alter-
natives in the following steps.

1. Combining sheet orders with reel orders of 95 cm diameter. To find the
total weight of minimum number of master rolls under this alternative, we first
solve (5.13) by imposing an additional constraint that ∑ j(b ji +2b′ji +3b′′ji) = 0
for i= 40,41, . . . ,45. This will ensure that all b-variables corresponding to sheet
orders will be zero and hence rolls of diameter 100 cm are not used for sheet
orders and only the rolls of 95 cm diameter are used.

2. Combining sheet orders with reel orders of 100 cm diameter. For this case,
we add the constraint ∑ j(c ji+2c′ji+3c′′ji) = 0 for i = 40,41, . . . ,45 to the prob-
lem (5.13).

3. Combining Sheet Orders with both Reel Orders. Solve problem (5.13) as
it is.

4. Plan Sheet orders separately. By dropping all b-variables and setting ∑ j(c ji+
2c′ji + 3c′′ji) = 0 for i = 40,41, . . . ,45 in problem (5.13), we can find the
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minimum number of rolls to meet reel orders of 95 cm diameter; by dropping all
c-variables and setting ∑ j(b ji + 2b′ji + 3b′′ji) = 0 for i = 40,41, . . . ,45 in prob-
lem (5.13), we can find the minimum number of rolls to meet reel orders of
100 cm diameter; and by dropping all c-variables from problem (5.13) and set-
ting ∑ j b ji = 0 for i = 1,2, . . . ,39 in problem (5.13), we can find the minimum
number of rolls to meet sheet orders.

Under Alternative 4, the problem was solved with two different objective functions –
number of master rolls (OBJ 1) and weight of master rolls (OBJ 2). The solution
with respect to OBJ 1 was better compared to the one with OBJ 2. The solutions
to the four alternatives are summarized in Table 5.10. All the solutions listed in the
table are near optimal solutions and the solver was interrupted in all the cases as
the solver was still searching for global optimal solutions. Theoretically, solution
to alternative 4 with objective function OBJ 1 should be better than the solution to
alternative 1 as the feasible region is bigger for the former. But the results in the table
show otherwise. This is because the solutions are near optimal. A slightly modified
solution obtained under alternative 2 is presented in Fig. 5.9. This modified solution
reduces the number of cutting patterns from 49 to 36 by consuming two additional
master rolls.

Table 5.10 Effect of diameter on planning only sheet orders

Alternative Objective Master rolls Efficiency
function Number Total percentage

95 cm 100 cm Total weight
1 OBJ 1 45 6 51 368707 94
2 OBJ 1 21 27 48 364943 95
3 OBJ 1 22 27 49 372073 93
4 OBJ 1 21 28 49 372913 93
4 OBJ 2 30 22 52 389269 89

Note: Weight units are in kg; Weight of the child reels ordered is 346245;
Efficiency percentage = 100 × 346245/(total weight of master rolls)

5.6 Sequencing Cutting Patterns in Deckle Optimization

Since the paper machine producing papers and paperboards runs continuously, the
inflow of jumbo rolls into winder section will be continuous and any downtime at
winder will result in clogging of jumbo rolls which will very badly affect the pro-
duction. For this reason, it is very important to minimize the downtime at winder.
Each time a cutting pattern is changed, the winder has to be stopped, the knives
have to be reset and the winder has to be restarted. Of these activities, stopping and
restarting times take major portion and compared to this time, the knives resetting
time is relatively small. Therefore, to reduce the winder downtime, one must focus
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more on reducing the number of cutting patterns and then try to minimize the knives
resetting time. Reducing the number of cutting patterns has been addressed in the
previous section. This section will consider the problem of minimizing the knives
resetting time.

5.6.1 Adjustment of Knives on the Winder

Before we consider the problem of minimizing the knives setting time, we must
first understand the operations of changing the knives settings. In the type of winder
considered in this project, knives, say 10 in number, are loaded on a horizontal shaft.
The knives are numbered from 1 to 10 from left to right. The ordering of knives
cannot be changed. For example you cannot bring knife numbered 5 between the
knives numbered 3 and 4 or for that matter between 1 and 2. All that can be done is:
(i) disable one or more knives and (ii) increase or decrease the distance between any
two adjacent knives. The two end-knives are always used to trim the unevenness of
the roll edges.

Let us try to understand these operations with the help of an example. Consider
the cello tape problem discussed in Sect. 5.3. Imagine a baby winder for cutting the
12-in. cello tapes into cello tapes of smaller widths. For brevity, we shall assume
that this baby winder has seven knives on it. Knives 1 and 7 are always fixed at
the extremes and the distance between these two knives is 12 in. The cutting pattern
C2 of Table 5.1 cuts two pieces of width 3 in. each and one piece of width 4 in.
Figure 5.10 shows two different ways of placing knives to cut the same cutting
pattern C2. In this figure, knives 5 and 6 (counting from left) are disabled.

Supposing that the production is planned in such a way that after cutting the tapes
according to C2, the next cutting pattern to be used is C1 which cuts 4 pieces of 3 in.
each (see Table 5.1). If for C2, the arrangement is as in part (a) of Fig. 5.10, then
knife number 4 is to be shifted to its left by 1 in. This requires releasing knife 4,
moving it to its left by 1 in and fixing it there. On the other hand, if the arrangement
for C2 is as in part (b) of Fig. 5.10, then it is necessary to change two knives’ settings.
Therefore, the number of knife changes from one cutting pattern to another depends
on the way in which a cutting pattern is arranged (see Problem 5.5). We shall refer
to the ordering of widths in a cutting pattern as the design of that cutting pattern.
Thus, Fig. 5.10 shows two different designs of the same cutting pattern C2.

Consider another situation where it is required to change the cutting pattern from
C2 to C6 (C6 cuts one piece of 6 in. and one piece of 4 in.). If the design of C2 is
as in part (a), then this changeover can be accomplished by just disabling one knife
(knife 2). On the other hand, if the design of C2 is as in part (b), then it requires
shifting one knife and disabling another. Disabling a knife takes relatively smaller
time compared to shifting a knife.
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Fig. 5.10 Two different ways placing knives to cut the same cutting pattern C2. Arrows indicate
the knife positions on the roll. Arrows not touching the roll indicate the disabled knives. Counting
from left to right, knives 5 and 6 are disabled

5.6.2 Distance Between Two Cutting Patterns

Suppose A and B are two designs of two cutting patterns. Then the minimum number
of knife changes required to change from A to B is same as that of changing from
B to A. This number is unique and it is equal to 0 if A and B are same, else it is a
positive integer. We shall define this number to be the distance between A and B.
Remember that this distance is well defined only when the designs are fixed. If C1,
C2, . . . ,Ck, are the designs of k cutting patterns, then the square matrix D = ((di j))
of order k, where di j is the distance between Ci and Cj, is called the distance matrix
of C1,C2, . . . ,Ck. This matrix is a symmetric matrix.

5.6.3 Changeover Time Between Two Cutting Patterns

As observed in the previous subsections, the changeover time form one cutting pat-
tern to another depends on how the two cutting patterns are designed. This means
that the changeover time between two cutting patterns is not unique, rather it dep-
ends on how the knives are placed for the two cutting patterns. In order to make this
distance well defined, it is necessary to adopt a convention of arranging widths in the
cutting patterns (in other words, fix the designs of the cutting patterns). A convention
that naturally arises is to put the widths in the ascending order. The cutting patterns
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of cello tape problem put according to this convention are shown in Fig. 5.11. Also,
we shall assume that the width of trim in each cutting pattern is less than the min-
imum of the widths in that cutting pattern (this can always be accomplished by
producing an offcut of suitable width). With the convention just mentioned, the dis-
tance between two cutting patterns is well defined, and it is equal to the number of
knife changes to move from one cutting pattern to the other. The distance matrix for
the 10 cutting patterns listed in Table 5.1 is given in (5.15). Here C0 is the cutting
pattern which represents the starting point where all knives are free.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CPs C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C0 0 5 5 5 4 4 4 4 4 4 3
C1 5 0 3 3 1 2 3 2 3 2 2
C2 5 3 0 3 3 3 3 2 2 3 3
C3 5 3 3 0 3 2 3 3 2 3 3
C4 4 1 3 3 0 1 2 1 2 1 1
C5 4 2 3 2 1 0 2 2 1 2 2
C6 4 3 3 3 2 2 0 2 2 2 2
C7 4 2 2 3 1 2 2 0 1 1 1
C8 4 3 2 2 2 1 2 1 0 2 2
C9 4 2 3 3 1 2 2 1 2 0 1
C10 3 2 3 3 1 2 2 1 2 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5.15)

5.6.4 Travelling Salesman Problem for Sequencing
Cutting Patterns

Having defined the distance between any two cutting patterns, the problem of se-
quencing the cutting patterns can be formulated as a travelling salesman problem
(TSP) [5, 11]. In simple terms, a TSP is that a salesperson has to visit n cities start-
ing from one of the n cities, visit all cities, visiting each of the n cities exactly once,
and come back to the city where salesperson started in the shortest distance possi-
ble. The inputs to this problem are the number of cities (n) and the distance matrix
of these cities. In general, distance from city A to city B need not be same as the dis-
tance from city B to city A. Therefore, the distance matrix need not be symmetric in
general. If thedistance matrix is symmetric, then the TSP is called symmetric TSP,
else it is called asymmetric TSP [12, 13]. Note that sequencing of cutting patterns
is a symmetric TSP. The cutting patterns play the role of cities in this problem, and
the distance between two cities (cutting patterns) is the minimum number of knife
changes required to change one cutting pattern to the other. We shall first apply this
to the cello tape problem and then to an instance of the deckle optimization problem.

Table 5.1 presents two cutting plans, Plan 1 and Plan 2, for the cello tape problem.
Plan 2 uses five cutting patterns, namely, C1, C3, C5, C8 and C10. We shall add
a dummy cutting pattern C0 which has no widths (represents the starting city
in the TSP). The distance matrix of the corresponding TSP is extracted from the
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Fig. 5.11 Cutting patterns for the cello tape problem. The numbers on the right hand side of the
cutting patterns are the number of knives set between the two extreme knives

matrix given in (5.15). It is the principal submatrix of the matrix in (5.15) corre-
sponding to the columns labeled C0, C1, C3, C5, C8 and C10 and is given in (5.16).

D =

⎛
⎜⎜⎜⎜⎜⎜⎝

CPs C0 C1 C3 C5 C8 C10

C0 0 5 5 4 4 3
C1 5 0 3 2 3 2
C3 5 3 0 2 2 3
C5 4 2 2 0 1 2
C8 4 3 2 1 0 2
C10 3 2 3 2 2 0

⎞
⎟⎟⎟⎟⎟⎟⎠

(5.16)

Solving the problem, it is found that the optimal sequence is C0, C3, C8, C5, C1, C10

and C0, and the total number of knife changes is equal to 15. As an exercise, find
the optimal sequence for Plan 1 of Table 5.1.
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5.6.5 Optimal Sequence for Deckle Problem

We shall now apply the TSP model to sequence the optimal cutting patterns of a
solution to the sample problem. Consider the solution presented in Fig. 5.9. In this
solution, we have two sets of cutting patterns, one of them is the set of 21 cutting
patterns used for reel orders of 95 cm diameter, and the other set has 15 cutting
patterns used for sheet orders and reel orders of 100 cm diameter. Since the produc-
tion at winder takes place diameter wise, we need to solve two TSPs – one for each
set. The first TSP (TSP1) has 21 cutting patterns which correspond to reel orders
of 95 cm diameter. Let us number these as C1, C2, . . . , C21 with Ci corresponding
to the ith cutting pattern row under the cutting patterns of 95 cm diameter rolls in
Fig. 5.9. The 15 cutting patterns of the second set shown in Fig. 5.9 are numbered
as C22, C23, . . . , C36 with Ci corresponding to the ith cutting pattern row under the
cutting patterns of 100 cm diameter rolls in Fig. 5.9. Let us refer to the TSP corre-
sponding to this as TSP2. The distance matrices and the optimal sequences for these
two TSPs, TSP1 and TSP2, are presented in (5.17) and (5.18).

Distance Matrix and Optimal Sequence for TSP1

The distance matrix for TSP1 is given in (5.17). The optimal sequence is obtained
by solving the TSP1 using a professional solver. It took 15 s of solver running
time to get the optimal solution. The optimal sequence of the cutting patterns
is in the following order: C21, C19, C15, C9, C6, C10, C14, C17, C18, C12, C7,
C11, C2, C1, C4, C3, C5, C20, C8, C16, C13. The starting knife position C0 is omit-
ted in the optimal sequence. The total number of knife changes for the optimal se-
quence is 215. If we assume that all knives are released and reset between any two
cutting patterns, then any sequence will have the same number of knife changes,
and this common number is an upper bound on the number of knife changes for
any sequence of cutting patterns. This maximum number for TSP1 is 240. Thus, the
optimal sequence reduces the number of knife changes by 25 from the worst case
scenario.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CPs C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 C21
C0 0 8 7 8 7 7 6 9 8 8 8 7 7 7 8 9 8 7 8 9 7 7
C1 8 0 5 6 5 5 10 13 10 12 12 11 9 11 12 13 12 11 12 13 11 11
C2 7 5 0 6 5 5 9 12 11 11 11 8 10 10 11 12 11 10 11 12 10 10
C3 8 6 6 0 5 5 10 13 12 12 12 11 10 11 12 13 12 11 12 13 11 11
C4 7 5 5 5 0 5 9 12 10 11 11 10 10 10 11 12 11 10 11 12 10 10
C5 7 5 5 5 5 0 9 12 11 11 11 10 10 10 11 12 11 10 11 12 8 10
C6 6 10 9 10 9 9 0 11 10 10 9 9 9 9 10 11 10 9 10 11 9 9
C7 9 13 12 13 12 12 11 0 13 13 13 12 12 12 13 14 13 12 13 14 12 12
C8 8 10 11 12 10 11 10 13 0 12 12 11 11 11 12 13 12 11 12 13 11 11
C9 8 12 11 12 11 11 10 13 12 0 12 11 11 11 12 13 12 11 12 13 11 11
C10 8 12 11 12 11 11 9 13 12 12 0 11 11 11 12 13 12 11 12 13 11 11
C11 7 11 8 11 10 10 9 12 11 11 11 0 10 10 11 12 11 10 11 12 10 10
C12 7 9 10 10 10 10 9 12 11 11 11 10 0 10 11 12 11 10 11 12 10 10
C13 7 11 10 11 10 10 9 12 11 11 11 10 10 0 11 12 11 10 11 12 10 10
C14 8 12 11 12 11 11 10 13 12 12 12 11 11 11 0 13 12 11 12 13 11 11
C15 9 13 12 13 12 12 11 14 13 13 13 12 12 12 13 0 13 12 13 13 12 12
C16 8 12 11 12 11 11 10 13 12 12 12 11 11 11 12 13 0 11 12 13 11 11
C17 7 11 10 11 10 10 9 12 11 11 11 10 10 10 11 12 11 0 11 12 10 10
C18 8 12 11 12 11 11 10 13 12 12 12 11 11 11 12 13 12 11 0 13 11 11
C19 9 13 12 13 12 12 11 14 13 13 13 12 12 12 13 13 13 12 13 0 12 12
C20 7 11 10 11 10 8 9 12 11 11 11 10 10 10 11 12 11 10 11 12 0 10
C21 7 11 10 11 10 10 9 12 11 11 11 10 10 10 11 12 11 10 11 12 10 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5.17)
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Distance Matrix and Optimal Sequence for TSP2

The distance matrix for TSP2 is given in (5.18). It took 5 s for the solver to pro-
duce the optimal solution. The optimal sequence of the cutting patterns is in the
following order: C12, C14, C7, C8, C5, C11, C10, C6, C1, C3, C4, C2, C13, C9, C5.
The number of knife changes for the optimal sequence is 76 and the maximum
number is 108. The starting knife position C0 is omitted in the optimal sequence.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CPs C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15

C0 0 7 3 3 3 3 3 3 2 6 3 3 4 5 3 4
C1 7 0 10 10 10 10 10 10 9 13 10 10 11 12 10 11
C2 3 10 0 6 5 6 6 6 5 9 6 6 7 8 6 7
C3 3 10 6 0 5 6 6 6 5 9 6 6 7 8 6 7
C4 3 10 5 5 0 6 6 6 5 9 6 6 7 8 6 7
C5 3 10 6 6 6 0 6 6 5 9 5 5 7 8 6 7
C6 3 10 6 6 6 6 0 6 5 9 6 6 7 8 6 7
C7 3 10 6 6 6 6 6 0 5 9 6 6 7 8 5 7
C8 2 9 5 5 5 5 5 5 0 8 5 5 6 7 5 6
C9 6 13 9 9 9 9 9 9 8 0 9 9 10 11 9 10
C10 3 10 6 6 6 5 6 6 5 9 0 5 7 8 6 7
C11 3 10 6 6 6 5 6 6 5 9 5 0 7 8 6 7
C12 4 11 7 7 7 7 7 7 6 10 7 7 0 9 6 8
C13 5 12 8 8 8 8 8 8 7 11 8 8 9 0 8 9
C14 3 10 6 6 6 6 6 5 5 9 6 6 6 8 0 7
C15 4 11 7 7 7 7 7 7 6 10 7 7 8 9 7 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5.18)

5.6.6 Complete Solution to Deckle Optimization Problem

In the previous section and this section we have seen how the deckle optimiza-
tion problem is formulated using the models one-dimensional cutting stock prob-
lem and travelling salesman problem. The formulations used mixed integer linear
programming problems. The formulations presented can be used to either minimize
the material consumption or minimize the cutting patterns. Since production time
is a major constraint at winder section, minimizing cutting patterns is important.
But minimizing cutting patterns has an adverse effect on the material consumption.
That is, as one tries to minimize the number of cutting patterns, the number of mas-
ter rolls goes up. Thus, number of cutting patterns and number of master rolls are
two conflicting factors in the deckle optimization problem. Formulations and solu-
tions presented in this chapter can be used to minimizing one of the two conflicting
factors while imposing an upper limit constraint on the other to explore optimal de-
cisions. This provides a free hand to the user to decide on weighing between the
number of cutting patterns and the number of master rolls.

Once the problems are formulated, they can be solved effectively using profes-
sional solvers such as COIN-OR, LINGO, CPLEX. As for the orders are concerned,
industry is used to considering orders by weights and not by reel numbers. There-
fore, to solve an instance of a problem, one needs to convert the weights into reel
numbers and vice versa to formulate and solve the problem. The inputs from the
user are usually provided in an excel file and these inputs should be converted into
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inputs for the solver in a format that solver uses. Additional inputs such as time lim-
its for the solver to terminate if optimal solution is not reached within the set time
are to be captured each time an instance of a problem is solved. All these require
a user-friendly software. For this project a software solution has been developed
which is under testing with the company.

5.7 Summary

In this chapter we have presented a case study that provides a solution to the
deckle optimization problem of paper and paperboard manufacturing industries. The
project was taken up at the request of a leading paper and paperboard manufacturing
company in India. The deckle optimization problem is critical to paper industry and
results in potential savings. Starting with the relevant areas of production, the chap-
ter presented the details of products (reels and sheets) and the process (winder and
sheeter) and the decision making problems involved. The problem is modeled using
the one-dimensional cutting problem and the travelling salesman problem. Various
formulations of handling the cutting stock problems in the context of deckle opti-
mization are presented. Reducing the number of cutting patterns is crucial to the
deckle optimization problem. This problem of reducing the number of cutting pat-
terns has been formulated intelligently. We believe that this is an important and sig-
nificant contribution to the deckle optimization problem as it provides a free hand
to the user to weigh between the two conflicting factors – the number of cutting
patterns and the number of master rolls. A software solution has been developed for
the client which is under testing at present. The software uses excel as the front-end
as desired by the user.

Acknowledgements The author wishes to thank the client for providing the opportunity to work
on this problem. This case study is a project undertaken by Aditya Gudimella as a part of the
curriculum of the courses on Statistical Quality Control and Operations Research at the Indian
Statistical Institute. With minimal guidance, he has been able to contribute significantly to this
project. Two of his major contributions to this project are the formulation for minimizing the cutting
patterns (5.6) and the development of the software solution.

Problems

5.1. Consider the reel orders for ABC product with 230 GSM, caliper 294 μ with
reel diameter 95 cm and core pipe diameter 3 in. The widths and quantities for these
orders are given in Table 5.11. For this problem, take deckle width as 320 cm (that
is, the width of the jumbo after taking away the end trim of 2 cm on each of the
two ends).
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Table 5.11 Widths and order quantities

Width (cm) 49.0 91.5 89.0 60.0 51.0 50.0
Quantity (kg) 1300 1500 1500 1685 1500 1500

(a) Compute the minimum number of reels required for each width.
(b) List 5 cutting patterns. Putting together the five cutting patterns, are all widths

covered? If not, modify your list so that this happens. After that, find out the
best cutting plan, using only the 5 cutting patterns, to minimize the number of
sets (see page 95 for definition of set).

(c) Consider a cutting pattern u = (u1,u2, . . . ,u6). Say that u is dominated by an-
other cutting pattern v = (v1,v2, . . . ,v6) if u ≤ v and u �= v, that is, ui ≤ vi for
i = 1,2, . . . ,6 and ui < vi for at least one i. Say that a cutting pattern is un-
dominated if there is no cutting pattern that dominates u. Let P be the set of
all cutting patterns and let U be the set of all undominated cutting patterns. In
some sense, the dominated cutting patterns are redundant. Articulate this con-
cept, formulate and prove that it is enough to consider the elements of U for the
relevant optimization problem.

(d) Write a computer program to list all cutting patterns. What is the total number
of cutting patterns?

(e) Write a computer program to list all undominated cutting patterns only. What is
the difference in size between P and U?

5.2. Complexity of Generating Cutting Patterns
Consider the one-dimensional cutting stock problem with inputs W = 380,
w = (127,82,131,78,110,120,100,66,85,77,105,58,136) and q = (23,29,19,7,
14,4,12,9,2,21,15,10,15). Try and see if you can write a program to enlist all
undominated cutting patterns for this problem. If this becomes too much, generate
your own cutting patterns, as many as you wish, that you think will be useful cut-
ting patterns. Using your cutting patterns, solve this cutting stock problem. Can you
guarantee that your solution is the best?

5.3. How to optimize both objectives?
Suppose we want to explore the solutions with respect to both objective functions,
the number of master rolls and the trim loss. Solve the problem to minimize the
number of rolls first. Suppose this number is m0. Now solve the problem with trim
loss as objective function but with an additional constraint that the number of master
rolls has to be less than or equal to m. Let the trim loss be T L(m). Solve for T L(m)
for m = m0,m0 +1,m0 +2, . . .. If you plot T L(m), you must get a convex function.
Do this exercise for the cello tape problem.

5.4. Get a better efficiency measure if possible.
Consider a cutting stock problem with inputs: W as the master roll width, width vec-
tor (w1,w2, . . . ,wk) and quantity vector (q1,q2, . . . ,qk) (that is, qi pieces of width wi

are required). Ideally, if you have a master roll, an imaginary master roll, with width
∑k

i=1 wiqi, then you can produce all required pieces with zero trim loss. Therefore,
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we use this ∑k
i=1 wiqi for defining a measure of efficiency as follows. If a solution to

this problem consumes m master rolls, then a measure of efficiency of the solution
may be taken as 100∑k

i=1 wiqi/mW (equivalently 100 times weight of an imagi-
nary master roll of width ∑k

i=1 wiqi divided by weight of an imaginary master roll of
width mW ). It is possible that a global optimal solution to the problem may have this
efficiency percentage strictly less than 100. Cite one instance for this case. I wish
to improve this measure of efficiency if possible. Explore and formulate this as an
optimization problem.

5.5. Develop computer programs for:
Develop a computer program to compute the distance matrix for sequencing cutting
patterns (see Sect. 5.6). The problem of finding the best sequence along with order-
ing of widths in the cutting patterns is the same problem that we saw in Chap. 2. The
problem requires solving travelling salesman and assignment problems sequentially
until a local optimal solution is obtained. Write code for that problem.

5.6. Compute number of reels for sheet order.
For the sample problem, compute the number of reels required for each of the sheet
orders if only 95 cm diameter reels are used. Do this only if 100 cm diameter reels
are used. Consider the problem of distributing the a sheet order between the two di-
ameters. That is, some of the sheets for this sheet order are taken from 95 cm diam-
eter rolls, and the rest from the 100 cm diameter rolls. The objective is to minimize
the total quantity (by weight). Formulate this problem as an optimization problem
and solve it for the sheet order ID 040 of Table 5.4 using excel solver.

5.7. Determine the diameter for sheet orders with sheeter facilities.
In Sect. 5.5.5, the problem of determining the optimal diameter for sheet orders
exclusively was considered. In the formulation given there, it is assumed that ex-
act sheet widths are only considered. However, by allowing pieces of widths w̄i,
w̄′

i, w̄′′
i used in the formulation (5.10), there is scope for better optimization. State

this problem clearly and formulate it. This formulation (5.14) used a nonlinear con-
straint. Can you find good formulation or approach for this problem with only a
mixed integer linear programming problem?
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Chapter 6
A Scientific Tool for Workforce Management
in BPO Companies

Abstract There are many industries like the Business Process Outsourcing
companies or industries where the operations involve receiving transaction/requests
from clients and addressing them within a stipulated time. A common problem that
is faced by these industries is that of planning and managing the agents/associates
who receive the calls and address them. It turns out that this problem is too complex
to handle manually without the aid of a software solution. A software tool that
acts like decision support systems is badly required for routine decision making for
this kind of problems. This work has evolved from one such requirement from an
Information Technology Enabling Services (ITES) industry where the management
found it very difficult to plan and manage effectively their human resources. Follow-
ing a scientific approach, the company’s problem is formulated as an integer-linear
programming problem and a software tool is developed to aid the management.
The tool is Excel based, simple to use and can be effectively deployed as a de-
cision support system. The tool is applied to various projects using past data to
evaluate and compare different types of solutions. Based on the analysis, a useful
metric is proposed to assess the management decisions for managing the human
resources. The primary objective of this work is to promote business excellence
through scientifically designed low cost solutions for the industries related to BPO
and ITES.

6.1 Introduction

Optimization and management of resources are crucial for business excellence in
any organization [1–3]. Scientific approach coupled with software technology can
provide amazing solutions in this regard. Many of the decision making problems in
practice are very complex in nature and deal with hundreds or thousands of variables
and constraints [5]. Such problems can be solved effectively only with the help of
Decision support systems (DSSs). DSS, usually a software package, is a tool that
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will take all necessary inputs (preferably minimal set of inputs) from the decision
maker and present her/him the optimal or near optimal solution to the problem at
hand in pre-designed user-friendly format(s) [7, 8]. DSS does lot of activities in
the background, which the user or the decision maker does not get to see or un-
derstand, to derive the solution. DSS takes the necessary inputs, uses a pre-built
backend model taking all objectives, constraints, formulation and solution methods
into account, carries out all necessary computations in the background to obtain the
solution each time it is run or executed, and finally presents the solution in formats
designed for the end user.

DSSs are indeed available for many industrial problems. However, the aware-
ness of DSSs and their utilities is mostly lacking among decision makers/industries.
Even where there is awareness, people are not in a position to adapt due to pro-
hibitive and unaffordable costs of the DSSs. In light of this, offering DSSs which
are easily affordable and easy to implement will make significant contribution to
business excellence. The work presented in this chapter is an effort towards one
such contribution. It presents an excel based DSS to one of the most widely en-
countered problems in Information Technology Enabled Services (ITES)/Business
Process Outsourcing (BPO) industries.

ITES/BPO companies across various industries are facing a common challenge
of increasing gap between demand and supply. Typically, the operations involve re-
ceiving calls from the client base and addressing them within the stipulated time.
The stipulated time is known as the Turn Around Time (TAT). The basic decision
making problem here is to plan for the resources, the agents/associates, who would
address the calls and utilize them efficiently. At present, most of the ITES/BPO
industries plan these activities using experience based human intelligence. The dif-
ficulty in doing this and its bearing on ineffectiveness of the solutions will be high-
lighted through a live example.

The work reported in this chapter has evolved from the requirement of an ITES
industry. It comprises the development of an excel based software tool that acts as
a DSS to plan and monitor the resource management and service level agreement
(SLA). It discusses various issues involved in the problem, and how the problem is
formulated as a mathematical programming problem. Though the problem is for-
mulated as mathematical programming problem which can be solved using excel
solver or other professional operations research packages, an excel based macro is
developed to solve it more efficiently than the solvers. Solutions of the live examples
are presented in the chapter to emphasize the solution methodology, its simplicity
and effectiveness.

The organization of this chapter is as follows. Section 6.2 presents the back-
ground of the problem and discusses various issues involved in it with the help of
a live example from the ITES industry. Section 6.3 spells out the objectives of this
project. Section 6.4 presents the approach and the formulation of the problem. Sec-
tion 6.5 presents the results of the study with reference to the live example, the
effectiveness of applying the software tool, and a comparison between the actual
solutions implemented for the past data and what would be the impact of applying
the tool on the same. Section 6.6 presents the details of the software tool developed
for this project. Section 6.7 presents the results of the application of the tool to live
data. Section 6.8 summarizes the work.
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6.2 Problem Background

The ITES company in question receives calls from its international clients in Health-
care industry on a daily basis. In this case, the calls are typically health insurance
claims to be checked for their validity and the payments to be released for the valid
claims within the stipulated time. The calls are divided into various categories and
the calls in each category are processed independently by different teams. In view
of the SLAs entered with the clients, each call that arrives at the company must be
addressed within TAT – the time period committed in the SLA. It is very important
to meet TAT, that is, address the calls within the committed period of time, failing
which will result in penalties and more than penalties, loss of company’s image with
the clients. In view of this, the company deploys adequate staff to answer the calls
within TAT. The major decision making problem here is to determine the optimal
size of the team, that is, the number of agents/associates who address the calls.

At present, many ITES/BPO industries are making the decision of staffing using
experience and intelligence. This task of manual and subjective decision making is
extremely difficult and mostly results in improper and inefficient planning. This will
be demonstrated using a live example from the company’s recent past data. But, with
a scientific approach, the problem can be modeled as a mathematical problem and
effective solutions can be derived. The awareness of this fact is very much lacking
in the industry. In fact, the company was very much impressed and got exited about
the solution provided to the problem through this work.

6.2.1 Problem Description

Depending on the type, calls are divided into categories and each category is pro-
cessed independently. It suffices to describe the process for any one type of calls.
The analysis and solution methodology can be extended to all other categories
in a similar fashion. Henceforth, the discussion will be confined to one category
(type/group) of calls. Live data from one category of calls from the company are
used for this study. A group of agents is dedicated to the category. The calls ar-
rive through web round the clock. On arrival, each call gets assigned to an agent
in the group provided an agent is free. Otherwise, it will be waiting in queue until
an agent gets free. Calls are picked on first-come-first-serve basis. Normally, agents
work during office hours. The company in question works on 5-day week basis
(Monday to Friday) in a single shift. However, the work presented in this chapter
can be extended to a more general set up.

The main decision making problem here is how many resource persons need to
be deployed to serve the calls. This decision depends heavily on two aspects: (i) call
arrivals and (ii) calls serviced. Typically, both these are random variables. However,
in practice, the planning is done always on certain predictions. For the problem in
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question, the planning is done on a monthly basis. That is, the number of agents
to be deployed into the category is decided at the beginning of each month. Since
the exact number of calls for the future is not known in advance, the planning is
based on the expected call arrivals. The call arrivals are random but exhibit a fairly
stable pattern over days in each month. The number of calls arrived against the
working day number are presented in Table 6.1 and Fig. 6.6 for the months January
to October 2010. It can be seen that the call volumes exhibit a stable decreasing
trend. The call arrivals on week ends and holidays are negligible.

Once a decision is made about the number of agents/associates in the team which
addresses the calls, it is not possible to drop any member of the team, at least not
within the month. As the volumes decrease over days in the month, the idle time of
the members keeps increasing as time passes towards the month end. If the extent
of idle time can be assessed before hand, then the idle times of the agents can be
planned effectively for activities such as improving their skills, availing their ser-
vices during peak volumes by offering lay offs during the slack period and so on.

One of the important metrics in this problem is the distribution of TAT. The num-
ber of days that a call takes to get addressed is a random variable. If this is denoted
by T , then the possible values of T are 1,2,3, . . .. It is desired that the distribution
of T is positively skewed and that the probability of T taking a value above TAT
should be zero. The TAT distribution for the month of March 2010 as per the actual
execution of calls is shown in Fig. 6.1. The distribution clearly indicates the defi-
ciency in the planning and management. The distribution is negatively skewed with
36 % of the calls exceeding the TAT of 8 days.
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6.3 Objectives

The primary objective of this work is to provide a software tool to determine the
optimum number of resource persons (agents/associates) to address the calls with-
out violating the TAT condition. The set up of this problem is generic to a wide
range of applications. A call can be viewed in different ways. For example, calls can
be insurance claims (health, accidents, warranties, etc.) made, calls may be orders
placed on a printing press, etc. Therefore, this work can be extended to a variety of
applications. Since time taken to address a call depends upon the skill levels of the
operating personnel, and since the variation in the skill levels is inevitable, it has
been decided to consider the problem in terms of optimal number of calls to be ad-
dressed each day during the planning period so as to fulfil the requirements such as
TAT conditions. Once the number of calls is determined, the resource allocation can
be made based on the resource skills available, if necessary by marginally increasing
the work loads by paying overtime etc.

Another important objective is to build a component in the software tool that
will enable the manager or the decision maker to analyze and understand the conse-
quences of a given scenario. This will be extremely useful to the manager as it will
help in evaluating various options practically available and choosing one among
them for implementation. It will also help in understanding utilization level of the
resources. Yet another important objective is to make the tool dynamic so that man-
ager can study the scenario on any day and can take mid course corrective actions.
This will be particularly useful as the predictions/forecasts used at the beginning of
the planning horizon will turn into partial realities as the call volumes get unfolded
each day.

Further, it is intended, as a part of the study, to analyze the statistical aspects of
the call arrivals and calls processed. It is also aimed that the tool will be used to
study the efficacy of the scientific approach using past data. To sum up, the broad
objectives of the study are listed in the following points:

1. To provide scientific models for the problem using mathematical formulations
which will help in determining optimal solutions,

2. To build an excel based software tool which will act as a decision support system
to managers in industries with operations that are similar to operations of BPO
organizations,

3. Build the tool in such a way that it is user-friendly, easy to adapt and is available
at low cost or no cost,

4. Build the tool with an optimizer module which will help in determining call
planner,

5. Build the tool with an evaluation module which will help in understanding the
effect and implications of a given solution or a plan,

6. Build the tool in such a way that it is dynamic in the sense that it should be
useful in evaluating the status of a plan on any day after replacing the predic-
tions/forecasts with actual calls arrived and processed known thus far,
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7. Study the nature of call arrival distribution and the distribution of the calls pro-
cessed for the live problem selected for the study using past data,

8. Assess the efficacy of the decisions made in the past based on experience and
human intelligence,

9. Assess the efficacy of the solutions offered by the scientific approach on the
same past data and compare it with the solutions actually implemented.

6.4 Approach

In order to model the problem it is important to introduce the necessary notation
and terminology unambiguously. This is done by taking the present problem as an
example for model building. For any similar problems, the model can be adapted
with suitable definitions and modifications. The present problem involves receiving
calls on a daily basis and the planning is done for a month in advance, usually at the
beginning of each month. Planning horizon is the period for which the staffing is to
be planned. For the purpose of modeling, staffing is defined as the number of calls,
xi, planned to be answered on Day i. Let t0 denote the value of TAT. By definition
of TAT, every call that arrives on a day should be answered within t0 working days
(the count of t0 working days includes the day of arrival and/or the day on which the
call is answered provided it is a working day). Assuming that the work starts each
day at 8 am, a day is defined as 8 am of that day to 8 am of the next day.

To fix ideas and introduce further terminology, the following example is used.
Imagine that staffing was to be planned for the month of March 2010 on March 01,
2010. For ease of understanding, required data are presented in Fig. 6.2 partially. In
the third row of the figure, “H” stands for a holiday and “W” stands for a working
day. Due to space constraints, some dates are skipped in the figure. The stipulated
TAT is given by t0 = 8. Since t0 = 8 and the planning is done on March 01, 2010,
calls that arrived on or before February 17, 2010 will not be relevant to the problem
because the deadline for such calls is February 26, 2010 or before (see Fig. 6.2).
Therefore, it is necessary and sufficient to consider the data for the period starting
from February 18, 2010 to March 31, 2010. In other words, for the purpose of
modeling, it is assumed that calls that are valid according to TAT are only taken
into account for the purpose of planning.

Fig. 6.2 Sample data for modeling



6.4 Approach 143

The earliest date whose calls fall due on the day of planning will be called the
earliest due date (EDD). The day of planning will be called the first planning date
(FPD). The last date in the planning horizon will be called the last date of planning
(LPD). For the example in question, EDD is February 18, 2010, FPD is March 01,
2010, and LPD is March 31, 2010. For the ease of modeling and notation, the days
are numbered from EDD to LPD. Thus, day 1 refers to EDD, day 2 to February 19,
2010, and so on, and day 42 refers to LPD (see the first row of Fig. 6.2). Through
out this chapter n will stand for the day number of LPD and m will stand for the day
number of FPD. Thus, for the example, n = 42 and m = 12.

6.4.1 Call Volumes

By definition, call arrivals or volumes of day i are the calls that arrive during the
period of 8 am of day (i− 1) to 8 am of day i and will be denoted by vi. And calls
processed during day i are defined as the calls processed during the period of 8 am
of day i to 8 am of day (i+1). The interpretation of vi depends upon day i. If i ≤ m,
then vi stands for the number of calls that arrived on day i and are still pending at
8 am of FPD. If i > m, then vi is the predicted number of call arrivals of day i.

6.4.2 The Decision Variables

Let xi denote the number of calls planned to be processed on day i, i = m,
m+1, . . . ,n. For i < m, set xi = 0.

6.4.3 Basic Assumptions

Clearly the inputs to the staffing problem, the call volumes, are partly determinis-
tic and partly stochastic in nature. Stochastic Programming techniques [6, 9] may
be used for dealing with problems like the one at hand. However, these techniques
ultimately use expectations and variances of the uncertain inputs. In order to mini-
mize complications, this work assumes that call volumes and the calls processed are
deterministic. In view of the stable patterns in the data, these assumptions may not
hamper the solutions badly.

Another important assumption that is made is that the calls that arrive during
a day are not processed during the same day. The rationale behind this assump-
tion is that the calls that arrive during a day may arrive any time during the day
and there may not be adequate time for processing them on the same day. While
this assumption is necessary for formulating the problem, it may be violated in ac-
tual implementation. But that would not seriously affect the model solutions as the
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numbers can be suitably modified. This aspect will be better clarified later under the
discussion of model solutions to the live example that will be analyzed.

The staffing problem can be formulated as integer linear programming problem
(see Sect. 6.5). Since this requires call volumes, part of the approach is devoted to
understanding the call volume patterns from the past data and arriving at a forecast-
ing method. Another issue that needs to be studied is the capacity to address the
calls. This is necessary because the solution to the staffing problem will be in the
form of number of calls to be processed and that needs to be translated into number
of resource persons.

The objective of the staffing problem is to seek answers to two specific questions
which will help in planning. The first question seeks the number of resource per-
sons to be deployed, and the second question seeks the answer to “How to utilize
the planned resources?”. The problem is solved using a two-stage approach. The
answers can be obtained by solving two optimization problems (integer linear pro-
gramming problems). The first problem leads to a minimax problem and the second
problem uses the answer to the first problem.

6.5 Formulation

This section will present the mathematical formulations of the staffing problem. The
problem is solved in two stages. The first stage problem involves solving a minimax
problem and the second stage problem takes the answer to the first stage problem
and formulates a new problem with additional constraints.

6.5.1 Constraints of the Staffing Problem

In order to develop constraints, it is necessary to introduce some more terminology.
For any i, 1 ≤ i ≤ n, let di denote the number of calls that must be completed on
day i. Then we must have xi ≥ di. In the example under consideration we have:
di = 0 for i = 1,2, . . . ,11, and d12 = 19 as the deadline for the calls that arrived on
February 18, 2010 is end of March 01, 2010 and 19 of such calls (v1 = 19) are still
pending at the beginning of March 01, 2010 (see Fig. 6.2). Similarly, the deadline
for calls that arrived on February 19, 2010 is March 02, 2010. Note that the deadline
for calls that arrived during February 20–23, 2010 is March 04, 2010 as holidays do
not count under TAT condition (see Fig. 6.2).

Define pi as the cumulative dues, that is, pi = ∑i
j=1 d j. Define ci as the cumula-

tive volumes, that is, ci = ∑i
j=1 v j. Next, define qi as the opening calls, that is, the

number of calls that are available for processing during day i. As before, set qi = 0
for i < m as these are concerned with past. Note that there is a recursive formula for
the qi which is given by
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qm = cm, and q(i+1) = ci − xi + vi+1 = ci+1 − xi, i = m,m+1, . . . ,n−1. (6.1)

In order to make the model more flexible, the manager will be given the option of
specifying upper limits on the number of calls that can be processed during day
i. Let si be the maximum number of calls that can be processed on day i. Again,
set si = 0 for i < m. To set the stage for formulating the constraints, define ui, the
cumulative calls processed, that is, ui = ∑i

j=1 xi. The constraints are listed below.

Constraint 1: The number of calls processed during a day cannot exceed the num-
ber of opening calls and the maximum number of calls that can be processed on
that day. Thus, we must have: xi ≤ qi and xi ≤ si for i ≥ m. Note that xi ≤ qi is
equivalent to ui ≤ ci.

Constraint 2: Maintaining the TAT condition. This is ensured by setting ui ≥ pi

for i ≥ m. To see this, note that um ≥ pm, which is same as xm ≥ dm, ensures
that calls which are due on FPD are cleared on FPD. Next, u(m+1) ≥ p(m+1),
implies, xm + x(m+1)− dm ≥ d(m+1). The left hand side of this last inequality is
the number of calls processed during FPD and the next day after clearing the FPD
dues. Therefore, the inequality ensures that day (m+ 1) dues will be cleared by
end of day (m+1). This way the constraints ensure that the TAT conditions are
met.

Constraint 3: Finally, it is obvious that all xis must be nonnegative integers.

6.5.2 Two-Stage Optimization and the Objective Functions

When planning the number of calls (equivalently the resource persons) over the
working days of the planning horizon, the management has to plan for the same
number of calls on each of the working days due to payment and other regulations.
However, the management will have the option of utilizing the planned hours flexi-
bly. If x is the constant number of hours planned over each of the working days of
the planning horizon, then the management may utilize xi hours on ith working day
so that xi ≤ x for any i. Therefore, the objective would be to choose xis and x so
that all transactions are completed with in TAT. This objective will be achieved by
solving two optimization problems in two stages. The first stage problem will find
x and the second stage problem finds the xis. The formulations of the two stages are
given below.

6.5.3 Formulation of Stage-1 Problem

In this stage we find out the common x. The objective function is

f (x1,x2, . . . ,xn) = max
1≤i≤n

xi
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With this objective function the problem is the following integer linear programming
problem.

Minimize x
Subject to

∑i
j=m x j ≥ pi, i = m,m+1, . . . ,n,

∑i
j=m x j ≤ ci, i = m,m+1, . . . ,n,

xi ≤ si, i = m,m+1, . . . ,n,
xi ≤ x,
xis are nonnegative integers.

6.5.4 Formulation of Stage-2 Problem

Having obtained the minimum x in Stage-1, the problem is to find the minimal xis
which will meet the TAT requirements. Let x0 be the optimal value of the objective
function of the Stage-1 problem. In Stage-2 problem the objective function is taken
as ∑xi which will be minimized with constraints xi ≤ x0 for each i along with the
constraints of the Stage-1 problem.

Minimize ∑xi

Subject to
∑i

j=m x j ≥ pi, i = m,m+1, . . . ,n,
∑i

j=m x j ≤ ci, i = m,m+1, . . . ,n,
xi ≤ si, i = m,m+1, . . . ,n,
xi ≤ x0 for all i
xis are nonnegative integers.

The above problems can be solved using the solver that comes with Microsoft
Excel or any other suitable solver such as LINGO, CPLEX, COIN-OR, etc. How-
ever, the Stage-1 problem can be solved very efficiently by writing a simple pro-
gram. As a part of the software tool developed under this work, a macro is developed
to solve this problem.

6.6 The Software Tool

The main objective of this work is to develop an Excel based software tool that
will help as a decision support system for the industrial organizations dealing with
problems that fit into the framework of the problem for which the solution is pro-
vided in this work. This section will describe the details of the software tool, its
design, the input and output formats, and information that will be useful for the
managers/decision makers.
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6.6.1 Features

The software tool is aimed at providing multiple features so that it can be effectively
used not only to determine the optimal solutions but also make it useful in evaluation
of various options and make it dynamic so that situations can be reviewed on any
day of the planning horizon taking into account the realizations of the forecasted
call volumes. The intended features are listed below.

Feature 1: Make the tool simple and user friendly with minimum input require-
ments.

Feature 2: Provide a comprehensive screen in which all important inputs and out-
puts can be seen.

Feature 3: Provide the option to choose the planning horizon flexibly so that it is
not necessarily a rigid 1 month period.

Feature 4: Provide the option to change the TAT as desired.
Feature 5: Allow changes in sis, the upper limits on calls that can be processed,

flexibly.
Feature 6: Allow calls to be processed on holidays if desired.
Feature 7: Obtain solutions to problems of Formulation 1 and Formulation 2.
Feature 8: Allow mid-course reviews.
Feature 9: Display utilization metric and the TAT distribution.

6.6.2 Main Screen

As mentioned before, the software tool is developed in Microsoft Excel. The present
version of the tool comprises of two interactive sheets. One of them, titled “Vol-
umes,” is used for providing inputs, and the other, titled “Direct,” is used for seek-
ing solutions and providing partial inputs for analyzing various options. There are

Fig. 6.3 Snapshot of the screen “Direct” of the software tool
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four tabs in the screen “Direct”, named “Load Data”, “Load Default Capacities,”
“Evaluate” and “Optimize.” In the screen, there is a row that presents the relevant
dates, the row below that indicates whether the dates are holidays (H) or working
days (W). The next two rows present the call volumes vis and the call upper limits
(sis). The row titled “Calls Processed” presents the solution (xis). The row above
this, titled “Dues,” presents the status of the solution, that is the number of calls
missing the TAT. If all the entries in this are equal to zero, it means that the TAT
condition is met by the solution. Of these rows, the user has permission to mod-
ify the entries in the row titled “Capacities.” The entries in this row are the sis, the
maximum number of calls that can be addressed (Fig. 6.3).

In the box titled “Dash Board” there are few inputs that are expected from the
user. These are Plan From date (to specify FPD) and Plan Up to date (to specify
LPD). After entering these two dates, the user is expected to click the Load Data
button. Up on clicking, the first four rows (sno, Date, Holiday and Call Volume
rows) get filled with relevant data by picking the same from the Sheet “Volumes”
where the basic data are previously loaded. The Dash Board also provides informa-
tion on the total call volumes and the total number of calls answered by the solution,
the utilization percentage and the TAT distribution. The formula for the utilization
percentage is given by:

Utilization Percentage =
100×Average of xis

Maximum of xis
(6.2)

The rationale behind this formula is the assumption that the deployment of resource
persons is on monthly basis. If a certain number of people are deployed on a day,
then the same number of people have to be deployed on any other day during the
planning horizon. This metric may be little conservative but can be used as a useful
indicator. More meaningful metrics may be computed using ground realities.

The button “Load Default Capacities” is used for setting uniform upper limit on
the calls that can be processed (sis). To do this, the user has to first enter a number
for the “Maximum Number of Calls Per Day” and then click the “Load Default
Capacities” button. Upon clicking this button, all the sis (for i ≥ m) will be set equal
to the number specified for the “Maximum Number of Calls Per Day.” After doing
this, if the “Evaluate” button is clicked, then a solution will be produced in which
all xis are less than or equal to the specified maximum number of calls per day.

Finally, the “Optimize” button is used for getting an optimal solution for the
given problem. To obtain optimal solution, the user needs to specify the FPD and
LPD, click the “Load Data” button and after the data are loaded, press the “Opti-
mize” button. On pressing this button, the tool will find an optimal solution, using
a built-in macro, and post it in the screen. In the present version of the tool, only
Formulation 1 is implemented for obtaining the optimal solution.
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6.6.3 Inputs Screen

The main inputs for the problem should be provided in the sheet named “Volumes.”
The main inputs required here are the dates, whether the dates are working days or
holidays, and the call volumes. A snapshot of the format of the sheet “Volumes” is
shown in Fig. 6.4. Since the call volumes change dynamically depending upon the
call arrivals and calls processed, the user must ensure that right inputs are fed in the
sheet “Volumes.” In actual practice, the user maintains a system file of call arrivals
and calls precessed which is updated, say, at 8 am every morning. The call volumes
can be extracted from that file. For analyzing the past data, a file of the live data for
the year 2010 is used in this study.

6.7 Application of Tool to Live Data

In order to understand the utility of the software tool, live data pertaining to one
category of calls are used. The data are collected from January 01, 2010 to August
30, 2010. For the purpose of analysis, the data are exported to an excel sheet, and
Fig. 6.5 presents a snapshot of the sheet. Basically there are five columns in this
data. The first column is the date and all dates are present irrespective of whether it
is a holiday or a working day. The column next to date shows the day of the date.
Third column indicates whether the corresponding date is a holiday or a working
day. The number 1 in this column stands for holiday, and 0 stands for a working
day. The next column titled “Arrivals” presents the number of calls received on the
corresponding day. The last column shows the actual number of calls addressed on
the corresponding day. For the purpose of analysis, data were considered from 30-
12-2009 to 30-08-2010. This is because the calls received prior to 30-12-2009 were
all cleared before 01-01-2010. The arrivals shown against the dates 30-12-2009 and
31-12-2009 are the calls of respective dates pending as on January 01, 2010. For
the rest of the dates (from 1st January onwards), the arrivals are the actual arrivals.
Based on the call volumes the company has deployed three resource persons with
an expectation of 40 calls per day to be addressed by each one of them. The first
query from the company is whether the deployment of three persons is correct,
if not, what is the optimal number. As this would depend on call arrivals and call
departures (calls addressed), the first step towards answering the query is to examine
the call arrival and departure patterns. It is observed from the data that calls do arrive
on holidays and calls are processed sometimes on holidays due to exigencies of
meeting TAT. But such volumes are considerably low. In any case, there is no harm
in attributing the arrivals of holidays to the first working day that follows them. For
instance, 1st, 2nd and 3rd of January are holidays and the first working day that
follows them is 4th January. The arrivals of 1st, 2nd and 3rd, namely 63, 29 and 21
are added to 356 calls of 4th January, making call arrivals for 4th January as 469 (see
Table 6.1). This way the call arrivals are calculated for each working day. The call



150 6 A Scientific Tool for Workforce Management in BPO Companies

Fig. 6.4 Snapshot of the screen “Volumes” of the software tool

arrivals of the working days thus calculated, say ri, against the working day (W-day)
number i are presented in Table 6.1 for the 8 months, January to August.

Fig. 6.5 Live data in excel
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Table 6.1 Working day number wise call arrivals

W-day(i) Jan Feb Mar Apr May Jun Jul Aug r̄i σ̂i

1 469 438 402 387 567 425 428 469 448 56
2 236 240 287 210 262 255 242 245 247 22
3 173 184 200 226 188 222 80 157 179 46
4 167 162 165 203 148 173 212 215 181 26
5 116 145 154 134 145 221 158 115 149 33
6 161 154 142 88 160 103 143 134 136 27
7 93 114 123 91 110 88 81 87 98 15
8 61 61 85 98 87 93 106 75 83 16
9 80 60 66 58 72 66 75 63 68 8
10 59 77 53 56 52 75 66 51 61 10
11 60 82 57 47 71 44 33 67 58 16
12 52 55 60 55 48 57 31 42 50 10
13 43 55 42 68 33 39 52 38 46 11
14 34 39 29 45 39 46 36 35 38 6
15 39 33 24 30 38 38 41 29 34 6
16 49 49 42 37 40 42 27 35 40 7
17 34 33 22 23 47 25 39 33 32 9
18 16 30 39 64 21 17 44 10 30 18
19 30 36 27 39 28 25 45 16 31 9
20 30 36 26 27 25 28 26 3 25 10
21 39 40 22 36 26 2 28 14
22 36 90 59 27 53 28
23 64 64

Exhibit: Correlation matrix of the monthly volumes of
different months

Jan Feb Mar Apr May Jun Jul Aug
Jan 1.00
Feb 0.99 1.00
Mar 0.97 0.98 1.00
Apr 0.95 0.95 0.96 1.00
May 0.99 0.99 0.96 0.94 1.00
Jun 0.95 0.96 0.97 0.97 0.95 1.00
Jul 0.95 0.94 0.94 0.92 0.95 0.93 1.00
Aug 0.99 0.98 0.97 0.96 0.98 0.95 0.97 1.00

There is a cyclic pattern in the call arrivals. This is very clearly evident from
Fig. 6.6 that plots the calls of the 8 months against the working day number. Treating
each months’ volumes as a multidimensional vector and taking the first 20 working
days’ volumes (so that each vector is in the same dimension), we can examine the
dimension of the vectors by looking at their correlations as well as their principal
components. The first principal component accounts for 96.7 % of the total varia-
tion. The correlation matrix is shown in the exhibit. The high correlation and high
contribution by the first eigen value indicate that the call volumes are have a stable
pattern. Also the average volumes of the 6 months remain same. This can be ex-
amined by carrying out a two-way analysis of variance [4] on the number of call
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arrivals by taking working day number as one of the factors and Month as the other
factor. The summary of the analysis is shown in Fig. 6.7. This analysis reveals that
month to month variation is insignificant and that Working Day Number is the only
significant factor.

Fig. 6.6 Working day-wise call volumes

Source

Working Day

Mon

Error

Total

S = 22.4761 R-Sq = 95.86% R-Sq(adj) = 95.01%
170 1721885

141 71230 71230 505

7 2667 2667 381 0.75 0.627

1646761 74853 148.17 0.000164798822

SSSeqDF Adj SS Adj MS F P

Fig. 6.7 Analysis of variance

In the light of the above observations, it sounds reasonable to use the average
number of calls of a working day, say ith working day, computed from the 8 months
data as the expected number of call arrivals, ri, for any month. Denote this expected
number by r̄i. The values of r̄i and the sample standard deviations (σ̂i) of ris are
summarized in the last two columns of Table 6.1. The utility of the software tool
will now be demonstrated.
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6.7.1 Plan for Sep’2010

First consider the case of planning for September 2010. In this case FPD is Septem-
ber 01, 2010 and LPD is September 30, 2010. The user must ensure that the sheet
“Volumes” contains the data for August 2010 and September 2010. The call volumes
for August should be the pending calls as on 1st September, and the call volumes for
September are the arrivals forecasted (ris). In this case, the call volumes for August
will all be zero as there are no pending calls as on 1st September. After updating
the volumes sheet, the user should enter the FPD, LPD and the TAT (=10 for this
category of calls) in the sheet “Direct” and click on “Load Data” button. This will
load the data and the resulting sheet is shown in Fig. 6.8.

Fig. 6.8 Sheet “Direct” after loading data

6.7.2 The Company’s Solution

Next, to examine the decision of deploying three resource persons, that is 120 calls
per day planned, the user should enter 120 against Maximum Number of Calls Per
Day, click on “Load Default Capacities” button, and then click on “Evaluate” button.
The resulting sheet is shown in Fig. 6.9. There will be no pending calls at the end of
the month, the TAT distribution shows that all calls will be addressed within at most
7 working days, and the utilization is 59 %.
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Fig. 6.9 Effect of deploying three resource persons

6.7.3 Stage-1 Optimal Solution

To find out the minimum number of resource persons required for September, the
user should click on the “Optimize” button. Under the optimal solution, the max-
imum number of calls to be addressed on any day is 90, the TAT goes up to 10
days and the utilization goes up to 73 %. The optimal solution here will have all xi

corresponding to working days equal to 90. This means that instead of deploying
three resource persons (equivalent to 120 calls), it is possible to manage with two
resource persons with a little overtime provision.

6.7.4 Stage-2 Optimal Solution

From Stage-1 solution, it is known that the maximum of xi is 90. With this infor-
mation the Stage-2 problem is solved. In the resulting solution, some of the xis get
reduced (x14 = 88, x36 = 83, x37 = 69, x40 = 62, x41 = 61, x42 = 50, x43 = 41, and
other xis corresponding to working days are equal to zero). The final optimal solu-
tion is displayed in Fig. 6.10. After Stage-2 optimization, the utilization percentage
reduces from 73 % to 67 %. However, one should be cautious in interpreting the re-
sults of Stage-1 to Stage-2 optimizations. The Stage-2 optimization determines how
much more spare time, that is, the savings in terms of number of calls, can be ex-
tracted from the optimal solution of Stage-1. This can be worked out as 100(u1−u2)

u1
where ui is the utilization percentage of ith stage optimization, i = 1, 2. For this
example it is equal to 8 %

(
= 100(73−67)

73

)
.
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Fig. 6.10 Optimal resources required for September 2010

6.7.5 What if the TAT Is Reduced to 8 Days?

This question can be examined by running the tool by modifying TAT to 8. The
user has to Load Data and then Optimize. Under the optimal solution, the maximum
number of calls to be addressed on any day is 104, and the utilization is 68 %.

6.7.6 Dynamic Review

Imagine that the manager has decided to go for addressing a maximum of 100 calls
on any day. Suppose the actual arrivals on 1st September is 523 as opposed to the
forecasted 448. The manager wants to understand the impact of this deviation in
the arrival. This can be done by replacing 448 (v12) by 523 on 1st September, and
evaluating the solution. The resulting solution will address all the calls by the end
of the month but 21 % of the calls will be addressed on the 9th working day and 1 %
of the calls on the 10th working day. The utilization is 73 %.

6.7.7 What if Resources Are Restricted on Some Days?

Imagine that the manager has planned for 100 calls per day and some of the re-
source persons will not be available on 6th and 9th of September. Based on this, the
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manager can plan for at most 50 calls on 6th and at most 70 calls on 9th. How does
the solution get affected? The user has to change the Call Upper Limits of 6th and
9th to 50 and 70 respectively and then evaluate. The solution implies that it is still
possible to complete all the calls by month end with a TAT of 10 days and utilization
will be 71 %.

6.7.8 Analysis of Past Data

It was observed that the call arrival pattern is not influenced by month. Therefore,
the forecasts used for the month of September can as well be used for any of the past
months. It may be interesting to examine, what would have been the situation had
this tool been applied to all the past months from January to August. In this case,
four types of solutions are examined. These are labeled as “Solution-OF,” “Solution-
OA,” “Solution-QA” and “Solution-CA.” The description of each of these solutions
is given below.

Solution-OF: This solution is obtained by using forecasted volumes and the min-
max criteria explained earlier.

Solution-OA: This solution is obtained by using the actual arrivals and the Maxi-
mum Number of Calls Per Day obtained by the Solution-OF.

Solution-MA: This solution is obtained by using the actual arrivals and the aver-
age of the calls addressed during working days.

Solution-CA: This is the solution actually implemented by the company for the
actual arrivals.

Before describing the results of the four types of solutions, it is necessary to elab-
orate on the calls answered on a normal day and the estimation of Q3, the third
quartile.

6.7.9 Calls Answered on a Normal Day

From the past data it is observed that there is lot of variation in the calls addressed
each day. In fact, it is noticed from the data that calls were answered on many hol-
idays. It is found that due to logging problems, there could be a mix up of calls
that fall on a working day which is either preceded or succeeded by a holiday. In
order to assess the number of calls that can be addressed on a working day, it is
felt reasonable to use only the calls pertaining to normal working days, where a
day is considered normal if it is preceded and succeeded by working days. Over
the 8 months data, there are 102 normal working days and the data on the calls
addressed on these days had two outliers. A graphical summary of the the data (ex-
cluding the two outliers) is shown in Fig. 6.11. An estimate of the average number
of calls per day is 92. The four types of solutions mentioned above are obtained for
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Fig. 6.11 Summary of number of calls addressed on normal working days

each of the months. With the help of the software tool this is just a matter of click-
ing the buttons and the solutions can be obtained in no time. To examine the four
solutions and compare them, the results are summarized in Fig. 6.12. The summary
comprises the following. The first column specifies the month and the figures in the

parentheses specify the Chi-square statistic (= ∑ (ri−vi)
2

vi
) for the month’s forecasts

(here ris are the actuals and vis are the forecasts). The second column presents the
maximum number of calls on a single day addressed during the month. The third
column presents the percentage of calls addressed against the expected/available
calls during the month. The fourth column presents the utilization percentage and
the rest of the columns present the TAT distribution.

As per the current planning of the company (which was applied to all the
8 months), 5.7 resource persons are assigned but only three resource persons
(at most) are deployed for the calls of the category in question. Each resource per-
son is expected to address 40 calls per day. From the results of Fig. 6.12, optimal
solutions based on forecasted volumes recommended at most 120 calls for all the
8 months with just one exception (126 calls in May Solution-OA). Further, the same
solutions work even under the actual calls received. This means that if the optimal
solutions are implemented, then they are robust against the forecasting errors. The
optimal solutions suggest that three resource persons would be good enough, as op-
posed to the 5.7 of the company’s plan, for handling the calls without breaking TAT
conditions. The percentage of available calls addressed is high (93 or above with
just one exception). If one plans for the average number of calls per day (92), then
the TAT condition is violated in all the 8 months. The number of actual calls ad-
dressed each day has more variation than desired. If this is better controlled and the
average is taken closer to the number suggested by the optimal solution, then there is
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Fig. 6.12 Summary of results of past data analysis

scope for clearing most of the available calls of each month within the same month.
The utilization percentages are around 65–75. The deviations between the forecasts
and the actual arrivals are measured by the Chi-square statistic. Since the number of
working days is approximately 21 days in each month, the Chi-square statistic may
be compared with the tabulated chi-square which is equal to 33 for 21 degrees of
freedom. Though the deviations are high, the solutions suggest that if the company
plans for three resource persons, then the calls can be addressed efficiently.
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6.8 Summary

The main activity of a ITES/BPO industry is to receive transactions/calls from
the client base and address them within TAT, the stipulated time. One of the ma-
jor activities of the industry is that of planning and management of resources, the
agents/associates who address the calls from the clients. The problem is too complex
to get solutions manually based on experience and human intelligence, and calls for
a decision support system which will be extremely useful and inevitable for efficient
management of the operations. In the absence of the use of DSSs, the industries are
facing a common challenge of increasing gap between demand and supply due to
inefficient management. This work has evolved from one such industry, an ITES
company that is struggling in planning and management of resources.

This chapter presents the details of development and utility of an Excel based
software tool that will be extremely useful in planning and management of human
resources. It describes how the problem is viewed from a scientific angle and the
formulation of the problem as a integer-linear programming problem. The tool is
applied to a live example from the ITES company which has sought solution to the
problem.

A number of situations that a manager encounters while planning and managing
the resources and how they can be handled using the software tool are discussed in
the chapter. A forecasting model is proposed for one specific category of calls along
with a chisquare metric to indicate the extent of agreement between the forecasts and
the actual calls received. Similarly, a metric to indicate the utilization of resources is
also proposed. The effectiveness of deploying the software tool is demonstrated by
applying the tool on past data and comparing solutions of different types including
the one actually executed in the past.

Lastly and most importantly, the main objective of this work is to promote busi-
ness excellence through scientific based and low cost solutions among industries
where operations are similar to the ones for which the software tool is suitable.
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Chapter 7
Intelligent Modeling and Practical Solutions

Abstract Industries often approach consultants with specific questions or problems.
There is a great deal of demand for consultants in this regard. Some problems,
though straightforward in terms of formulation, need special techniques for solving
them. This chapter presents five live cases of industrial problems, some requiring
special solutions and some requiring statistical modeling. One case deals with an
important problem of determining the possible frequencies of amino acid molecules
in a synthesized polypeptide – a typical integer linear programming problem appli-
cation but requires an efficient solution procedure. Two of the cases are applications
of multivariate analysis techniques – one dealing with comparing a company’s prod-
uct with a reference product, and the other is about a procedure for rating a product
based on multiple characteristics. Another case deals with the assessment of reliabil-
ity of CFL bulbs. Besides estimating the reliability of bulbs, this case uses Markov
chains and simulation to determine the number of test benches required for testing
the bulbs. The last case of this chapter deals with evaluating two insurance schemes,
again a nice application of Markov chains.

7.1 Introduction

Industries often approach consultants with specific problems or questions. Some
problems require routine modeling or analysis techniques but some require special
solutions as the routine techniques are either inadequate or inefficient to solve them.
This chapter presents some live cases where the industry has approached the author
seeking solutions. It is hoped that the cases presented in this chapter will be useful
to the readers in modeling and solving problems of similar nature.

This chapter has five sections. Each section presents a live case of decision mak-
ing problem. The first two cases are from a pharmaceutical industry. The first of
these two cases is an important problem of determining the possible frequencies

© Springer International Publishing Switzerland 2015
G.S.R. Murthy, Applications of Operations Research and Management Science,
International Series in Operations Research & Management Science 229,
DOI 10.1007/978-3-319-17921-6 7

161
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amino acid molecules in a synthesized polypeptide prepared by the company. This
is a typical integer programming problem but requires an efficient solution proce-
dure. The ideas of this case study can be applied to some other interesting problems.
This study is presented in Sect. 7.2.

The second case deals with determining whether the behaviour of one of the
products made by the company is different from that of a standard reference product.
This is a typical application of multivariate analysis techniques such as principal
component analysis and cluster analysis. This study is presented in Sect. 7.3.

The third case is from a bulbs manufacturing company and it is about the relia-
bility of bulbs and planning testing facilities. The company was told by a consultant
that the reliability of their bulbs was very low which became a major concern for
them. Hence the company wanted a proper assessment of the reliability of their
bulbs. This study is presented in Sect. 7.4.

The fourth case is from a paper industry and it is about deriving a procedure
for rating a product, paperboard in this case, based on multiple characteristics of
the product. This case also uses multivariate techniques for the solution and it is
presented in Sect. 7.5.

The fifth case is about evaluating two insurance schemes. The client in this case
is actually an individual who wanted a scientific solution to his decision making
problem. The problem is that he has the option of choosing one of two possible
pension schemes and he wanted to know which scheme should he chose. This study
is presented because of its interesting solution which is a nice application of Markov
chains. This study is presented in Sect. 7.6.

7.2 Determination of Polypeptide Composition

This study presents a case on how an important practical problem at a pharma in-
dustry was solved. Essentially the problem is a simple integer linear programming
problem [1, 12] but the requirement is that of obtaining all solutions. In the process,
the question of uniqueness of solutions to the problem is encountered. The approach
to addressing this problem has lead to some interesting ideas. New formulations are
devised to determine the uniqueness and to obtain multiple solutions when the solu-
tion is not unique. It is pointed that the ideas could be extended to general problems.

7.2.1 Background

The company is working on a polypeptide synthesised with four amino acids.
A peptide is a molecule consisting of a chain of two or more amino acids. De-
pending on the number of amino acids in the chain, peptides are called dipeptides,
tripeptides, tetrapeptides, and so on. The company is working on a polypeptide
synthesized with four amino acids. By hydrolyzing the random polypeptide with
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selective enzymes, polypeptide chain is cleaved into small fragments. The molecu-
lar weights of the cleaved fragments are determined by analyzing them using Liquid
chromatography–mass spectrometry (LC-MS) (http://en.wikipedia.org/wiki/Liquid
chromatography-mass spectrometry cited on Nov 06, 2014). The general prob-
lem of interest is to determine the sequence of amino acids in the chains of
the fragments because knowing the primary structures of the fragments helps,
sometimes, in deducing the original structure of the peptide by taking advan-
tage of overlapping pieces. The actual problem posed by the company for this
project is a subproblem of the above and is described in the following subsection.
For more information on the polypeptides and the problems related to it see the
sites http://en.wikipedia.org/wiki/Peptide bond, http://en.wikipedia.org/wiki/Pep-
tide synthesis and https://www2.chemistry.msu.edu /faculty/reusch/virttxtjml/ pro-
tein2.htm.

7.2.2 Statement of the Problem

The random polypeptide is prepared by synthesizing with four acids, namely,
L-glutamic acid (G), L-alanine (A), L-tyrosine (T ), and L-lysine (S) with the mole
fraction of 0.141, 0.427, 0.095, and 0.337 respectively. In a layman’s understand-
ing this simply means that in the polypeptide that is finally prepared, the propor-
tions of the four acids G, A, T and S are 0.141, 0.427, 0.095, and 0.337 res-
pectively (note that the sum of these four numbers is 1). The polypeptide is then
cooked/digested which results in the formation of sequences of the four acids. Each
sequence may be regarded as a DNA sequence of the four acids. After the process
of cooking/digestion, the molecular weight of the total substance prepared is in the
range of 2000–20000 daltons. In the LC-MS analysis, each of the sequences is cut
into smaller size subsequences of the four acids. The subsequences are called frag-
ments. Now, each fragment has a certain number of molecules and the amino acids
(Fig. 7.1) are in a particular sequence in the fragment. For example, a fragment has
4 Gs, 2 As, 3 T s and 2 Ss, and the arrangement of the acids in this fragment may
be SGAGTAGGT T S. It is also possible that another fragment has the same compo-
sition of the four acids but the sequence is SAAGGT T T GGS. The weight of each
fragment is obtained in the LC-MS analysis and theoretically it should satisfy the
following equation:

147.05xg +89.05xa +181.07xt +146.11xs −18.026(xg + xa + xt + xs −1) = w,
(7.1)

where xg, xa, xt , xs are the number of G, A, T and S acid molecules respectively; w
is the atomic weight of the total fragment. The coefficients of xg, xa, xt and xs are the
molecular weights of the respective amino acids. The component 18.026(xg + xa +
xt + xs − 1) in the equation is the weight of water molecules that are sandwiched
between acid molecules in the sequence. Normally the weight w is in the range of
500–2000. The problem posed by the company is: Given w, find the composition

http://en.wikipedia.org/wiki/Liquid_ chromatography-mass_spectrometry
http://en.wikipedia.org/wiki/Peptide_bond
http://en.wikipedia.org/wiki/Pep- tide_synthesis
https://www2.chemistry.msu.edu /faculty/reusch/virttxtjml/ protein2.htm
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of the fragment and the possible sequences of the given fragment. In other words,
find all possible solutions (xg, xa, xt , xs) satisfying Eq. (7.1) and list all possible
sequences for the given weight w. The client wants a ready reckoner table that can
be used for quick reference or a software tool that will throw up the solution by
taking the weight as the input.

Another important question that the company had in mind, though not studied
under this project, is whether the proportions of amino acids in the original mix
influences the composition of the amino acids in the fragments. In other words,
if (xg, xa, xt , xs) is treated as a random vector in a random fragment, does the
distribution of (xg, xa, xt , xs) depend on the mixture proportions?

Fig. 7.1 Amino acids

7.2.3 Approach and Evolution of Ideas

The company’s problem is that of finding xg, xa, xt , and xs for an observed w
in the range 500–2000, and then list down all possible sequences for the possible
composition. It must be noted that if Eq. (7.1) has no integer solution for a given w,
then it means that w is not a possible observation. Since the problem is to prepare
a ready reckoner, we must treat w also as a variable and solve the following integer
programming problem: Find positive real w and nonnegative integers xg, xa, xt and
xs such that
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w−129.024xg −71.024xa −163.044xt −128.084xs = 18.026

w ≥ 500 (7.2)

w ≤ 2500

w ≥ 0 is real and xg, xa, xt , xs are nonnegative integers.

Since the company wants all the solutions, we must have a procedure to determine
all the solutions. One way of getting all solution is described below.

First solve (7.2) and get a feasible w. Having got the feasible w, get all possible
solutions to (7.1) with this w fixed. Since the company is also interested knowing
whether a solution is unique, we must first find out for a given feasible w whether the
solution is unique. One way of addressing the uniqueness question is the following.
Though simple, the idea deserves a mention here.

7.2.4 How to Address the Question of Uniqueness?

We can manipulate with the integer programming formulations to address the ques-
tion of uniqueness and also ways to find out all solutions. In the process we use
a formulation that will find out a situation where the solution is not unique. It is
worth presenting these manipulations as they give interesting ideas. For a feasible
w, the solution to (7.1) is unique if, and only if, the optimum objective value of the
following problem is zero.

Maximize ∑4
i=1 |ui − vi|

subject to
g(u) = 18.026
g(v) = 18.026
u and v are nonnegative integer vectors in R4,

where g(x) = w−129.024xg −71.024xa −163.044xt −128.084xs,
and x = (xg,xa,xt ,xs).

(7.3)

Though the objective function involves absolute values, it can be linearized using
the representation of a real number r as a difference of two nonnegative reals (r =
r+− r−,r+ ≥ 0, r− ≥ 0) and the formula |r|= r++ r−.

Suppose (7.1) has multiple solutions. How to get all the solutions? Again, we can
formulate this as a integer programming problem. Suppose u is a solution to (7.3)
already obtained. To get another solution, solve the following problem:

Find nonnegetive integer vector v ∈ R4 satisfying
subject to

g(v) = 18.026
∑4

i=1 |vi −ui| ≥ 1

(7.4)
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The above idea can be extended to obtain one more solution different from two al-
ready obtained solutions, say, u and v. We just have to add one more constraint to the
above problem with respect to the second solution. This procedure can be continued
until we get all the solutions. However, this will be an inefficient procedure. We will
see an elegant solution to the problem of finding all solutions.

It turned out that for the client’s problem, there are more than 11000 values of w
in the range of 500 to 2500 so that (7.1) has a feasible solution. In fact, for each of
these values of w, the solution is unique. Again, one might be curious to know how
we arrive at these conclusions. The answer to this problem is the elegant solution to
the client’s problem presented in Sect. 7.2.6.

One more question that arises, out of curiosity, in connection with this problem
is the following: Is there a w for which Eq. (7.1) has at least two solutions, and if so,
what is smallest such w? The formulation below was devised to find an answer to
this question.

Minimize w
subject to

g(u) = 18.026
g(v) = 18.026
∑4

i=1 |ui − vi| ≥ 1
u and v are nonnegative integer vectors in R4,

(7.5)

This problem was solved using a professional OR package, and it took more than 15
minutes of CPU time and yet the optimum solution could not be obtained. However,
during the run time, the smallest w with at least two solutions was found to be
3883.08. This might provide a useful information to the client.

7.2.5 Extension of Ideas to General Problems

The above ideas can be extended to more general problems. For example, if we are
interested in knowing whether a system of equations f (x) = 0, where f is a function
from Rn to Rm, has a unique solution, examine the solution to the problem given by

Maximize ∑n
i=1 |ui − vi|

subject to
f (u) = 0
f (v) = 0

(7.6)

Solution is unique (when it exists) if, and only if, the optimum objective value
to (7.6) is zero.
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Next consider the optimization problem:

Minimize f (x)
subject to
g(x) = 0

(7.7)

If x̄ is a solution to this problem, then the problem has a unique solution if, and only
if, the problem (7.8) below has zero as its optimum objective value.

Maximize ∑n
i=1 |xi − x̄i|

subject to
g(x) = 0,
f (x) = f (x̄)

(7.8)

7.2.6 Solution to the Client’s Problem

In the previous subsection, we have seen some theoretical ideas for solving the
client’s problem. But those ideas involve solving a large number of integer linear
programming problems [2, 12, 14] which are difficult to solve and time consuming.
We must explore different alternatives to solving the problem. Since the client prob-
lem has only four variables, it is worthwhile trying computer programming tech-
niques to solve the problem. In fact, in this case, a simple program involving four
nested for loops will provide a smart solution to the problem. The programming
logic for the solution is explained in the next paragraph.

Since w ≤ 2500, the maximum possible value of xg is equal to integral part of
2518.026
129.024 plus 1 which is 20 in this case. Similarly, the maximum possible values

of xa, xt and xs are 36,16 and 20 respectively. Now the trick is to enumerate all
four tuples (xg, xa, xt , xs) and compute the corresponding w. If a four tuple has
its w within the range 500 to 2500, then record the weight and its tuple, otherwise
discard it. Now, the question of uniqueness can be easily answered by finding out
the frequencies of the recorded ws. If the frequency fw of a recorded w is more than
one, then the problem corresponding to that w will have multiple solutions, in fact,
fw solutions to be precise. It turned out that fw = 1 for all w in the range 500 to
2500. The total number of 4-tuples scanned in the for loop is equal to 230400 of
which 11945 have their ws in the range 500–2500. From the computer program, the
ready reckoner is easily prepared. The program was written using Microsoft Excel
macro and the reckoner is also stored in the same Excel file. The essential part of
the programme is outlined below for better understanding of the reader.

k = 2
For xg = 0 To 20
For xa = 0 To 36
For xt = 0 To 16
For xs = 0 To 20
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w = 129.024 * xg + 71.024 * xa
+ 163.044 * xt + 128.084 * xs + 18.026;

If (w >= 500 And w <= 2500) Then
Print (w, xg, xa, xt, xs);

k = k + 1;
End If
Next

Next
Next
Next

7.2.7 Conclusions of the Peptide Study

This section presented an important case study for a pharma industry. The informa-
tion that the solutions will be unique for all the fragments encountered (in the range
500–2500 of w) is important and useful to the company. The solution procedure
demonstrates that sometimes complex problems have simple solutions. Solving the
problem and providing solution has actually lead to some interesting ideas about
some typical problems that are often encountered in theory and the ideas may be
useful elsewhere. One such problem encountered here is that of uniqueness of so-
lutions to a system of equations. This has provided an opportunity to the analyst to
come up with new and interesting ideas. Finally, it turned out that the theoretical
formulations of the practical problem may not always be effective in terms of pro-
viding quick solutions. Therefore, it is important that the analysts should explore the
problem and solution from various angles. In this case, a simple computer program
could provide a very effective solution to the problem. The most important contribu-
tion of this work is that it has provided an effective solution to a live problem from
industry and in the process some interesting theoretical ideas evolved.

7.3 Comparing Company’s Product with Reference Product

This study was carried out for a pharma industry. The problem was about establish-
ing competence of the company in producing one of their products. The product is
produced in batches. One of the requirements in establishing the competence is that
of establishing batch consistency. In this regard, this study was taken up to compare
the consistency of the reference product, also known as innovator’s product, over
different batches with that of the company’s product. The comparison is to be made
with respect to the markers of a Mass Spectrum (MS) analysis.

For this study, some background of multivariate analysis is required. The reader
may refer to [3, 6, 10, 11].
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Twenty-five markers, the variables in the analysis coded as x1 to x25, have been
identified for the purpose of comparison. Data are provided for the two products –
the reference product (RP) and the company’s product (CP) – on these variables.
There are 39 data points (25-tuple vectors) for RP and 6 data points for CP. Each
data point corresponds to a batch. The objective of the project is to see if there
are any significant differences between RP and CP. The data are analyzed using
multivariate methods [3, 6, 10, 11].

7.3.1 Analysis of the Reference Product Data of 39 Observations

The summary statistics of the original variables are given in Table 7.1. It may be
noted that the means and variances of the 25 components (variables) are varying
significantly. This is evident from the Dot plot shown in Fig. 7.2. Some visible out-
liers from the Dot plot are: batch numbers 31, 32, 33, 38 and 39 (accompanied with
numbers in the Dot plot). The correlation matrix of the variables is given in Ta-
ble 7.2. It may be noted that many of the variables are highly correlated. This means
that the variables have significant interdependence.
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Fig. 7.2 Dot plot of the reference product data. The ordinate represents the marker values
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Table 7.1 Basic statistics of the data on reference product

Variable Mean St dev Variance Min Q1 Median Q3 Max
x1 2.05 0.86 0.74 1.35 1.67 1.82 1.96 6.01
x2 31.11 1.79 3.21 24.26 30.48 31.39 32.17 33.63
x3 2.75 0.67 0.45 1.09 2.27 2.70 3.12 4.17
x4 17.10 1.52 2.31 12.10 16.51 17.27 18.23 19.37
x5 3.33 0.48 0.23 2.77 3.02 3.23 3.45 4.81
x6 51.73 2.12 4.49 48.91 50.16 51.16 52.81 58.80
x7 1.73 0.32 0.10 1.21 1.56 1.70 1.82 2.75
x8 10.91 0.74 0.54 9.38 10.44 10.89 11.37 12.40
x9 5.20 0.55 0.31 4.10 4.79 5.23 5.50 6.68
x10 5.98 0.92 0.85 5.09 5.42 5.81 6.12 9.18
x11 3.95 0.29 0.08 3.27 3.73 3.94 4.14 4.56
x12 1.73 0.26 0.07 1.33 1.52 1.75 1.86 2.41
x13 6.80 0.54 0.30 5.92 6.40 6.70 7.00 8.13
x14 1.85 0.32 0.10 1.59 1.65 1.76 1.83 2.99
x15 1.53 0.49 0.24 1.13 1.28 1.35 1.41 3.00
x16 1.58 0.38 0.14 1.24 1.39 1.48 1.61 3.04
x17 3.39 0.37 0.13 2.23 3.22 3.43 3.64 4.03
x18 1.63 0.47 0.22 1.18 1.35 1.50 1.60 3.01
x19 6.02 1.21 1.45 3.95 5.02 5.92 6.59 8.48
x20 7.82 2.45 5.98 3.40 6.54 8.09 9.53 13.98
x21 1.68 0.34 0.12 1.34 1.50 1.54 1.74 2.70
x22 11.35 1.26 1.60 8.73 10.43 11.20 12.16 14.59
x23 1.30 0.40 0.16 1.01 1.10 1.15 1.23 2.64
x24 2.93 0.86 0.74 1.46 2.13 2.95 3.52 5.04
x25 4.85 0.64 0.41 3.92 4.49 4.72 4.96 6.81
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7.3.2 Principal Component Analysis (PCA)

In order to examine if there are differences within 39 batches of the reference
product itself, the principal component analysis and the cluster analysis are used
[3, 6, 10]. Since the variances of the original variables are significantly varying, the
PCA is carried out on the standardized values (called the z-scores) of the original
variables. Since the variables seem to be highly interdependent, there is hope for
understanding the behaviour of the data with smaller number of new variables (the
principal components) so that the differences, if any, in the 39 batches of the refer-
ence product can be spotted. The cluster analysis is also used to spot the possible
differences and the results will be crosschecked with the outcomes of the PCA.

Figure 7.3 presents the eigenvalues, their proportions and the cumulative propor-
tions up to the first nine principal components. The Screeplot (used for assessing the
true dimension of the data space) of the principal components is shown in Fig. 7.4.
The first three principal components account for nearly 80 % of the total variation
and hence the first three principal components may be used to understand the differ-
ences in the batches.

PC1 PC2 PC3 PC4 PC5
Eigenvalue 12.198 3.887 3.420 1.291 0.871
Proportion 0.488 0.155 0.137 0.052 0.035
Cumulative 0.488 0.643 0.780 0.832 0.867

PC6 PC7 PC8 PC9
Eigenvalue 0.674 0.491 0.464 0.385
Proportion 0.027 0.020 0.019 0.015
Cumulative 0.894 0.913 0.932 0.947

Fig. 7.3 Summary of principal component analysis of reference product data

The first three principal components and their component correlations are pre-
sented in Table 7.3. The first three principal component scores are presented in
Table 7.4. The scatter plot of first and second principal components is shown in
Fig. 7.5 and that of the first three principal components is shown in Fig. 7.6.

From Fig. 7.5 it is clear that there are clusters within the batches of the reference
product. The picture is clearer in Fig. 7.6 which takes into account the first three
principal components accounting for 78 % of the total variation. From the figure,
batches 31, 32, 33, 36, 37, 38 and 39 appear to be outliers. It may be recalled that
batches 31, 32, 33, 38 and 39 also appear as outliers in the Dotplot (Fig. 7.2).

To sum up, the principal component analysis exhibits differences among the 39
batches of the reference product.
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Table 7.3 Component loadings and correlation for reference product

Principal component loadings Correlations with original variables
PC1 PC2 PC3 PC1 PC2 PC3

x1 0.244 −0.150 −0.116 0.853 −0.296 −0.215
x2 −0.154 −0.168 0.013 −0.537 −0.331 0.024
x3 0.231 −0.017 −0.153 0.808 −0.034 −0.283
x4 −0.012 −0.128 −0.406 −0.043 -0.252 −0.752
x5 0.232 0.242 0.053 0.811 0.477 0.099
x6 0.142 0.230 0.282 0.496 0.453 0.522
x7 0.223 0.263 −0.065 0.780 0.519 −0.120
x8 −0.060 −0.142 0.372 −0.211 −0.280 0.687
x9 0.224 −0.079 −0.267 0.782 −0.157 −0.494
x10 0.226 0.268 0.102 0.790 0.529 0.188
x11 0.109 −0.354 0.154 0.379 −0.697 0.286
x12 0.205 0.103 0.224 0.716 0.202 0.414
x13 0.225 −0.103 0.248 0.787 −0.203 0.459
x14 0.257 0.063 0.175 0.899 0.124 0.324
x15 0.274 −0.062 0.019 0.955 −0.122 0.035
x16 0.254 −0.133 −0.057 0.887 −0.263 −0.106
x17 0.017 −0.414 0.070 0.058 −0.817 0.129
x18 0.269 0.150 0.024 0.940 0.295 0.044
x19 0.179 −0.012 −0.223 0.624 −0.024 −0.412
x20 0.136 0.086 −0.398 0.476 0.170 −0.736
x21 0.251 −0.207 −0.004 0.878 −0.409 −0.007
x22 0.149 −0.341 0.099 0.520 −0.673 0.183
x23 0.264 0.037 0.132 0.922 0.073 0.244
x24 0.144 −0.043 −0.281 0.502 −0.085 −0.520
x25 0.159 −0.343 0.040 0.554 −0.676 0.075

Table 7.4 First three PC scores for reference product

Batch PC1 PC2 PC3 Batch PC1 PC2 PC3 Batch PC1 PC2 PC3
1 −2.369−0.624 3.163 14 −1.339 1.331−0.548 27 −0.118 0.652−1.205
2 −0.092 0.629 0.168 15 −1.009 1.068−2.051 28 −2.163 1.097−1.660
3 −2.667−1.658 3.190 16 −0.608 0.283−0.844 29 −0.692−0.315−1.468
4 −1.944 0.626−1.097 17 −0.010−0.101−1.087 30 −2.031−0.736 0.968
5 −2.576−0.739−0.747 18 0.021−2.342 3.627 31 6.938 6.150 1.398
6 −0.438−0.214−0.489 19 −1.430 1.337−0.837 32 9.299 2.852 2.549
7 −2.632−0.710 1.898 20 −2.491−0.438−0.181 33 2.337 5.940 2.708
8 −2.874−0.730 3.591 21 −2.557 0.366−0.803 34 0.361−0.968−1.708
9 −2.902−2.141 3.691 22 −2.351 0.477−1.213 35 −1.566 0.180−1.621

10 −2.505−0.281 1.031 23 −2.976−0.403 1.259 36 7.406−3.934 0.270
11 −1.520 0.462−0.561 24 −0.372−0.111−2.099 37 5.532−2.528 0.965
12 −0.648−0.292−1.872 25 −2.195 1.753−2.282 38 6.380−2.253−1.348
13 −0.620−0.083−1.559 26 −0.156−0.184−1.309 39 9.578−3.415−1.884



174 7 Intelligent Modeling and Practical Solutions

12
E

ig
en

va
lu

e

Component Number

10

8

6

4

2

0

2 4 6 8 10 12 14 16 18 20 22 24

Fig. 7.4 Scree plot for the reference product data

P
C

25

PC1S

-5.0

-4 -2 0 2 4 6 8 10

-2.5

0.0

2.5

5.0

7.5

Fig. 7.5 Scatter plot of the first two principal components

7.3.3 Cluster Analysis (CA)

Cluster Analysis is used to examine and identify clusters within the 39 batches of
the reference product. The Ward linkage method [6] is adopted for identifying the
clusters. The number of clusters is judged from the screeplot and the dendrogram.
In this case four clusters seemed to be appropriate. The four clusters and the dis-
tances between them are presented in Fig. 7.7. Cluster 1 has 11 batches, cluster 2
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Fig. 7.6 Scatter plot of the first three principal components

Cluster 1 =C1 = {1,3,7,8,9,10,18,20,21,23,30};

Cluster 2 =C2 = {2,4,5,6,11,12,13,14,15,16,17,19,22,24,25,26,27,28,29,34,35};

Cluster 3 =C3 = {31,32,33};

Cluster 4 =C4 = {36,37,38,39}.

Cluster distances
Cluster1 Cluster2 Cluster3 Cluster4

Cluster1 0.00 3.73 10.39 10.18
Cluster2 3.73 0.00 9.27 9.02
Cluster3 10.39 9.27 0.00 8.62
Cluster4 10.18 9.02 8.62 0.00

Fig. 7.7 Clusters and the distance between them for reference product

has 21 batches, cluster 3 has 3 batches and cluster 4 has 4 batches. The batch num-
bers are shown against each cluster. The 3-D scatter plot of the first three principal
components is shown in Fig. 7.8, but this time with the clusters identified.

From Fig. 7.8, it can be observed that Cluster 3 and Cluster 4 are distinguished by
the variables PC2 and PC3, but as far as PC1 is concerned, these two clusters have
more or less the same PC1 scores. Therefore, to examine the differences between
Cluster 3 and Cluster 4, one must examine the PC2 and PC3. The original variables
that influence these two PCs are those which have large absolute numbers in the
component correlations. For PC2, variables x17, x11, x22 and x25 are the ones that
have large component correlations. Similarly, for PC3, variables x4, x20 and x8 are
the ones that have large component correlations.

Using PC1, we can make out three distinct groups: (i) Cluster 1, (ii) Cluster 2 and
(iii) Clusters 3 and 4 (see Fig. 7.8). There are a large number of original variables
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that have large component correlations in PC1 (see Table 7.3). It may be observed
that many of these variables have high correlations (see Table 7.2).

Fig. 7.8 Scatter plot first three PCs showing clusters

One more exploration was carried out with the data analysis by analysing only
the 32 batches of Clusters 1 and 2. It was observed that batch 18 turned out to be
an outlier. See the scatter plot of the first and second PC scores for this analysis in
Fig. 7.9.

Fig. 7.9 Scatter plot first two PC scores of PCA of 32 batches of clusters 1 and 2
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7.3.4 Combined Analysis of the Reference and Company’s Product

To compare the Company’s product with reference product, the principal component
analysis and the cluster analysis were carried out on all the batches (39 batches of
the reference product and the six batches of the company’s product). The results are
presented below. The summary statistics are presented in Table 7.5 and the sample
correlation matrix is presented in Table 7.6.

The contributions of the first 8 PCs are as follows:

PC1 PC2 PC3 PC4
Eigenvalue 9.079 4.594 4.152 1.922
Proportion 0.363 0.184 0.166 0.077
Cumulative 0.363 0.547 0.713 0.790

PC5 PC6 PC7 PC8
Eigenvalue 1.658 1.003 0.704 0.387
Proportion 0.066 0.040 0.028 0.015
Cumulative 0.856 0.896 0.925 0.940

1. First three principal components contribute to 71 % of the total variation. The
screeplot is shown in Fig. 7.10. The first three principal components and the
component correlations are presented in Table 7.7. The intra and inter cluster
distances are presented in Fig. 7.11.

2. Cluster analysis is carried out with four clusters and five clusters separately. The
3-D scatter plots for these two are shown in Figs. 7.12 and 7.13 respectively. The
cluster means and standard deviations for the case of five clusters are presented
in Table 7.8.

3. It should be noted that in both the cases, the company’s product (six batches) is
clearly shown as a standout. Further, the six company batches are divided into
two clusters (see Figs. 7.12 and 7.13). These clusters are distinguished both by
PC1 and PC3. The original variables that influence (having large component
correlations) the first three principal components are highlighted in Table 7.7.

4. The seven batches of reference product (batch numbers 31, 32, 33, 36, 37, 38
and 39) are shown under one cluster in both the cases (the two cases being four
clusters and five clusters). It may be recalled that when the reference product
data were analysed separately, these seven batches got divided into two clus-
ters – one containing three batches and the other containing four batches. The
variable that differentiates these two clusters is PC2. And the original variables
that have high (negative) correlation with PC2 are x21, x22 and x25. The remain-
ing 32 batches of reference product also fall into two clusters (see Case 2) but
they are closer compared to other clusters (examine the distances presented in
Fig. 7.11). Cluster wise summary statistics are presented in Table 7.8.

5. When the number of clusters is increased from 4 to 5, the reference batches 1 to
31, 34 and 35 got divided into two clusters, and the seven batches comprising
of batches 31–33 and batches 36–39 remained in one cluster only.
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Fig. 7.10 Screeplot for the combined data

7.3.5 Summary

In this study, the product in question has two sources – the reference or the innovator
and the company. The main objective of the study is to understand if there are differ-
ences between the reference and the company’s products. Twenty five components
of the product are considered for the analysis, and the requirement of the study is
to find out if there are differences between the reference and the company’s prod-
uct with respect to these characteristics. Since there are multiple characteristics, the
study is carried out using multivariate analysis techniques. The principal component
analysis and the cluster analysis are employed in the analysis.

There are 39 observations (batches) on the reference product and only six obser-
vations on the company’s product. The analysis is carried out in two stages. In the
first stage, only the reference product data were analyzed and in the second stage all
the batches (reference and company’s) were analyzed together.

It is observed that, in the first stage analysis, that there are differences even in the
case of reference product. Four clusters could be identified as distinct clusters. After
deleting two of the clusters, it was found that one of the batches (batch number 18)
was still an outlier.

In the second stage analysis where the two products were analyzed together, it
was found that the company’s product emerged as a clear standout. Further, within
the six batches of the company’s product, there were two clusters each containing
three batches. Various statistical measures are presented in the report for looking
into the details and examining the data.
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Case 1: Number of clusters = 4

Average Maximum
Within distance distance

Number of cluster sum from from
observations of squares centroid centroid

Cluster1 32 197.756 2.41641 4.13862
Cluster2 7 165.096 4.71095 6.85088
Cluster3 3 32.087 3.21723 4.04268
Cluster4 3 16.253 2.32233 2.51173

Exhibit 3 (Contd.)
Distances Between Cluster Centroids

Cluster1 Cluster2 Cluster3 Cluster4
Cluster1 0.0000 6.49474 10.4336 8.2409
Cluster2 6.4947 0.00000 9.2359 8.5973
Cluster3 10.4336 9.23592 0.0000 11.7090
Cluster4 8.2409 8.59734 11.7090 0.0000

Case 2: Number of clusters = 5

Average Maximum
Within distance distance

Number of cluster sum from from
observations of squares centroid centroid

Cluster1 8 27.018 1.75297 3.11434
Cluster2 24 107.174 2.07593 2.92837
Cluster3 7 165.096 4.71095 6.85088
Cluster4 3 32.087 3.21723 4.04268
Cluster5 3 16.253 2.32233 2.51173

Distances Between Cluster Centroids

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5
Cluster1 0.0000 3.2548 7.29591 11.3988 8.4379
Cluster2 3.2548 0.0000 6.41461 10.2218 8.3347
Cluster3 7.2959 6.4146 0.00000 9.2359 8.5973
Cluster4 11.3988 10.2218 9.23592 0.0000 11.7090
Cluster5 8.4379 8.3347 8.59734 11.7090 0.0000

Fig. 7.11 Output of cluster analysis
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Fig. 7.12 Scatter plot showing four clusters of the combined data

Fig. 7.13 Scatter plot showing five clusters of the combined data
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Table 7.5 Basic statistics of the data on reference product

Variable Mean St dev Variance Min Q1 Median Q3 Max
x1 2.446 1.427 2.036 1.354 1.708 1.860 2.673 7.687
x2 30.919 1.801 3.244 24.257 30.025 31.081 31.996 33.625
x3 2.964 0.968 0.937 1.091 2.332 2.808 3.235 6.342
x4 16.897 1.644 2.703 12.098 15.807 17.245 18.219 19.374
x5 3.516 0.823 0.677 2.769 3.027 3.261 3.564 6.607
x6 52.134 2.355 5.546 48.913 50.445 51.511 53.238 58.796
x7 1.843 0.516 0.266 1.207 1.583 1.711 1.864 3.746
x8 11.101 1.833 3.360 7.351 10.257 10.890 11.475 17.104
x9 5.403 0.990 0.980 4.096 4.841 5.242 5.601 8.719
x10 6.393 1.729 2.989 5.087 5.467 5.885 6.292 12.556
x11 3.799 0.499 0.249 2.343 3.635 3.880 4.110 4.562
x12 1.738 0.276 0.076 1.326 1.503 1.752 1.885 2.457
x13 6.992 0.853 0.728 5.918 6.442 6.749 7.251 9.814
x14 1.808 0.370 0.137 0.946 1.616 1.736 1.880 2.992
x15 2.134 1.787 3.193 1.127 1.293 1.381 2.341 8.231
x16 1.591 0.368 0.135 1.240 1.395 1.494 1.620 3.044
x17 3.384 0.376 0.141 2.228 3.217 3.429 3.641 4.030
x18 1.675 0.451 0.203 1.177 1.378 1.523 1.908 3.007
x19 5.914 1.223 1.496 3.950 4.897 5.913 6.570 8.484
x20 8.325 2.778 7.717 3.400 6.647 8.275 9.963 15.598
x21 1.664 0.356 0.127 0.938 1.474 1.540 1.755 2.701
x22 11.121 1.743 3.038 6.059 10.254 11.195 12.169 14.588
x23 1.425 0.574 0.329 1.011 1.102 1.161 1.480 3.154
x24 2.733 1.023 1.047 0.393 2.023 2.761 3.427 5.036
x25 4.811 0.624 0.389 3.840 4.470 4.718 4.955 6.808
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Table 7.7 Component loadings and correlation for reference product

Principal component loadings Correlations with original variables
PC1 PC2 PC3 PC1 PC2 PC3

PC1 PC2 PC3 PC1 PC2 PC3
x1 0.298 0.03 −0.005 0.898 0.064 −0.01
x2 −0.196 0.016 −0.052 −0.591 0.034 −0.106
x3 0.297 0.057 −0.077 0.895 0.122 −0.157
x4 −0.049 −0.025 −0.266 −0.148 −0.054 −0.542
x5 0.304 0.146 −0.047 0.916 0.313 −0.096
x6 0.188 0.003 0.227 0.566 0.006 0.463
x7 0.302 0.154 −0.055 0.910 0.33 −0.112
x8 −0.073 −0.165 0.41 −0.220 −0.354 0.835
x9 0.279 0.113 −0.142 0.841 0.242 −0.289
x10 0.298 0.176 −0.034 0.898 0.377 −0.069
x11 −0.078 −0.212 −0.365 −0.235 −0.454 −0.744
x12 0.213 −0.084 −0.13 0.642 −0.18 −0.265
x13 0.165 −0.202 0.314 0.497 −0.433 0.64
x14 0.169 −0.17 −0.271 0.509 −0.364 −0.552
x15 0.277 0.168 0.084 0.835 0.36 0.171
x16 0.221 −0.281 −0.113 0.666 −0.602 −0.23
x17 0.019 −0.093 −0.223 0.057 −0.199 −0.454
x18 0.279 −0.171 0.032 0.841 −0.367 0.065
x19 0.062 −0.262 −0.062 0.187 −0.562 −0.126
x20 0.163 −0.026 0.138 0.491 −0.056 0.281
x21 0.088 −0.422 0.031 0.265 −0.905 0.063
x22 −0.078 −0.411 0.08 −0.235 −0.881 0.163
x23 0.181 −0.207 0.332 0.545 −0.444 0.677
x24 0.034 −0.122 −0.368 0.102 −0.261 −0.750
x25 0.044 −0.372 −0.076 0.133 −0.797 −0.155

7.4 Estimation of Reliability of CFL Bulbs

This project was carried out for an electric bulbs manufacturing company. One of
the types of bulbs, CFL bulbs (Fig. 7.14), are given a warranty of 6000 h of life. As
per the company’s quality practices, five bulbs are taken from each day’s production
and are put on test. The company has asked one of their consultants to evaluate the
reliability of bulbs with respect to their life. The company wanted to know whether
the estimate given by the consultant was correct. Also, the company wanted to un-
derstand the methodology of evaluating the reliability. The test adopted is a com-
bination of time and number censored. A pertinent question in this regard is: what
should be the number of test stations in order to ensure that the daily tests are carried
out smoothly. This question is answered using a queuing model approach and the
answer is obtained using simulation technique. A computer program is developed
to compute the study state probabilities [5].
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Table 7.8 Cluster Means and standard deviations
Cluster/size Statistics x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

Cluster 1 Mean 2.2 29.4 3.08 15.13 3.98 47.98 2.77 12.16 5.77 6.75 5.63 3.62
n = 7 Std 2.18 7.7 2.6 1.81 3.01 13.16 4.21 1.17 3.84 3.86 4.64 5.77

Cluster 2 Mean 2.72 31.06 3.57 18.19 4.19 49.92 2.83 11.45 6.3 6.81 5.05 2.96
n = 7 Std 4.43 1.64 4.7 2.01 4.96 4.53 5.66 4.1 5.36 5.47 6.03 6.68

Cluster 3 Mean 3.89 26.8 4.44 15.5 5.02 48.95 3.57 11.2 7.03 8.54 5.75 4.12
n = 7 Std 1.75 8.18 1.88 3.05 2.46 15.21 3.82 1.41 3.27 3.24 4.57 5.61

Cluster 4 Mean 5.62 23 5.48 13.73 6.28 42.77 4.79 8.5 9.11 11.93 5.67 5.04
n = 7 Std 1.98 12.67 0.63 5.63 0.66 23.31 2.82 1.23 1.3 0.69 4.91 5.98

Cluster 5 Mean 3.41 23.48 3.52 12.63 4.32 43.39 3.59 15.05 6.51 7.7 5.09 4.61
n = 7 Std 0.35 13.1 0.99 4.43 1.79 23.64 3.6 3.38 3.03 2.86 5.27 6.26

Table continued
Cluster/size Statistics x13 x14 x15 x16 x17 x18 x19 x20 x21 x22 x23 x24 x25

Cluster 1 Mean 8.4 3.93 3.55 3.81 5.88 3.93 7.06 6.7 4.49 13.65 4.36 5.28 7.96
n = 7 Std 4.37 6.4 6.92 7.2 6.8 7.9 7.12 7.65 8.82 5.78 9.62 9.66 9.02

Cluster 2 Mean 7.69 3.11 2.81 2.96 4.8 3.06 7.47 9.94 3.26 12.3 2.92 4.83 6.35
n = 7 Std 5.91 7.06 7.33 7.51 7.34 7.9 7.23 7.04 8.49 6.86 8.97 8.81 8.68

Cluster 3 Mean 9.05 4.64 4.81 4.67 5.8 5.21 9.71 11.51 5.34 14.27 5.45 6.78 8.74
n = 7 Std 4.04 6.22 6.55 7.02 6.97 7.6 6.3 6.24 8.76 5.94 9.52 9.42 9.06

Cluster 4 Mean 9.09 5.46 10.3 5.81 7.52 6.51 8.7 13.25 6.61 11.05 7.29 8.33 9.96
n = 7 Std 4.02 7.03 4.47 8.13 7.65 9 8.21 6.21 10.93 8.64 11.81 11.78 11.36

Cluster 5 Mean 10.78 4.8 7.3 5.69 6.97 6.44 9.6 15.21 7.21 15.41 8.52 6.81 10.35
n = 7 Std 2.83 7.47 6.47 8.21 8.03 9.04 7.7 4.96 10.53 5.91 10.98 12.8 11.11

7.4.1 Background of CFL Problem

The bulbs are given a warranty of 6000 h of life. The company wanted to estimate
the reliability of bulbs with respect to their life and addressed the problem to a con-
sultant. Having got an answer from the consultant, the company wanted to know
whether the estimated reliability was correct or not. In this connection, company
has approached the author to help them in this problem. Besides evaluation of the
reliability of bulbs, this project examines a pertinent question in this regard: How
many test stations are required to carry out the daily tests smoothly. This question
is analyzed using a queuing model approach and the answer is obtained using sim-
ulation of the system. A computer program is developed to simulate the system and
compute the study state probabilities.

7.4.2 Life Testing

The company produces CFL bulbs. The bulbs carry a warranty of 6000 h of life.
From daily production, five bulbs are sampled on each working day (Monday to
Friday) and are put on test for evaluation of the life. Generally life testing is carried
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Fig. 7.14 Compact fluorescent lamp (CFL) gives the same amount of light compared to general-
service incandescent lamps, use one-fifth to one-third the electric power, and last 8–15 times longer

out as follows. A certain number of bulbs, say k bulbs, are put on test. In most cases
the test is censored in one of the two following ways:

(i) Time Censored: the test is continued for a fixed period of time and the number
of bulbs that have failed during the period is noted along with the times of their
failures,

(ii) Number Censored: the test is continued until a fixed number of bulbs from
the k bulbs put on test have failed and the failure times of the failed bulbs are
noted.

Company’s Test Procedure

The method adopted by the company is as follows. From the daily production five
bulbs are randomly selected and put on test. At 100 h from the beginning of the test,
three of them are suspended and the remaining two are continued. The selection of
the two is randomly made. The failure times of the bulbs that fail in the first 100 h
are recorded. At the end of the 2000 h from the beginning, only one is continued
for further observation and the other, if any, is suspended. The failure time(s) of the
bulb(s) that fails (fail) during the period 100–2000 h is (are) recorded. The test for
the bulb that lasts beyond 2000 h, if any, is continued up to 6000 h and at 6000 h
the test is terminated. If the bulb fails between 2000 and 6000 h, its failure time is
recorded.
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Though the tests are performed from the daily production, it is observed that
the data are not recorded in a systematic manner. One of the contributions of this
project is that a nice format was suggested for recording the data. The company was
impressed with the suggestion and readily agreed to implement. The company felt
that the new format suggested for recording the test data not only brought clarity in
understanding the status but greatly helped in monitoring quality [8, 9] as well.

7.4.3 Data Collection

It is understood that the company maintains a record in which the failure times of
the bulbs that have failed is noted. It was difficult to collect data on the bulbs that
were suspended. It will be erroneous to analyze only the data of the bulbs whose
exact failure times are recorded. Following this, it was recommended that the past
data be compiled for one month in the format suggested in Table 7.9. According to
this format, a row is maintained for each bulb. The first column specifies the date
on which the bulb is put on test; the second column specifies the bulb number; the
third column specifies the actual number of hours that the bulb has lasted provided
the bulb has failed during the testing period (0–6000 h), else a zero is entered in this
column; the fourth column will have a 1 if the bulb is suspended at 100 h, else a zero
is entered; the fifth column will have a 1 if the bulb is suspended at 2000 h, else a
zero is entered; the sixth column will have a 1 if the bulb is suspended at 6000 h,
else a zero is entered. This format will facilitate smooth processing of the data.

It may be noted that the sum of the entries of each row of the last three columns
is either 0 or 1. If this sum is one, it means that the test of that bulb is censored.
In fact, if x4, x5 and x6 are the entries of any row of the last three columns, then
100x4 +2000x5 +6000x6 is equal to the time at which the bulb testing is suspended
provided x4 + x5 + x6 = 1.

When this study was taken up, the company executive expressed the difficulty
in extracting complete past data. Consequently, it was decided that the data for one
month be collected for the purpose of the study. Data were compiled for the month
of April 2011. These data had the test results for 130 bulbs. Of these, 75 were sus-
pended at the end of 100th hour, 24 were suspended at the end of 2000th hour, and
23 were suspended at the end of 6000th hour. The failure times of the remaining 8
bulbs are: 69, 128, 229, 618, 4226, 4503, 5884 and 5991 h. Henceforth, these data
will be referred to as April data.

7.4.4 Objectives

The primary objective of this study is to evaluate the reliability of bulbs with respect
to their life and compare it with what the consultant had given. A secondary objec-
tive is to evaluate the number of test stations that will be required to conduct the test
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Table 7.9 Format for data collection
Test Lamp Actual life Suspended Suspended Suspended
date no. (h) at 100 h at 2000 h at 6000 h

01-Apr 1 0 0 0 1
01-Apr 2 618 0 0 0
01-Apr 3 0 1 0 0
01-Apr 4 0 1 0 0
01-Apr 5 0 1 0 0
02-Apr 11 0 0 0 1
02-Apr 12 0 0 1 0
02-Apr 13 0 1 0 0
02-Apr 14 0 1 0 0
02-Apr 15 0 1 0 0
. . . . . . . . . . . . . . . . . .

29-Apr 126 0 0 0 1
29-Apr 127 0 0 1 0
29-Apr 128 0 1 0 0
29-Apr 129 0 1 0 0
29-Apr 130 0 1 0 0
30-Apr 131 229 0 0 0
30-Apr 132 0 0 1 0
30-Apr 133 0 1 0 0
30-Apr 134 0 1 0 0
30-Apr 135 0 1 0 0

smoothly. This question arose while discussing with the concerned executive. This
is an important question because the company needs to know how many test stations
should be provided so as to ensure that the testing is carried out smoothly without
interruption.

7.4.5 Evaluation of Reliability Function

As described above, the type of test conducted uses a combination of time and num-
ber censoring. If X is the random variable representing the life of a bulb and has
distribution function F , then the reliability function of the bulb is given by

R(t) = P(X > t) = 1−F(t), (7.9)

where t is the time in hours. Since 6000 h has been specified as the warranty period,
the reliability of the bulb is equal to R(6000). The reliability of the bulbs is estimated
by first identifying the distribution F using the life test data available. The Minitab
package (http://www.minitab.com/en-us/) has a user-friendly module on Reliability.
It allows identification of life time distribution using three types of data, namely,
right censored, left censored and arbitrary censored. The right censored data needs
two entries for each bulb tested, namely (xi,Ci), where xi is the time and Ci is the
indicator taking values either 0 or 1. If Ci = 1, then xi is the failure time, and if

http://www.minitab.com/en-us/
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Ci = 0, it means that the bulb has not failed until time xi. Left censored data are
similarly interpreted with the difference that when Ci = 0 it means that the bulb
has failed at some time during (0, xi) but the exact failure time is not known. The
arbitrary censored data comprises a pair of times (xi, yi) which means that the bulb
has failed some time between xi and yi. When xi = yi, it means that the bulb has
failed exactly at time xi.

Clearly, the type of life test listed in Table 7.9 is right censored data and hence
need to be analyzed using Distribution Analysis (Right Censor) module. Under
this module, there is a tool to examine if any of the known distributions such as
Weibul, normal, lognormal, exponential, etc., fits closely to the observed data. The
tool uses probability plots for the distribution identification. In practice, often one
finds that none of these distributions fits exactly, meaning that the p-values are gen-
erally smaller than 0.05. However, one might choose the distribution that more or
less shows satisfactory trend on the probability plot to be the closest approxima-
tion to the given data and use the same to carry out further analysis. For the April
data presented above, the distribution identification plots are shown in Figs. 7.15
to 7.17. Two distributions, Weibul and lognormal, are the closest fits among the
eleven distributions tried for the observed data. In case of life of electronic items,

Fig. 7.15 Distribution identification plots

experience suggests that Weibul is a commonly encountered distribution. In view of
this, the life time distribution of X is taken as Weibul. A closer look at the distri-
bution using Weibul is drawn using the Distribution Overview plot of the Minitab
reliability module. This gives the picture of the density function, the probability
plot, the reliability function and the hazard function, all in one graph. The graph is
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Fig. 7.16 Distribution identification plots

shown in Fig. 7.19. The parameters of the fitted distribution are: shape parameter
β = 0.07005, and the scale parameter α = 54221. The estimated mean time to
failure or equivalently the average life of a bulb is equal to 68589 h and the me-
dian life is 32132 h. The reliability function is given by

R(t) = e−( t
α )β

= e−( t
54221 )

0.07005
. (7.10)

The parametric analysis module of Minitab can be used to estimate the probabilities
and percentiles. In particular, the reliability, R(6000), is estimated using this module.
The output of the analysis is presented in Fig. 7.20. As part of the analysis, the
probability plot is also drawn which is shown in Fig. 7.18. As per this analysis,
the estimated reliability is 80.74 % with a 95 % confidence interval of (65.17 %,
89.86 %).

7.4.6 Consultant’s Estimate

The company also provided the analysis of their consultant. It is understood that the
consultant has used 20 randomly selected bulbs for the analysis. These 20 bulbs were
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Fig. 7.17 Distribution identification plots

Fig. 7.18 Weibul probability plot for the life data

tested by the consultant and the analysis is based on the corresponding test results.
The data and the analysis are presented in Fig. 7.21. Out of 20 bulbs shown in the
analysis, 19 have failed before 1250 h (failure times provided) and one is reported
as having discontinued at 1250 h. From this, one estimate of the probability that a
bulb fails within 1250 h is approximately 0.95. But from the data (of April), at least
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51 bulbs have lasted more than 2000 h. Therefore, an estimate of a lower bound for
R(2000) is approximately equal to 0.39 (= 51/130).

Fig. 7.19 Weibul fitting for the life data

In contrast, the consultant’s estimate for the reliability is 51.30 % as opposed
to 80.74 % estimated above. The consultant seems to have used three-parameter
Weibul distribution. Adopting the same distribution for the April data, the three
parameter Weibul distribution is fitted and is given in Fig. 7.22. As per this, the
estimated reliability is 84.67 %.

To compare, the 3-parameter Weibul is also fitted to the data provided by the
consultant. The probability plot and the distribution fit are shown in Fig. 7.23. Ac-
cording to this, the estimated reliability is 0 % as opposed to 51.30 % projected by
the consultant. Therefore, there is a need for understanding the details of consul-
tant’s analysis.

7.4.7 Simulation for Determination of Number of Test Holders

In this subsection, the number test stations required for carrying out the test as per
the present norms, that is, putting five bulbs on each of the working days (Monday
to Friday) and adopting the right censor procedure at 100, 2000 and 6000 h as de-
scribed earlier is determined. Let Xi denote the number bulbs on test on Day i. Note
that {Xi : i = 0,1,2, . . .} is a Markov chain. If N is the number of test stations to
be provided, then for smooth testing it may be reasonable to assume that N should
be such that P(Xi ≤ N)≥ 0.95 for any Day i. Clearly, this is a queuing system, and
Xi denotes the number of customers (test stations) in the system on Day i [13]. The
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Fig. 7.20 Parametric analysis of the bulb lives data

arrival and departure distributions are governed by the Weibul distribution and the
censoring procedure. In order to determine N, one must obtain the steady state prob-
abilities of the system. These are obtained by simulating the system using Monte
Carlo simulation. The arrival times are simulated using the Weibul distribution with
the estimated parameters using April data. A computer program for this is written
using Excel macros. The system is simulated for 1000 days. An extract of the simu-
lated data is presented in Table 7.10. The simulated system is shown as a time series
plot in Fig. 7.24. From the simulated data, it can be safely assumed that the system
is stable after Day 700 onward. In fact, the system stabilizes after 250 days (recall
that 250 days corresponds to 6000 h of final censor of any day’s bulbs). There-
fore, to understand the steady state probabilities, the descriptive statistics of data
on Xi, i ≥ 700, is presented in Fig. 7.25. The steady state probabilities summarized
from Xi, i ≥ 700, are presented in Table 7.11.

7.4.8 Summary

This project is taken up to estimate the reliability of CFL bulbs. The bulbs are given
a warranty of 6000 h. The bulbs are subjected to right censored life on a sample
basis on every working day. The company wanted to understand the reliability of
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Fig. 7.21 Consultant’s analysis of the bulb lives data

the bulbs and also wanted to know whether the estimate given by one of their con-
sultants was correct. One month’s data were collected from the past records and the
parametric reliability analysis was performed. The reliability model was fitted with
the two- parameter Weibul distribution which was the closest among the standard
distributions tried. With the fitted Weibul, the estimated reliability of the bulbs is
80.74 % with a 95 % confidence interval of (65.17 %, 89.86 % ). There appears to
be some inconsistencies in the consultant’s analysis.

In order to determine the number of test stations for smooth testing, the system of
number of stations is simulated using Monte Carlo simulation. The system stabilizes
after 250 days. Approximately 350 test stations will be required to conduct the test
smoothly.
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Fig. 7.22 Three-parameter Weibul fitting for April Data

Fig. 7.23 Three-parameter Weibul fitting for consultant’s data
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Table 7.10 Simulation of bulbs testing

Day Bulb 1 Bulb 2 Bulb 3 Bulb 4 Bulb 5 Bulbs
On Test

1 511394.2 80516.9 38876.7 40288.3 30104 5
2 121672.4 48104.3 31567.3 411102.8 42117 10
3 33889.8 574842.4 21782.5 56959.7 13137.8 15
4 167162.1 14225.8 8252.6 4922.5 23356.6 20
5 19275.5 45787.9 3312.9 46901.2 8646.3 22
6 3967.6 18777.3 6582.9 451124.4 22597 19
7 5055.3 159939.7 20781.5 341415 65172.7 26
8 46354.3 356.3 221172.5 172972.9 929.5 28
9 43500.9 11928.4 24245.4 69281.5 4915 30

238 80711.1 212664.6 4137.5 152626.9 1430.5 324
239 1492.7 34788.5 219401.3 39521.5 238620 325
240 345499.1 25653.7 30013.2 14104.2 211.8 326

997 37792.8 13468.8 18480.1 48615.4 536250.7 340
998 79755.3 88139.4 72539.7 45655.2 12147.2 340
999 44645.9 39323.4 72160.9 3098.2 159.2 339

1000 2052.5 184349.4 3521.3 96326.4 202765.7 334
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Fig. 7.24 Time series plot for the simulated system data
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Fig. 7.25 Steady state statistics

Table 7.11 Steady state probability distribution

State 326 328 329 330 331 332 333 334 335
Probability 0.003 0.003 0.007 0.007 0 0.017 0.017 0.043 0.037
State 336 337 338 339 340 341 342 343 344
Probability 0.053 0.043 0.027 0.107 0.1 0.21 0.223 0.06 0.017

7.5 Product Quality Rating System for Paper Boards

This project was carried out for a paperboard manufacturing company. Paper boards
are thick papers, usually with weight of 200 g/m2 (GSM) or above, used for a variety
of purposes, the most common application being packaging material (Fig. 7.26). The
quality of a paperboard is determined based on a number of characteristics such as
grammage (GSM), caliper, bulk, bursting factor, tensile strength, moisture content,
ash percentage, brightness, opacity, etc. Using a multivariate approach, an attempt is
made to develop a quality rating system for the paperboards for the company. From
the analysis of the data, Euclidean distance from the target specifications seems to
work well to derive a measure of quality index for the product. Further exploration
has been recommended.

7.5.1 The Quality Rating Problem

This project aims at developing a Product Quality Rating System (PQRS) for the
paperboards for a leading paperboard manufacturing company. There are a number
of quality characteristics of a paperboard that determine the quality of the board.



7.5 Product Quality Rating System for Paper Boards 197

Some of these are grammage (GSM), caliper, bulk, bursting factor, tensile strength,
moisture content, ash percentage, brightness, opacity, etc. Paperboards are produced
in rolls and these parameters are measured on each roll. Many of the quality char-
acteristics are interrelated and hence the quality of the board must be judged on the
basis of the multivariate response. The main problem that the company is facing is
to find an answer to the question: How to rate the quality of each board produced.
This project is undertaken with this aim of evolving a system to rate the boards pro-
duced using a multivariate response approach. For the purpose of the study, it has
been decided to evolve a system for the APM65 paperboard to start with. Once an
effective system is evolved, the same can be extended to all the boards.

Fig. 7.26 Paperboards are used to make bags, cartons, composite containers and tubes, cups, dis-
posables, envelopes, office files and so on. The Paper and Paperboard market size (2007) had a
value of 630.9 billion USD and a volume of 320.3 million metric tons. About 50% of all produced
paper is used for packaging, followed by printing and writing. Cartons make up one third of pa-
per and board packaging and 15 % of all packaging. http://en.wikipedia.org/wiki/
Paperboard#citerefind5-0, cited Nov 12, 2014

http://en.wikipedia.org/wiki/Paperboard#cite refind 5-0
http://en.wikipedia.org/wiki/Paperboard#cite refind 5-0
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7.5.2 Approach

To start with, a meeting was held with all concerned technical personnel and a brain-
storming session was carried out. Following this, the important quality characteris-
tics were identified and short listed. Though most of these quality characteristics
had specifications, from the past data analysis it was found that no boards were ob-
served with all the characteristic values within specification limits. From this it was
not clear whether it is possible to produce ideal boards (an ideal board is contem-
plated as a board with all its quality characteristics within the specifications). One
possibility is that the interrelationships among the quality characteristics may per-
haps restrict feasibility of meeting the individual specifications. Therefore, it was
decided to treat rolls close to specifications as good quality boards. In fact, when the
technical personnel were asked to identify some good rolls from the past, they chose
rolls with quality characteristics close to specifications and did not have complaints
from customers. Using multivariate data on the past rolls, we first classify the rolls
as Good (good quality rolls) and Poor (poor quality rolls) using exploratory data
analysis techniques. Here, we use Euclidean distance from the target specifications
as a measure to identify the good and poor rolls. Then Discriminant Analysis is used
to see if there is a clear distinction between Good and Poor rolls using only the mul-
tivariate data. If this works well, we can use the discriminant function to classify
future rolls as good or poor and use Mahalanobis distance [7, 12] as a measure of
quality index.

The discriminant function [6] is a function of the quality characteristics and is
computed from the observed data. Suppose x1, x2, . . . , xk are the quality charac-
teristics. We observe the values of x1, x2, . . . , xk for each of the good and poor
rolls. Using these observations, two discriminant functions, f (x1, x2, . . . , xk) and
g(x1, x2, . . . , xk) are computed for good and poor rolls respectively. Given the val-
ues (x1, x2, . . . , xk) for a roll, we can then compute two pairs of measures (d, p) –
one using f and the other using g. Here d stands for squared distance and p for
posterior probability. If p is more for f compared to g, then we treat the roll as
good, other wise we consider the roll to have some quality problem. In order to val-
idate the efficacy of the discrimination model, we set aside some good and some
poor quality rolls from the selected rolls, and cross check if they will be correctly
classified by the model. If the model is efficient, then we pool all the good rolls and
build the Mahalanobis distance function to characterize the good rolls.

7.5.3 Data Collection and Analysis

The APM65 paperboard is taken up for the purpose of this study. A list of the vari-
ables along with their specifications identified in the meeting with the technical
personnel is presented in Fig. 7.27. Data on 62 rolls were collected from the past
production. The measurements on the variables selected for the study were com-
piled from the inspection records. When asked, the technical personnel identified
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Fig. 7.27 Quality characteristics with specifications

34 of these rolls as good quality rolls based on the closeness to specifications
and customer feedback. The balance 28 rolls will be referred to as unspecified
rolls. Since we are looking for good quality rolls, it was expected that rolls with
characteristic values close to specifications would be of good quality. With this in
mind, taking the target specifications as the reference points, the distance (the Eu-
clidean distance) is computed for each roll. While computing this distance, only
those characteristics which have specifications were considered (see Fig. 7.27). A
histogram of the distances is shown in Fig. 7.28. The histogram suggests a bimodal
distribution. Taking a clue from this, the rolls are classified into two categories.
Those rolls with distance less than 1200 are labeled as G (for good), and the others
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Fig. 7.28 Histogram of distances from target specifications

are labeled as P (for poor). This classification of G and P must not be confused with
the Good and unspecified as judged by the technical personnel. Taking the classi-
fication of rolls by G and P as the category response variable and all the variables
listed in Fig. 7.27 as predictor variables, the discriminant analysis was performed.
Before performing the discriminant analysis, the calibration technique was adopted
to validate the power of discrimination. For this purpose, 12 rolls out of the 62
were selected randomly and set aside for cross checking. The discriminant analysis
was performed using the remaining 50 rolls’ data. The summary of the discriminant
analysis is shown in Fig. 7.29. Out of the 12 test rolls set aside for cross check-
ing, six are from those labeled as G and the remaining six are from those labeled
as P. In the cross validation only one roll was wrongly classified into P where as
it has actually come from G. The summary of the classification of these 12 rolls
is shown in Fig. 7.30. Canonical variables are the linear functions of the original
variables. The biplot plots the original data using the first two canonical functions
that contain maximum information about the data on the original variables. This
plot can be used to see the distance between the two groups (designated by G and
P). Figure 7.31 presents the biplot for the data on the 50 rolls used for building the
discrimination model. From the figure, there is a clear demarcation between the two
groups (Figs. 7.32–7.34).

7.5.4 Recommendations

From the analysis of the data, it seems that using the Euclidean distance from the
target specifications seems to work well to derive a measure of quality index for the
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Fig. 7.29 Summary of discriminant analysis

rolls. However, it is suggested that the management should further examine the rolls
classified here as G and P more closely and try to find out the differences between
the two groups. For the present, it may be recommended that the rule derived in the
study may be implemented for the APM65 board. It is also proposed that a meeting
can be held with all concerned personnel to discuss further on the findings of this
study to examine the suitability of the approach suggested in this article.
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Fig. 7.31 Biplot of the first two canonical functions for the model data of 50 rolls. Classification
is based the distance of 1200

Fig. 7.32 Biplot of the first two canonical functions for the model data of 50 rolls. Classification
is based the distance of 1300
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Fig. 7.33 Biplot of the first two canonical functions for the model data of 50 rolls. Classification
is based the distance of 1500

Fig. 7.34 Biplot of the first two canonical functions for the model data of 50 rolls. Classification
is based the distance of 1700

7.6 Which Pension Scheme Is Better?

This study was done for an individual – an employee who is on the verge of his
retirement. The employer offers two pension schemes to his employees and the em-
ployees can choose any one of the schemes. The individual we are talking about
wanted to know which of the two schemes will be beneficial for him. Perhaps there
may be many ways to find an answer to this decision making problem but the solu-
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tion presented to this problem in this section will be interesting because the solution
is a nice application of Markov Chains and the approach can be extended to many
industrial problems.

7.6.1 The Pensioner’s Problem

In the schemes below, the retiring employee will be called the pensioner, and his
wife will be referred to as his survivor.

Scheme 1. The pensioner will receive a monthly pension of $ 4783 as long as he
is alive and upon his death his survivor will receive a monthly pension of $ 3500
and one of his sons declared as his beneficiary will receive a monthly pension of
$ 1195. The survivor and beneficiary will get the pension as long as they live.

Scheme 2. The pensioner will get $ 4486 per month as long as he is alive; and upon
his death, his survivor will get $ 2285 per month and each of his two sons will
get $ 1090 per month. The survivor and sons get their dues as long as they live.

7.6.2 A Solution

As the returns under two schemes depend upon the survival chances, the usual way
to solve this problem looks at the expected returns. The survival chances depend
on the life expectancies of the pensioner, survivor and the two sons. Unfortunately,
no information is available on this. However, the problem can be modeled with
unknown parameters, the survival chances, and solved for different possible values
of the parameters. We can visualize the problem as a Morkovian model [4, 5] which
is briefly described in the next subsection.

7.6.3 Markovinan Model for the Problem

To start with, let us first consider Scheme 1. Consider the system of persons in-
volved in the problem under Scheme 1. The persons are: pensioner, survivor and the
beneficiary. We can think the system as the survival positions of the three persons in
question. With this, there are eight possible states for the system, and at any given
time, the system is in one of these eight states. One of the possible states is that all
the three are alive. We can denote this state with a 3-tuple lll, where the first letter
of this 3-tuple stands for the survival position of the pensioner, the second letter for
that of survivor and the third letter for that of beneficiary. Here ‘l’ stands for ‘live.’
Another possible state of the system is dll meaning that the pensioner is no more
(d for ‘dead’) but the survivor and the beneficiary are alive. For mathematical treat-
ment, the states are numbered as 1–8. Note that the amount received by the family in
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any month depends only on the state of the system (see problem 7.5). If the system
is in state lll or equivalently in state 1, the amount is $ 4783, and if the system is in
state ddl (state 7), the amount will be $ 1195. The eight states, their numbers and
the rewards (amounts received) are listed in Table 7.12.

Table 7.12 States of system under Scheme 1 and rewards

State lll (1) lld (2) ldl (3) ldd (4) dll (5) dld (6) ddl (7) ddd (8)
Reward (USD) 4783 4783 4783 4783 4695 3500 1195 0

Since the reward is received every month, the time horizon is taken as the first
month (1), second month (2), third month (3), and so on. Let S= {1,2,3,4,5,6,7,8}
denote the state space of the system. Therefore, on any given month, the system is
in j, where j ∈ S. Let Xk be the state of the system at the end of kth month from the
time of retirement, k = 0,1,2, . . .. Here k = 0 stands for the beginning of first month
immediately after retirement, k = 1 stands for end of first month or equivalently
the beginning of second month, and so on. It is assumed that the initial state of the
system is lll or X0 = 1. Clearly, {Xk, k = 0,1, . . .} is a finite Markov chain over the
state space S.

Let P(k) k= 0,1, . . . be the k-step transition matrix of the chain. That is, the (i, j)th

element of P(k), denoted by p(k)i j , is the conditional probability that the system will
be in state j at the end of month k given that the system is in state i at the beginning

of month 0. In other words, p(k)i j = Prob{Xk = j|X0 = i}. In general, the one-step
transition probabilities depend on the time as well. That is, Prob{Xk+1 = j|Xk =
i} depends on k as well (besides its dependence on i and j). But, if these one-
step transition probabilities are independent of k, then the Markov chain is called
a stationary Markov chain in which case the common one-step transition matrix is
given by the probabilities Prob{X1 = j|X0 = i}.

To find an answer to the pensioner’s problem, we shall assume that the Markov
chain in question is a stationary one. This may not badly affect the conclusions. The
elementary results on Markov chain assert that for a stationary Markov chain with
one-step transition matrix P, the k-step transition matrix P(k) is equal to Pk (P raised
to the power k). Using this result, it is easy to obtain the expected rewards over any
give period of time.

Note that the state 8 (ddd) is an absorbing state of the system and the rest of the
states are transient. The one-step transition matrix P is shown in Fig. 7.35. The first
row of the figure shows the pension amounts for each state. The elements p,q,r, p′,q′
and r′ in the matrix P are the following: p is the conditional probability of ‘given
that the pensioner is alive in a month, he will be alive in the next month’; q and r are
similarly defined for the survivor and beneficiary respectively; p′ = 1− p, q′ = 1−q
and r′ = 1− r.

Let us now compute the expected pension to the family over different months.
Let a j be the pension to the family when the system is in state j. The a js are shown
in the first row of Fig. 7.35. The starting state of the system is given by X0 = 1. The
expected pension on the first month is given by
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Fig. 7.35 One-step matrix with rewards for Scheme 1

R1 =
8

∑
j=1

a j p1 j = (Pa)1, (7.11)

where a = (a1,a2,a3,a4,a5,a6,a7,a8)
t and (Pa)1 is the first coordinate of the vector

Pa. The expected pension for the second month is given by

R2 =
8

∑
j=1

ak p(2)1 j = (P2a)1. (7.12)

The expected pension of kth month is given by

Rk =
8

∑
j=1

a j p
(k)
1 j = (Pka)1, j = 1,2, . . . . (7.13)

The total expected pension (undiscounted) over first n months is given by

n

∑
k=1

Rk = ([P+P2 +P3 + . . .+Pn]a)1. (7.14)

Let gn denote the average expected pension per month based on the first n months
expected pension under Scheme 1. That is,

gn =
∑n

k=1 Rk

n
. (7.15)
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Evaluation of Scheme 2

Under Scheme 2, the system has 16 states, represented by 4-tuples of the letters l
and d. The states, pensions and the one-step transition matrix are shown in Fig. 7.36.
Here p is the conditional probability that the pensioner will be alive in the following
month given that he is alive in a given month; q is the conditional probability that
the survivor will be alive in the following month given that she is alive in a given
month; r (s) is the conditional probability that the first (second) son will be alive
in the following month given that he is alive in a given month. Let p′ = 1 − p,
q′ = 1− q, r′ = 1− r and s′ = 1− s. The reward vector for Scheme 2 is shown in
Fig. 7.36. The expected pension for month k is computed using formula given in
Eq. (7.13) with the new one-step matrix and reward vector given in Fig. 7.36.

Let hn denote the average expected pension per month based on the first n months
expected pension under Scheme 2. The hn is computed using the right hand side
expression of the formula given by Eq. (7.15).

7.6.4 Comparison of Two Schemes

The two schemes can be compared by comparing the average expected monthly
rewards gn and hn for n = 1,2, . . ., for the same set of life expectancy parameters.
We shall consider two sets of parameters for this comparison and present the results
for each of these sets. The computations are carried out in Matlab.

Case 1: In this case we take p = 0.99, q = 0.995 and r = s = 0.99999. This may
be considered as the case where the health of the parents is not so sound,
wife’s being marginally better than the husband.

Case 2 In this case we take p = 0.995, q = 0.995 and r = s = 0.999999. This is a
slightly better case compared to Case 1.

For Case 1, the expected average monthly incomes are shown in Table 7.13; and
a graphical comparison of the two schemes is shown in Fig. 7.37. We see that in
this case, Scheme 1 is better up to 150 months, and if you are looking for average
monthly rewards beyond 150 months, then Scheme 2 is better.

For Case 2, the expected average monthly incomes are shown in Table 7.14;
and a graphical comparison of the two schemes is shown in Fig. 7.38. In this case,
Scheme 1 is better up to 219 months and beyond that Scheme 2 is better.
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Fig. 7.36 One-step matrix with rewards for Scheme 2

Table 7.13 Average monthly rewards under Schemes 1 and 2 under Case 2 parameters

Month Scheme 1 Scheme 2 Month Scheme 1 Scheme 2 Month Scheme 1 Scheme 2
1 4781 4486 22 4737 4466 43 4659 4424
2 4780 4485 23 4734 4465 44 4655 4422
3 4779 4485 24 4730 4463 45 4650 4419
4 4777 4485 25 4727 4461 46 4646 4417
5 4776 4484 26 4724 4460 47 4642 4414
6 4774 4484 27 4721 4458 48 4637 4411
7 4772 4483 28 4717 4456 49 4633 4409
8 4771 4482 29 4714 4454 50 4628 4406
9 4769 4482 30 4710 4452 51 4623 4404
10 4767 4481 31 4707 4450 52 4619 4401
11 4765 4480 32 4703 4448 53 4614 4398
12 4763 4479 33 4699 4446 54 4609 4395
13 4760 4478 34 4696 4444 55 4605 4393
14 4758 4477 35 4692 4442 56 4600 4390
15 4756 4476 36 4688 4440 57 4595 4387
16 4753 4475 37 4684 4438 60 4590 4384
17 4751 4473 38 4680 4436 120 4585 4381
18 4748 4472 39 4676 4433 150 4069 4067
19 4745 4471 40 4672 4431 151 4063 4064
20 4742 4469 41 4668 4429 180 3897 3960
21 4740 4468 42 4663 4426 240 3578 3759
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Fig. 7.37 Comparison of schemes under Case 1 (p = 0 : 99; q = 0 : 995 and r = s = 0 : 99999)

Table 7.14 Average monthly rewards under Schemes 1 and 2 under Case 2 parameters

Month Scheme 1 Scheme 2 Month Scheme 1 Scheme 2 Month Scheme 1 Scheme 2
1 4782 4486 22 4759 4476 43 4716 4453
2 4781 4486 23 4757 4475 44 4714 4451
3 4781 4486 24 4756 4474 45 4712 4450
4 4780 4485 25 4754 4473 46 4709 4449
5 4779 4485 26 4752 4472 47 4707 4447
6 4779 4485 27 4750 4471 48 4704 4446
7 4778 4485 28 4749 4470 49 4701 4444
8 4777 4484 29 4747 4469 50 4699 4443
9 4776 4484 30 4745 4468 51 4696 4441
10 4775 4483 31 4743 4467 52 4693 4440
11 4774 4483 32 4741 4466 53 4691 4438
12 4773 4482 33 4739 4465 54 4688 4436
13 4772 4482 34 4737 4464 55 4685 4435
14 4770 4481 35 4735 4463 56 4682 4433
15 4769 4481 36 4732 4462 57 4680 4432
16 4768 4480 37 4730 4460 60 4677 4430
17 4766 4479 38 4728 4459 120 4459 4299
18 4765 4479 39 4726 4458 150 4335 4223
19 4764 4478 40 4724 4457 180 4208 4144
20 4762 4477 41 4721 4455 219 4040 4040
21 4761 4477 42 4719 4454 240 3951 3984
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7.6.5 Summary of Pernsioner’s Problem

In this section we have seen a nice application of Markov models to a simple prob-
lem raised by a pensioner. Though essential input data (on life expectancy param-
eters) are not provided, the problem could be given a solution. Using the solution,
the user can evaluate the answers under various scenarios (different possibilities of
life expectancy parameters) and weigh his options. The solution methodology will
be useful to many live industrial problems.

7.7 Chapter Summary

This chapter presented five live case studies. These talk about the variety of prob-
lems that a consultant comes across. Some may be simple to answer but the solu-
tions provided for these case studies help in logical thinking and formulation and
providing intelligent solutions where necessary. The first one (Sect. 7.2) on deter-
mining frequencies of amino acid molecules present in a polypeptide is given an el-
egant solution using a simple computer program. The second (Sect. 7.3) and fourth
(Sect. 7.5) are applications of multivariate methods to quality evaluation problems
of products based on several product characteristics. The third one (Sect. 7.4) is
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about evaluation of reliability of CFL bulbs and it provides an answer to important
question regarding the reliability of bulbs. The last case study (Sect. 7.6) is actually
an answer to a problem raised by an employee who is on the verge of his retirement
and provides an answer to his question of which pension scheme he should choose.

Problems

7.1. Verify the one-step transition matrices given in Figs. 7.35 and 7.36. Write a
code in Matlab or any other language you know to compute Pk for the two schemes
and compute P60 (end of 5 years), P120 (end of 10 years), P180 (end of 15 years),
and P240 (end of 20 years). What are the study state probabilities?

7.2. Consider Scheme 1 (in the Pensioner’s problem). Let u1, u2 and u3 be three
binary variables defined as follows: u1 = 1 if pensioner is alive, u1 = 0 other wise;
u2 = 1 if survivor is alive, u2 = 0 other wise; u3 = 1 if beneficiary is alive, u3 = 0
other wise. Observe that u1u2u3s will correspond to the eight states of the sys-
tem. Show that the pension corresponding to u1u2u3 is given by 4783u1 + (1 −
u1)(3500u2 +1195u3). Develop a similar formula for Scheme 2.

7.3. Consider the CFL bulbs case study. Assume that the manufacturing cost of each
bulb is Rs.45/-. If the company has to make a profit of Rs.25/- on each bulb, what
should be the selling price of each bulb. Analyse this problem carefully and find the
answer (Hint: The selling price is not Rs.70/-).

7.4. Write a computer programme to determine the number of test benches using
Weibul distribution with derived parameters as in Sect. 7.4.

7.5. This problem is about the stationarity assumption of the Markov chains used.
Let Qk be the one-step transition matrix of transition probabilities from month k−1
to month k, k ≥ 1 in the pensioner’s problem of Sect. 7.6. That is, the (i, j)th element
of Qk is equal to Prob{Xk = j|Xk−1 = i}. Show that P(k) = Q1Q2 . . .Qk. Assess the
difference between the stationarity assumption and without it.
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Chapter 8
Modelling Optimum Utilization of Irrigation
Resources

Abstract This chapter deals with a case study on the development of a model for
the management of irrigation system. The motivation for this case study was a se-
vere crisis faced by farmers of the Pennar Delta in Andhra Pradesh, India. This work
was taken up at the request of a Superintending Engineer of the concerned Irrigation
Department. Upon educating the engineer about the utility and effectiveness of opti-
mization techniques for his problem, the engineer came forward for exploring a sci-
entific approach and a mathematical model for finding a solution to the problem of
planning water resources and scheduling the distribution of reservoir waters through
the irrigation channels of the Pennar Delta. Given the requirements, availabilities of
water at various nodes and the particulars of the irrigation network of the system,
the problem can be formulated as a multicommodity network flow problem. This
chapter presents an approach for solving the problem. The problem is formulated as
a dynamic minimum cost network flow problem and provides an approach to solve
the problem using static network flow models. Due to non-availability of required
data, the scope of the work was confined to modeling the problem. This work also
helped in training a post graduate student on live applications of modeling practical
problems.

8.1 Introduction

This chapter deals with a case study on the development of a model for the man-
agement of irrigation system. A preliminary version of this chapter can be seen in
[10]. The motivation for this case study was a severe crisis faced by farmers of the
Pennar Delta in Andhra Pradesh, India. This work was taken up at the request of a
Superintending Engineer of the concerned Irrigation Department. Upon educating
the engineer about the utility and effectiveness of optimization techniques for his
problem, the engineer came forward for exploring a scientific approach and a math-
ematical model for finding a solution to the problem of planning water resources
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and scheduling the distribution of reservoir waters through the irrigation channels
of the Pennar Delta. Given the requirements, availabilities of water at various nodes
and the particulars of the irrigation network of the system, the problem can be for-
mulated as a multicommodity network flow problem. This chapter presents an ap-
proach for solving the problem. The problem is formulated as a dynamic minimum
cost network flow problem and provides an approach to solve the problem using
static network flow models. Due to non-availability of the required data, the scope
of the work was confined to modeling the problem. This project was also used for
providing practical training to a post graduate student. Besides training the student
on modelling the problem, he was assigned the task of developing a programme for
solving network flow problems. This work is outlined in Sect. 8.5.

Efficient management of water for irrigation plays crucial role in countries which
are facing severe water crisis. Several authors have studied the need and importance
of water management for irrigation purposes [3, 13, 15]. The irrigation water man-
agement requires good statistical data maintenance systems and information tech-
nology for effective decision making and implementation. Prior to early 1990s the
information technology was in the developing stages and this has partly been respon-
sible for the lack of efficient statistical systems. One of the other main causes for
this lacuna is the lack of awareness (among the administrators) of scientific meth-
ods and their necessity in decision making processes and management. But, with the
level of advancement and growth of information technology that we have today, we
should quickly design, develop and establish efficient statistical systems and imple-
ment them using electronic media so that our resources are best utilized. This can
be achieved only if the people in the scientific and governing communities come
together and put conscious and untiring efforts to bridge the gaps.

The prosperity of a country like India where agricultural produce is about 14 %
of its GDP depends largely on efficient management of water resources and proper
irrigation methods. Therefore, optimum utilization of resources pertinent to agri-
cultural sector is very important for the growth. A large part of India’s agricul-
tural fields are fed by irrigation (http://planningcommission.nic.in/
plans/planrel/fiveyr/11th/11_v3/11v3_ch2.pdf). Water supplied
from rivers and reservoirs to irrigated lands is undoubtedly the most important of
agricultural resources. Due ecological disturbances, the availability of water is be-
coming increasingly more difficult year after year. Therefore, it is utmost important
for us to manage irrigation water in the best possible way [17]. This becomes partic-
ularly more relevant in the present day’s global scenario of depleting water resources
and acute water scarcity problem [13].

Pennar Delta ayacut (irrigation lands) of Nellore district in Andhra Pradesh
serves about 2,50,000 acres of agricultural lands. Due to severe summer and draught
conditions, this ayacut had faced acute water shortage problem during the past
and had led to agitations by the farmers and the district administration was un-
der tremendous pressure to resolve the imbroglio. Added to the acute water short-
age problem, lack of adequate information on actual amount of water available and
the water requirements (determined by various crop patterns and their extents) had
complicated the problem. Motivated by this imbroglio, a proposal was made to the

http://planningcommission.nic.in/plans/planrel/fiveyr/11th/11_v3/ 11v3_ch2.pdf
http://planningcommission.nic.in/plans/planrel/fiveyr/11th/11_v3/ 11v3_ch2.pdf
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concerned authorities in the district administration. Consequently this project has
been initiated. Typically a project of this nature has to address a number of issues
such as development of systems and procedures for acquiring and monitoring nec-
essary data and information on electronic media, making the same available to all
concerned personnel for planning and monitoring, developing efficient optimization
tools for managing the resources, training the personnel in the administration, ed-
ucating the farmers, advising and guiding them about crop patterns and scheduling
etc. A complete solution to this problem requires concentrated efforts by a team of
specialists from different areas and other resources such as financial support from
the Government, etc. Optimization techniques have been used to model the irriga-
tion water utilization [6, 7, 11, 14]. We have initiated the project with a limited scope
so as to create awareness among the administrators and induce them into taking up
the project in its entirety. This chapter presents the problem and the optimization
model for the same. The details are elaborated in the next section.

8.2 The Irrigation System

The model irrigation system considered for this work has been derived from the Pen-
nar Delta System (PDS). A major or medium irrigation system such as this consists
of a main reservoir, main channels, branch channels, distributary channels and sev-
eral storage and/or regulation points. Water is carried to the agricultural fields (AFs)
through these channels. A pictorial description of the system is shown in Fig. 8.1.

Fig. 8.1 Pictorial description of reservoir irrigation system

The collection of all AFs is called the project ayacut. Each channel is designed
for a specific capacity to meet its intended requirements. The channel parameters
such as cross sectional area, slope etc., will determine the delivery rates (usually
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measured in cubic feet per second (cusecs)). The release of water in any channel is
controlled by the regulators by opening their gates partially or fully. Generally the
regulators have storage capacities. A number of factors such as crop pattern varia-
tion, timing of crops, soil conditions (water absorption properties), etc., determine
the water requirements of the agricultural fields. The normal practice of supplying
water to AFs is to declare the opening and closing dates of various regulators. This
results in uniform supply of water to AFs which may be detrimental to the crops.
This is because the water requirements of crops vary with different growth stages of
the crops.

An important feature of the irrigation system under consideration is that every
AF is connected to one and only one channel in the network. Technically speaking,
the irrigation network is a tree in Graph Theory terminology [12, 16].

One of the constraints in releasing water at a regulator into a channel is that there
should be certain minimum quantity of water at the regulator so that the required
water head is there for the water to flow into the channel. For example, at Nellore
regulator there are two branch channels. One of these two channels, the Kanupur
canal, is at a higher altitude than the other. In order to supply water in this channel,
one has to build up the water head above the channel bed level at the regulator
and then release the water. The calculated quantity of water supplied in a channel
and the actual quantity of water supplied are usually at variance. There are several
reasons for this. Though the channels are designed for predetermined capacities, the
actual capacities may be at variance with designed capacities. Silt formation in the
channels, lack of proper maintenance, etc., also affect the water quantities supplied.
In addition, water losses take place both in transmission as well as at storage points.

8.3 Objectives and Scope of the Project

As briefed in the introduction, a complete solution to the irrigation system involves
a number of issues such as development of systems and procedures for acquiring
and monitoring necessary data and information on electronic media, making the
same available to all concerned personnel for planning and monitoring, developing
efficient optimization tools for managing the resources, training the personnel in the
administration, educating farmers, advising and guiding them about crop patterns
and scheduling etc. Since such a task is well beyond the scope of present study,
initially this project was taken up with the objective of developing an optimization
model for the following problem: Given the water requirements of all AFs over a
specified period, the quantities of water available at the main reservoir and other
storage points, and the basic network of the irrigation system, build an optimization
model to determine optimal utilization of water and the complete time schedule for
the optimum distribution of water.

Keeping the above objectives in mind, steps were initiated to collect the basic
information from PDS on the following items:

• Reservoirs: locations, capacities (designed and actual), storages.
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• Canals (major, minor and sub minor): start and end points, flow rates (designed
and actual), officials (posts) in-charge.

• Crop (final) units: survey number, area, types of crops, water requirements, wet-
ting times, crop yields (expected and past data), water source (which regula-
tor/canal).

• Control structures: regulators, sluices.

It has been noticed that the above information was not available in one place and
compilation of the same is a very time consuming exercise. Pending this, the work
was taken up for modeling the problem and developing a method to solve the prob-
lem.

8.4 Formulation and Solution to the Problem

In this section we shall give a detailed description of the irrigation water manage-
ment problem and formulate the same as an optimization problem. The problem
will be described through examples. First let us understand the basic network of
the irrigation system. This is shown in Fig. 8.1. For ease of description, the same
is reproduced in Fig. 8.2 with regulators and AFs labeled from 2 to 13. The main
reservoir is labeled as 1. We shall refer the regulators and the AFs as nodes of the
network. Thus, every node is identified with its label. With this labeling, every chan-
nel in the network can be identified uniquely by its tail and head nodes. For example,
the channel connecting the regulator 2 and regulator 4 is uniquely identified by the
pair (2, 4). Here, 2 is the tail node and 4 is the head node of the channel. Similarly,
channel connecting regulator 5 and AF 11 is uniquely identified by the pair (5, 11)
with 5 and 11 as its tail and head nodes respectively.

Fig. 8.2 Basic network of irrigation system

In Fig. 8.2, note that every channel is assigned a pair of numbers. For example,
channel (2, 4) is assigned the pair (35, 2). Here, the first coordinate, 35, stands for
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the maximum delivery capacity of the channel per unit time. The second coordinate,
2, stands for the time taken for delivering the water from the tail node to the head
node. If we take day as the unit of time, then (35, 2) means that the channel (2, 4)
can carry at most 35 units of water per day and it will take 2 days for the water
released at regulator 2 to reach regulator 4.

Generally, regulators have the capacity to store certain amount of water. There-
fore, we define Sc(k) as the maximum amount of water that can be stored at regu-
lator k. Also, when water is stored in reservoirs or at regulators, losses take place
due to evaporation. In practice, the evaporation losses are affected by atmospheric
conditions and surface area of the water exposed. For the purpose of this project,
we shall make the simplifying assumption that the evaporation losses are directly
proportional to the quantity of water stored and the duration of the storage. We shall
use the notation Lc(k) to denote the rate of evaporation loss at node k. Water losses
take place during transmission as well. We shall use the notation Lc(i, j) for rate of
transmission loss in the channel (i, j).

One of the water management problems here at a very macro level is to determine
how much water to supply to each of the AFs over a given period of time (period
being a season or a year). The inputs for such a problem will be the total amount of
water available at various storage points during the period and the total requirement
of water of the AFs. These two issues together with total channel capacities act as
the constraints of the problem. The objectives may be defined by the water losses or
meeting certain priorities among the AFs. It should be noted that the time schedule
does not come into the picture of this problem. This problem can be formulated and
solved as a minimum cost network flow problem. Since time factor is not involved
in this problem, these are known as the static network flow problems. However, if
the problem involves scheduling activities over a time horizon, one has to deal with
dynamic network flow problems. In this project, we are concerned with dynamic
network flow problems. A brief description of the static and dynamic network flow
problems is given in the next section. See [9] for more details on these problems.

We shall now examine the more important problem of drawing a time-dependent
schedule for a given set of requirements and availabilities of the problem. The prob-
lem shown in Figs. 8.1 and 8.2 becomes complex for the presentation and discus-
sion. For this reason, we shall use a reduced size problem. The basic network for
reduced problem is shown in Fig. 8.3 The number of AFs is reduced to 4 and the
nodes are relabeled.

Suppose it is required to plan and develop the water distribution schedule for the
month of March in a year. Table 8.1 summarizes the water requirements at the AFs
and the water availabilities at regulation points. We see that AF5 requires 8 units of
water on March 27th and 9 units on March 28th. Similarly, it can be seen from the
table that no water is available prior to March 20th but on 20th, 20 units of water
is available at regulator 2. On March 22nd there is an additional 55 units of water
available at the main reservoir (node 1). Thus, the total water available during March
is only 75 units. The total requirement in the month is equal to 72 units.

Besides the availabilities and requirements, the water distribution schedule has
to satisfy the capacity constraints (of storage as well as channel transmission
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Fig. 8.3 Basic network of the reduced problem

Table 8.1 Water availability and requirement data

Date Node Requirement/Availability
March 20 2 (Regulator) 20
March 22 1 (Main reservoir) 55
March 26 AF7 6
March 27 AF5 8
March 27 AF6 14
March 27 AF8 6
March 28 AF5 9
March 28 AF6 14
March 28 AF7 6
March 28 AF8 7

capacities). Table 8.2 presents the data on storage capacities at the regulator points
and also the evaporation losses. As explained, we shall assume that the storage losses
are proportional to the quantities being stored. Therefore, we shall represent the stor-
age losses in terms of percentages.

Table 8.2 Storage losses in percentages

Node 1 2 3 4
Storage capacity (Sc) 200 20 10 9
Storage loss (Lc) 3 2 1 1

Finally, we need to specify the transmission losses Lc(i, j) of the channels in
order to formulate the problem. The transmission losses are given in Table 8.3.
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Table 8.3 Transmission losses in percentages

Channel (1, 2) (2, 3) (2, 4) (3, 5) (3, 6) (4, 7) (4, 8)
Transmission loss 2 1 1 3 1 1 2

The water distribution and supply scheduling problem has to specify the amount
of water to be released in each channel on each of the days during the planning
horizon. This problem is solved by creating the extended network from the basic
network and the input data given in Table 8.1. The extended network is shown in
Fig. 8.4 It can be seen that the nodes in the extended network are represented by the
node numbers in the basic network coupled with dates. Since there is water available
at node 2 on 20th, we create the node represented by 2/20. Since water can reach
nodes 3 and 4 on 22nd from 2, the nodes 3/22 and 4/22 are created. Similarly, the
other nodes are created as shown in Fig. 8.4. In the water scheduling problem, we
should have the option to bring the water to a particular node ahead of time and
store it there for later use. As an example, note that nodes 5 and 6 put together
require 22 (= 8+ 14) units of water on 27th. Since the transit times to 5 and 6
from 3 are one day each, we must have 22 units of water on 26th at node 3. As
the channel capacity of (2, 3) is only 20 units, we cannot serve 5 and 6 on 27th
unless water is brought to 3 (at least 2 units) before 26th and stored there. Suppose
we bring some water, say 5 units, to 3 on 25th itself and store it there for a day. In
the formulation of the problem we handle this situation by introducing a fictitious
channel between the nodes 3/25 and 3/26 (in the extended network) and fix the flow
in this channel as 5 units. Since the storage capacity of node 3 is 10 units, we impose
the condition that the transmission capacity of the fictitious channel (3/25, 3/26) as
10. All storage decisions are thus represented by the blue colored arcs (arrows)
in Fig. 8.4. The red colored arcs represent the usual flow channels between two
regulator points. The flow channels from regulators to AFs are shown by the green
color arcs. This way we can understand the extended network shown in Fig. 8.4.
Note that two numbers a/b are specified for each of the arcs. Here a stands for
water loss and b stands for the storage capacity or the maximum flow capacity of the
corresponding arc depending upon whether the arc is a storage arc or a transmission
arc. Since storage capacity at regulator 1 is 200 and the storage loss is 3, 3/200 is
by the side of the blue arc connecting 1/22 and 1/23, and the arc connecting 1/23
and 1/24. Similarly, since the maximum flow capacity of the channel (2, 3) is 20
and the corresponding transmission loss is 1, we find 1/20 by the side of the arcs
which corresponds to (2, 3). Finally, the water availabilities, 55 units and 20 units,
are shown at the appropriate nodes in the extended network with a + sign (‘+’
standing for availability); and the AFs’ requirements are shown with minus signs
(‘−’ to indicate that these are requirements).

The dynamic network flow problems can be solved by converting them into static
network flow problems. This is exactly what we have done for our problem. The
extended network in Fig. 8.4 is actually a dynamic network flow problem presented
in the form of a static network flow problem. All the inputs needed for solving the
water scheduling problem are shown in the extended network. Once this is ready,
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Fig. 8.4 Extended network for the example

we can solve the problem as minimum-cost network flow problem. We take the total
evaporation losses as the objective function for this problem. This problem (given
in the example) is solved using the computer program developed by us as part of
this project. The solution is pictorially shown in Fig. 8.5. In the figure, the blue arcs
stand for storage and the green ones for the transmission across channels. The total
evaporation losses are 5.35 units under the optimum solution.

So far we have seen two problems in the water management: (i) the macro level
planning and (ii) the water distribution and scheduling problem over a time horizon.
We shall examine some practical constraints in the latter problem and how to handle
these while solving the same.

8.4.1 The Minimum Flow Constraints

In the example we have considered above, we assumed that it is possible to release
any amount of water in a channel not exceeding the maximum transmission capac-
ity of that channel. But due to transmission losses, it may be impractical to release
small quantities of water in the channel. Therefore, just as the channels have max-
imum transmission capacities; it is natural to consider minimum capacities for the
channels. For example, we may insist that the flow in channel (2, 3) should be at
least 3 units whenever water is released in this channel. This sort of constraints can
be easily incorporated into our formulation because minimum and maximum flow
capacities are a part and parcel of minimum cost network flow problems.
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Fig. 8.5 Solution to the example

8.4.2 The Level Constraint

The distribution channels starting from a regulator may not be at the same altitude.
Recall the Kanupur canal situation discussed in Sect. 8.2. Thus, different channels
starting from a regulator may need different water heads for getting water. This situ-
ation can be handled by introducing artificial arcs in the network with certain mini-
mum flow requirements. We shall illustrate this with an example. Let us suppose that
channel (4, 6) in Fig. 8.3 is at a higher altitude and requires additional water head
at regulator 4. Since additional head means additional quantity of water, whenever
there is water requirement at 8, some minimum level should be maintained at 4. Let
us assume that this minimum quantity is 5 units. Since AF 8 requires 8 and 7 units
of water on 27th and 28th respectively, we should have 13 (= 8+5) and 12 (= 7+5)
units of water at 4 on 25th and 26th respectively (note that the transit time is 2 days
between 4 and 8). We employ the following trick to handle this situation. Introduce
a dummy arc in the extended network (in Fig. 8.4) between the nodes 8/27 and 4/26
with a minimum flow requirement of 5 units. Introduce a dummy node 4/27 and
declare 5 units of water as a requirement of this node. Connect the nodes 8/28 and
4/27 with another dummy arc and fix its minimum flow as 5 units. This augmented
network will take care of the level constraint.
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8.4.3 The Group Constraint

In the example, we have specified the AFs’ requirements day-wise. Instead we may
wish to specify requirements of one or more AFs grouped over days. Suppose we
want to specify the requirement of AF 5 as 17 units over the 2 days, 27th and 28th,
instead of specifying 8 units on 27th and 9 units on 28th separately. We can handle
such constraints by adding a new node with a requirement of 17 units and connect
it to the nodes 5/27 and 5/28 using two different arcs. No requirements are specified
at 5/27 and 5/28.

8.4.4 Handling Priorities

In practice, often there is not sufficient water for serving all AFs. In such situations,
it is not possible to serve water to all AFs and one has to resort to some sort of
priorities based on some evaluation. Accordingly, one can attach some cost to each
of the arcs ending with AFs and solve the problem.

In this subsection we have seen how the water distribution and the scheduling
problem can be formulated as a network flow problem and how various practical
constraints can be handled. Also, we have seen how a small size problem with only
8 nodes and 7 arcs got magnified into a problem of 28 nodes and 34 arcs (the ex-
tended network). Two factors determine the size of the problem: (i) number of nodes
in the basic network and (ii) number of time periods in the planning horizon. It is
learnt that the PDS has about 2,000 nodes in the basic network and the planning
horizon has about 150 days. Therefore, if we take days as the basic units of time,
then we will have about 3,00,000 nodes and about 6,00,000 arcs (decision vari-
ables) in the extended network. These problems can be solved quite efficiently with
the computing power available today. However, if there is need to reduce the size of
the problem, we may think of time units as weeks, and this will drastically reduce
the size of the problem. Creating the input data for the extended network based on
the basic network, the requirements and the water availabilities is very cumbersome
and is very difficult to construct manually.

8.5 Software Development

Network models are one of the most widely used optimization tools. These have a
wide range of applications [1, 2, 8, 12], and airline systems are analyzed and opti-
mized using network models. Transportation, transshipment and assignment prob-
lems are special cases of network models. Many software and computer systems
are analyzed and optimized using network systems. Communication networks is
another important application area of network models. Oil and natural gas produc-
tion and distribution systems use network models. The elegance and efficiency with
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which network flow problems are solved have attracted many scientists to formulate
a variety of problems as network flow problems. A number of commercial and pub-
lic domain software packages are available to solve network flow problems. Since
commercial software packages are expensive and the public domain software pack-
ages are not easily adoptable to our requirements, we thought it would be worth-
while developing our own package for solving network flow problems. As of now
our software has two main components: (i) a code for solving a general minimum
cost network flow problems and (ii) a code that will act as interface between our
network solver and the users in the irrigation department. The latter takes the min-
imal inputs from the users, formulate the problem, prepare the input file for the
solver, read the solution of the solver and present the results in customer specified
formats. We wish to add a number of new modules to our software meant for other
application areas.

We have adopted one of the most popular and efficient algorithms, namely the
primal network simplex algorithm, for solving the minimum cost network flow prob-
lems. See [9] for a detailed description of the algorithm. We shall briefly outline
some of the important aspects that we have considered in the development of our
software. But before we do this let us take a quick look at the minimum cost network
flow problem.

8.5.1 Minimum Cost Network Flow Problem

A directed network consists of a set of nodes N = {1,2, . . . ,n} and a set A =
{(i1, j1), . . . ,(im, jm)} of m directed arcs. Each arc (i, j) is obtained by joining two
nodes i and j from N. Here, i and j are called the tail and head nodes of the arc (i, j).
Two subsets S and T of N are specified, S is called the set of source nodes and T is
called the set of sink nodes. A certain commodity is to be supplied from nodes of S
to nodes of T through the arcs of the network. Each node i in S is assigned an inte-
ger ai which means that i can supply at most ai units of the commodity. Similarly,
each node j in T is assigned an integer d j which means that j requires d j units of
the commodity. Since the network is a directed network, arc ( j, i), if exists in A, is
treated as different from (i, j). Three numbers, li j, ki j and ci j, are associated with
each arc (i, j) in A. Here li j and ki j are called the lower and upper bounds of the arc
(i, j) and the quantity of the commodity transferred through the arc, called the flow
in the arc, should be within the limits li j and ki j. Next, ci j is the cost of flow per one
unit of commodity. Given these inputs, the minimum cost network flow problem is
to determine the flows in the network arcs so that the total cost of transportation is
a minimum and that the requirements of T are met, availability constraints of S are
not violated, and the flow restriction on the arcs are not violated. A mathematical
statement of this problem can be stated as follows: Find the flows fi j, (i, j) ∈ A so
as to
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Minimize ∑(i, j)∈A ci j. fi j

subject to f (N, j)− f ( j, N) = d j for each j ∈ T ,

f (N, j)− f ( j,N)≤ a j for each j ∈ S,

f (N, j) = f ( j,N) for each j ∈ N \ (S∪T ),

li j ≤ fi j ≤ ki j for each (i, j) ∈ A,

and fi j ≥ 0 for all (i, j) ∈ A,

where f (N, j)=∑i∈N: (i, j)∈A fi j and f (i, N)=∑ j∈N(i, j)∈A fi j. The total availability
of the material is equal to ∑ai and the total demand is equal to ∑di. If ∑ai = ∑di,
then we call the network problem as a balanced network problem. We shall now
illustrate the network model with an example.

Example. Consider the network with five nodes and seven arcs shown in Fig. 8.6.
The arc lower bound, upper bound and the unit costs are shown as triplets
(li j,ki j,ci j).
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Fig. 8.6 A network problem with 5 nodes and 7 arcs

The first step in solving this problem is to augment the network with two addi-
tional nodes 0 and (s+ t + 1) arcs, where s and t are the number of nodes in S and
T respectively, so as to make it a single source and single sink network problem.
The arc between the two newly added nodes will be referred to as the main arc.
We then convert the problem into a balanced network problem by defining suitable
availability/requirement for the two new nodes if necessary. The augmented prob-
lem for the network problem in Fig. 8.6 is shown in Fig. 8.7. Like in the two-phase
simplex method, a feasible solution to the network flow problem may be obtained
by first considering the Phase-I objective function. We can obtain a feasible solution
to a network flow problem, if one exists, using the augmented network in which all
the unit costs (including the newly added arcs) are zero except for the main arc. The
unit cost of the main arc is taken as 1. Since the augmented problem is feasible, we
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stop as soon as we get an optimal solution. If in the optimal solution, the flow in the
main arc is zero, then this solution is a feasible solution for the original problem. On
the other hand, if the flow in the main arc is positive, then it means that the original
problem has no feasible solution. When the original problem has no feasible solu-
tion, the requirements of the nodes of T are partially fulfilled by the optimal solution
of the Phase-I. In such situations, we switch over to the original costs, takes zero as
the cost for all the augmented arcs except the main arc. The cost of the main arc is
treated as infinity. In our software, it is ensured that once the main arc becomes a
nonbasic arc (that is, the flow in it becomes zero), it never enters the basis again.
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Fig. 8.7 A network problem with 5 nodes and 7 arcs

8.5.2 Resolution of Cycling and Stalling

We use efficient data structures in our program to store and update the data in each it-
eration of the algorithm. Though degeneracy and stalling problems occur very rarely
in real world applications ([9] for details), a good software must take care of these is-
sues. To avoid cycling due to degeneracy, we have implemented dropping arc choice
rule developed by Cunningham [4, 5]. If the starting feasible solution corresponds to
a strongly feasible partition (see pp. 327 [9]), then Cunningham’s method does not
allow cycling. Cunningham [4] has also suggested an efficient method of obtaining
a solution corresponding to a strongly feasible partition from an arbitrary feasible
solution. However, this part is yet to be implemented in our program. This is be-
cause we can easily obtain a solution corresponding to strongly feasible partition
for the network problem arising out of water scheduling problem discussed in this
report. Another rule suggested by Cunningham [4] to avoid stalling is that every arc
be examined periodically and select it as entering arc if it is eligible at that time.
This has been implemented in our program.
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8.6 Summary

Motivated by the acute water shortage problem faced by the farmers in the recent
times, we have initiated this work on water distribution planning and scheduling in
irrigation projects. Agricultural irrigation uses considerable volumes of water and
efficient management of water resources is utmost important. We have used the Pen-
nar Delta System of Nellore District in Andhra Pradesh, India, to build our model.
The project concerns providing water distribution and scheduling for given require-
ments of the ayacut and given availabilities of water at various nodes of the irriga-
tion network. The problem is formulated as a dynamic minimum cost network flow
problem. We have developed a computer software to aid the users in irrigation de-
partment as a decision support system. This software has two main components the
first of which is a network solver meant for solving general minimum cost network
flow problems. The second component is an interface software between the network
solver and the users in the irrigation department. We wish to broaden the scope of
application of our software to many other areas of optimization.

Some parts of the western countries have been using the World Wide Web for
efficient irrigation management practices. For a number of years, the North Dakota
State University Extension Service has been using the Internet to deliver informa-
tion, beginning with a Gopher server in the early 1990s and more recently with a
World Wide Web server. To take full advantage of today’s information technology
and the computing power, we must quickly establish good database systems for ef-
fective planning and implementation.
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Chapter 9
Statistics for Measuring Tyre Contact Patch

Abstract This project was carried out for a leading tyres manufacturing company
in India and deals with the development of an alternative method to measure the
land sea ratio, an important performance measure of tyres. The company’s method
for measuring the ratio depends on the skill of a technical person and uses a costly
measuring equipment. It takes almost 3 days to get the measurements for each day’s
samples. An alternative method is being explored. The new method uses a statistical
technique, a multivariate clustering method, and a simple computer program. The
result is instantaneous, removes the subjectivity, disposes the need of a technical
expert and the need of the costly measuring equipment. The present status of the
project is that some fine tuning is required for the proposed method which is under
exploration.

9.1 Introduction

It is difficult to imagine our world without tyres today. In our modern world, mobi-
lization rests heavily on tyres. We need tyres everywhere – from bicycles to aero-
planes (Fig. 9.1). Also, the safety of human life depends on quality of tyres. This
project was carried for a large tyres manufacturing company in India. Interestingly,
the study has evolved from a student, a Statistics post graduate student, who was
undergoing his practical training at the tyre industry in question.

The company where this project was carried out has manufacturing set-ups with
advanced technologies in multiple locations and produces tyres for variety of vehi-
cles starting from two and three wheelers to small and light commercial vehicles to
farm vehicles to trucks and buses. They are into domestic and international markets.
They produce both bias and radial tyres and have well over 100 types of tyres. The
company has well established testing facilities and a big R&D establishment. The
testing department is engaged in extensive testing and analysis activities of their
daily produce and the newly designed models.
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Fig. 9.1 Tyres for vehicles

Tyres have a number of important quality characteristics such as dimensions,
weight, run out, alignment, visual defects and so on. Besides, there are a number
of performance characteristics such as balance, camber thrust, circle of forces, dry
traction, slip angle, stopping distance, contact patch, rolling resistance and so on.

This project is concerned with the contact patch, commonly referred to as foot-
print, which in turn is related to rolling resistance and stopping distance. Contact
patch is the portion of a vehicle’s tire that is in actual contact with the road sur-
face. Contact patch is measured through a characteristic known as land sea ratio.
The problem is about determining the land to see ratio. According to company’s test
procedure, it takes about 3 days to get a measurement of the land sea ratio for a tyre
sample. It involves taking a carbon copy of the footprint, sending it to the company’s
corporate office where it is tested by an expert technician using a sophisticated test-
ing instrument. In this project, an alternative method of determining the land sea
ratio is developed using a multivariate statistical method of clustering. Using this
method it is possible to determine the land sea ratio by just taking a scan of the car-
bon print and running a simple computer program. This new method has potential
advantages. It is instantaneous, eliminates the need of technical expertise and costly
testing equipment. The test result can be obtained in the manufacturing site itself,
no need to send it to the corporate office. However, the procedure needs some fine
tuning which is under exploration. It will be interesting to know the iterations in the
evolution of the final test procedure developed. For this reason the entire effort in
the development of the proposed method is presented in this chapter.

The organization of this chapter is as follows. The problem is described in
Sect. 9.2. Section 9.3 presents the first solution attempted for the problem. A sec-
ond thought on the solution method led to the use of computer technology clubbed
with statistical techniques. Using digital images of footprints, data are read and the
second solution uses the principal components [5, 7] of the color spaces data to de-
termine the land sea ratio. For this reason, a brief discussion on the color spaces and
the relevant data structures is presented in Sect. 9.4. The solution using the principal
components is presented in Sect. 9.5. The final solution using clustering technique is
presented in Sect. 9.6. Section 9.7 examines some issues with the proposed method
and makes a comparison of some possible solutions. Section 9.8 summarises the
chapter.
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9.2 Problem Description

The friction between the tyres of a vehicle and the road surface is an important factor
that governs the functioning of the vehicle for changing the direction or controlling
the speed. The top portion of the tyre that comes in contact with the road or ground
is called the tread of the tyre (http://en.wikipedia.org/wiki/Tread,
cited on Nov 16, 2014). The tread is a thick rubber, or rubber/composite compound
formulated to provide an appropriate level of traction that does not wear away too
quickly. The tread pattern is characterized by the geometrical shape of the grooves,
lugs, voids and sipes. Grooves run circumferentially around the tire, and are needed
to channel away water.

Treads are often designed to meet specific product marketing positions. High per-
formance tires have small void ratios to provide more rubber in contact with the road
for higher traction, but may be compounded with softer rubber that provides better
traction, but wears out quickly. Mud and snow tires are designed with higher void
ratios to channel away rain and mud, while providing better gripping performance
(for more detail see http://en.wikipedia.org/wiki/Tire, cited on Nov
16, 2014).

9.2.1 Contact Patch and the Land Sea Ratio

Lugs are that portion of the tread design that contacts the road surface. Voids are
spaces between lugs that allow the lugs to flex and evacuate water. The portion that
is in contact with the road at a given instant in time is the contact patch. If the
total surface of the tread that is in contact with road is treated as sea, the lugs may
be viewed as land. A footprint of the tread of a tyre is obtained by taking a carbon
copy of the contact patch by placing the tyre on a flat table and applying a specified
load. Figure 9.2 shows one such footprint. The area in the footprint that corresponds
to lugs or the land is called the land area; and the rest of the area in the footprint,
corresponding to the sea, is called the sea area. The percentage of land area in the
total area (land plus sea area) is termed as land sea ratio.

A tyre with wider grooves and heavy siping (siping is a process of cutting thin
slits across a rubber surface to improve traction in wet or icy conditions) etc. will
have a low land sea ratio. Higher land sea ratio means higher lug in contact with the
road resulting in better dry handling. A high land sea ratio will result in better grip
in dry conditions, longer wear life and better noise emissions; while a low land sea
ratio has better grip in wet conditions, better rolling resistance and better traction
on loose terrains. Typical land sea ratios ranges are: 70 % for general touring tyres,
65 % for high performance tyres, 62 % for ultra high performance tyres and 40 %
for winter tyres.

In a view to improve quality standards, the company recently introduced the
measurement of land sea ratio of their tyres, and their procedure involved taking
footprints of their sample tyres and sending them to their corporate office where

http://en.wikipedia.org/wiki/Tread
http://en.wikipedia.org/wiki/Tire
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Fig. 9.2 Footprint of the tread of a tyre

the carbon copies are processed by an expert technician using an instrument called
computer aided 3-dimensional interactive application (CATIA). The company was
facing problems in getting timely results due to postal delays, availability of the
technician and the actual time required for processing the carbon copies which was
substantial in itself. Consequently, the problem was referred to us to explore the
possibility of hastening the process or finding an alternative method of determining
the land sea ratio.

9.3 The First Solution Using Simulation

When the problem was addressed, the first approach attempted was to use the stan-
dard method of Monte-Carlo simulation technique [4] for estimating areas of odd
shapes. For the sake of completeness, it is briefly described below.

Suppose it is required to estimate the area of the irregular shape shown in Fig. 9.3.
Fit a rectangle around the box so that the shape is completely sitting in the rectangle.
Assume that the dimensions of the rectangle are a× b as shown in the figure. The
coordinates of the rectangular box are as follows: the bottom left point of the box
is (0, 0), the bottom right corner of the box is (a, 0), the top left point of the
box is (0, b), the top right corner of the box is (a, b). Let n be a large positive
integer. Choose n points randomly in the rectangular box, (x j, y j), j = 1,2, . . . ,n. A
random point in the box may be simulated as follows. Choose two random numbers
r1 and r2 between 0 and 1 and then set x j = ar1 and y j = br2. Then (x j, y j) is a
random point in the box. Some of the n points simulated fall on the irregular shape.
Count the number of points (x j, y j) that are inside or on the irregular shape. Let
this number be k(n) (note that this number depends on k, hence the notation k(n)).
Then, the area of the shape is given by abk(n)/n and the land sea ratio is computed
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as s(n) = k(n)/n. If n is sufficiently large, then abk(n)/n will be close to the area
of the irregular shape, and converges to the area of the irregular shape as n tends to
infinity.

Fig. 9.3 Monte-Carlo simulation for estimating area of irregular shapes

The above method was applied to one sample footprint of a tyre whose CATIA
measurement was 69.22 %. A computer program was written that fits a rectangle
around the scanned copy of the footprint and shoots random points into the rectangle
(see Fig. 9.4). Then, the points that fall on the land area are counted manually, and
the land sea ratio is computed as 100 times the number of points landed on the land
area divided by the total number of points shot. For this exercise, the total number
of points shot was taken as 100. This exercise was repeated five times for the same
footprint and the results are: 68 %, 67 %, 64 %, 68 % and 63 %.

Taking the CATIA measurement as the reference, it is seen that the simulation
method is not satisfactory. Mean of five repetitions is on the lower side as well as
the variation in the five repetitions is high. Moreover, the method is laborious. Even
for the small number of 100 points, it is a very time consuming exercise to count the
number of points on the land (actually, it is easier to count the number of points on
the sea which was done).
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Fig. 9.4 Monte-Carlo simulation for estimating area of irregular shapes

Since this method is not a viable solution practically, we started exploring an
alternative method for the purpose. At this juncture it struck to us that when the
footprint is scanned on the computer, it actually converts the picture into a digital
picture. Our second and the third (final) methods for estimating the land sea ratio
are based on the digital pictures. Before presenting these methods, a brief overview
of the digital pictures and the related data structures is presented in the next section.

9.4 Color Spaces

A color model is an abstract mathematical model describing the way colors can
be represented as vectors of nonnegative integers. The most commonly used color
model is known as RGB color model. This model portrays every color as a combi-
nation of the three primary colors Red, Green and Blue. In this model every color
is captured as a 3-dimensional (3-D) integer vector in which each coordinate varies
from 0 to 255. Thus, a total of 16777216(= 2563) different colors can be stored as
3-D vectors. Most of the electronic gadgets such as color televisions, video cameras,
image scanners, video games, digital cameras, etc. use the RGB color model. Dis-
play devises such as television screens, computer monitor, etc. are made up of pixels
in a 2-dimensional grid. Every picture is digitised into pixel grid where each point
on the grid is an RGB vector. When this grid is projected on a screen, we see the
image of the picture. For the purpose of this project, we can imagine every picture
as 5-dimensional vector where the first two coordinates represent the position of the
pixel on the grid, and the last three coordinates are the RGB vector in that position.
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Therefore, when we scan a footprint, we are actually generating a matrix with five
columns in which each row specifies the position of a pixel and the RGB vector in
that position. Conceptually, we can think of a color picture as this matrix.

Like the RGB color model, there are other color models such as HSB, YUV,
XYZ, and LAB etc. These color models or color spaces are inter-transformable i.e.
these color spaces can be derived from one-another. Figure 9.5 presents different
color spaces.

Fig. 9.5 Different colour spaces. (a) RGB. (b) HSB. (c) YUV. (d) CIE XYZ. (e) CIE LAB

The five color spaces RGB, HSB, YUV, XYZ and LAB and the relationships
among them are briefly summarized below.

9.4.1 RGB Color Space

RGB [11] is the most basic color space and it represents the colors with 3-D nonneg-
ative integer vectors whose values vary from 0 to 255. This color model produces
the color by some combination of RGB coordinates. For example, green will be rep-
resented as [R = 0, G = 255, B = 0]. It is possible to convert RGB to any other color
space [3, 10]. The conversion of RGB into other color spaces is briefly presented in
the following subsections.

9.4.2 HSB Color Space

This color model defines the color space in terms of three components [1]:
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Hue (H) Hue defines the color type, that is, red, blue etc., it ranges from 0◦ to
360◦, that is, it select colors from a color wheel as shown Fig. 9.5.

Saturation (S) Saturation defines the intensity of the color. It ranges from 0 to
100 %, where 0 represents no color and 100 represents intense color.

Brightness (B) This defines the brightness of the color. It also ranges from 0 to
100 % where 0 is black and 100 is white or other color depending on
saturation.

To covert the RGB coordinates to HSB, let Min = min{R,G,B} and let Max =
max{R,G,B} and apply the following formulae.

H =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

undefied if Max = Min
60(G−B)
Max−Min if R = Max, and G ≥ B

360+ 60(G−B)
Max−Min if R = Max, and G < B

360+ 60(B−R)
Max−Min if G = Max,

240+ 60(R−G)
Max−Min if B = Max,

S =

⎧⎪⎨
⎪⎩

0 if Max = Min or B = 0
Max−Min

2B if 0 < B ≤ 1
2

Max−Min
2B if L > 1

2

B =
1

2(Max−Min)

9.4.3 YUV Color Space

YUV color model [2] defines the color space in terms of Luma and two chromi-
nance components. It is used in NTSC and PAL video standards and models hu-
man perception of colors more closely than standard RGB. This space is defined
by the following components: Y, the luma component or the brightness. It ranges
from 0 % to 100 %; U and V are the difference component of blue-luminance and
red-luminance. These are expressed as factors based on the YUV version. U ranges
from −0.436 to 0.436 and V ranges from −0.615 to 0.615. The conversion of RGB
into YUV is given by the linear transformation

⎡
⎣Y

U
V

⎤
⎦=

⎡
⎣ 0.29900 0.58700 0.11400
−0.14713 −0.28886 0.43600

0.61500 −0.51499 −0.10001

⎤
⎦
⎡
⎣ R

G
B

⎤
⎦
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9.4.4 XYZ Color Space

Also known as CIE 1931 XYZ [3], this color space is an absolute color space.
It is based on the direct measurements from human eye and serves as the basis
from which many other color spaces are defined. It is defined in terms of three
components: X – analogues to red and it ranges from 0 to 0.9505; Y – analogues to
green and it ranges from 0 to 1.0; and Z – analogues to blue, and it ranges from 0 to
1.089. The conversion of RGB into XYZ is given by the linear transformation

⎡
⎣X

Y
Z

⎤
⎦=

⎡
⎣ 0.4124 0.3576 0.1805

0.2126 0.7152 0.0722
0.0193 0.1192 0.9505

⎤
⎦
⎡
⎣ R

G
B

⎤
⎦

9.4.5 LAB Color Space

LAB color space is a color opponent space which is based on non-linearly com-
pressed XYZ color space coordinates [6]. This space is created with an attempt
to linearize the perceptibility of color differences. It is defined in terms of three
components: L, the luminance; A, the red/green color opponent dimension; B, the
yellow/blue color opponent dimension. LAB space cannot be directly obtained from
RGB. Standardized RGB coordinates are first converted to XYZ and then from XYZ
they are transformed to LAB.

L = 116

[
f

(
Y
Yn

)
−16

]
,

A = 500

[
f

(
X
Xn

)
− f (Y/Yn)

]
,

B = 116

[
f

(
Y
Yn

)
− f (Z/Zn)

]
,

where Yn = 1, Xn = 0.9505, Zn = 1.089 and

f (t) =

{
t

1
3 if t > 0.008856,

7.787t +0.1379 otherwise.

9.5 The Principal Component Approach

The method of simulation for determining the land sea ratio does not make use of
the complete information that is possessed in the footprint. It rather depends on the
random points shot in the rectangle and the points on the border case are susceptible
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for misclassification. Since the scanned image of the entire footprint is available, it
was thought of using the matrix data of the image discussed earlier for determining
the land sea ratio.

Logically each pixel of the image should either belong to sea or land. Therefore,
if the pixel points of the footprint can be classified into either a sea point or a land
point, then the land sea ratio can be taken as 100 times the number of land points
divided by the total number of points. If N is the total number pixels in the footprint,
then we have N data points which are the RGB values at each of the pixel points.
These data were captured for the footprint and analysed using principal component
analysis.

The principal component analysis revealed that the first principal component it-
self accounted for 97.3 % of the total variation. This gave the clue that the first
principal component could be used to classify the points. Consequently, the first
principal component scores were computed for each of the points in the footprint.
When the histogram of the first principal component score was plotted, it projected
a clear bimodal distribution which is shown in Fig. 9.6.
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Fig. 9.6 Histogram of the first principal component

Let x denote the first principal component score. To classify the points into land
points and sea points using x, it is necessary to find out a cutoff point for x, say x0,
so that all points with x < x0 are put in one cluster and the rest of the points are put
in the other cluster. It is easy to identify which of these two clusters is the cluster of
land points (in this case, the points with x < x0 correspond to land points as there
are more land points in the footprint).

An objective way of determining x0 can be as follows. Fit a smooth frequency
curve that is closest to the histogram, say f (x), so that the function is a convex
function between x1 and x2 where x1 and x2 are the values of x corresponding to the
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two peaks of the histogram with x1 < x2. Once this is done, choose x0 as the mid
point of all points between x1 and x2 which minimize f (x) in the interval [x1, x2].

However, to avoid the above mathematical complexity, the cutoff point x0 is de-
cided by observation and taken as the point corresponding to the the class interval
with lowest frequency in the change over region of the frequency curve.

Out of curiosity the above method was tried using all the five color spaces dis-
cussed earlier. That is, a sample footprint with known CATIA land sea ratio of
69.78 % was scanned and the data matrices for the footprint were obtained using
each of the five color spaces. Using the first principal component of each of the
five data sets, the land sea ratios were estimated. Table 9.1 presents the land sea
ratios obtained by different methods. It is observed that LAB color space data gave
estimate closer to CATIA reading.

Table 9.1 Land sea ratios of a footprint using five different color spaces and the first principal
component

Method CATIA RGB HSB YUV XYZ LAB
Land sea ratio (%) 69.78 66.03 64.28 68.07 67.90 70.10

Encouraged by the results, the land sea ratios of four more footprints of different
tyres were assessed using the LAB color space data. The results are presented in
Table 9.2. Table 9.2 also presents the results of Monte-Carlo simulation alongside
in the last column.

Table 9.2 Results of applying first principal component to more samples

Method
Sample CATIA LAB Simulation
Footprint 1 69.22 68.91 66.00
Footprint 2 69.78 70.10 70.40
Footprint 3 73.04 72.96 71.60
Footprint 4 71.22 70.21 70.20

Another Interesting Observation

If x1, x2 and x3 are the original variables, the color space coordinates, then the
principal components are linear functions of x1, x2 and x3. Let y denote the first
principal component. Then, y = a1x1 +a2x2 +a3x3 for some constants. The a js are
obtained from the data. If a js are independent of the footprints of different sam-
ples, it indicates a functional relationship between the original variables x js and the
principal components. It is observed that when the principal component analysis
is performed on the five footprints using LAB values, the a js of the first principal
component remained more or less same. The values of a js for the five footprints
are summarized in Table 9.3. The consequence of this observation is that the linear
function y = 0.5706L−0.5810A+0.5800B can be used as an identifier to classify a
point on the footprint as a land point or a sea point.
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Table 9.3 Coefficients of first principal components for different footprints

Sample L (x1) A (x2) B (x3)
Footprint 1 0.570 −0.582 0.581
Footprint 2 0.575 −0.579 0.578
Footprint 3 0.568 −0.580 0.580
Footprint 4 0.571 −0.581 0.581
Footprint 5 0.569 −0.583 0.580

9.6 Approach Using Clustering Technique

The method presented in this section is based on multivariate clustering methods
[5, 7–9]. It outdoes the two methods discussed in the earlier sections. Unlike the
previous methods, this method uses complete data (in the method using principal
components, part of the information possessed by the second and third principal
components is discarded).

Given data on a multivariate vector such as color space coordinates (x1, x2, x3),
the multivariate clustering methods divide the data points into clusters such that
points within a cluster are close to one another and that the inter cluster distances
are maximized. There are a number of algorithms to cluster the points in a data set.
A popularly known method for clustering is k-means clustering. Without getting
into the theoretical detail, we shall simply apply a k-means clustering procedure to
our problem of estimating the land sea ratio.

A usual problem that one encounters while clustering points in a data set is to
figure out the correct number of clusters. Fortunately, we have a cake walk on this
issue because the number of clusters in our case is 2, the cluster of land points and
the cluster of sea points. We shall now apply a k-means clustering algorithm to a
footprint to estimate the land sea ratio. We shall illustrate the application with the
help of one of the sample footprints.

Consider the footprint picture of one of the sample footprints shown in Fig. 9.7.
The footprint is scanned and stored in an image file named fp1511.png. When the
file is flashed on a monitor, it uses a pixel grid with 367 rows and 311 columns.
Therefore, the total number of pixels in this footprint is 114173(= 367×311). Cor-
responding to each of these pixels, we have a 3-dimension RGB vector. These vec-
tors are our data points. Some randomly selected data points are shown in Fig. 9.8.

The first step in the new estimation procedure is to read the color space data of
the footprint into a matrix of data points. Matlab has a function called “imread”
using which the data can be extracted into a matrix, say, M. The size of M for the
footprint is 114173×3. Each row of M corresponds to a pixel position. Let (ri, ci)
be the position of pixel of ith row of M. When the k-means clustering method is
applied to M with k = 2 (k is the number of clusters), each row of M is assigned
to one of the two clusters. One of these clusters corresponds to land points and the
other to the sea points. Let nL be the number of points in the cluster corresponding
to the land points. Then, the estimate of the land sea ratio is taken as 100nL/N,
where N is the total number of points or pixels in the footprint (N = 114137 for
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footprint fp1511.png). The Matlab code for this procedure is given in Fig. 9.9. Upon
running this, it is found that nL = 72777. Therefore, the estimated land sea ratio
using this method is equal to 63.76 %. It should be noted that this estimate is much
smaller than the CATIA figure for the footprint which is 71.22 %. Before examining
the possible reason for this discrepancy (see Sect. 9.7), we need to understand the
impact of clustering method. This is discussed in the next paragraph.

Fig. 9.7 Image of a sample footprint
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Fig. 9.8 Some randomly selected data vectors for footprint fp1511.png

Impact of Clustering Method on Land Sea Ratio Estimation

It has been observed that the clustering method assigns each data point to a cluster.
There is a nice way to check the efficacy of clustering. This is done as follows. After
assigning the data points to clusters using the clustering method find out the mean
vector of each cluster. The cluster mean vectors are not necessarily RGB vectors.
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For example, the cluster mean vectors for fp1511.png are (88.54, 60.58, 132.08) and
(216.95, 221.31, 244.21). Convert these vectors to nearest RGB vectors. In this case,
the nearest RGB vectors are (89, 61, 132) and (217, 221, 244). Obtain a new matrix
M̂ by replacing the rows of M by the respective cluster mean vectors corrected to
nearest RGB vector. That is, if ith row of M is assigned to the cluster with mean
vector is (88.54, 60.58, 132.08), then replace the ith row of M by (89, 61, 132);
other wise replace it by (217, 221, 244). Recall that each row of M, and hence each
row of M̂, corresponds to a pixel position in the pixel grid. Now project the picture
of M̂ by placing the row vectors of M̂ in their respective pixel position in the pixel
grid. Now compare the two pictures of M (the original picture) and M̂ (the estimated
picture). The Matlab code does this. The two pictures for fp1511.png are shown in
Fig. 9.10. From Fig. 9.10, it appears that the clustering method is working well.

Fig. 9.9 Matlab code for k-means clustering
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Fig. 9.10 Matlab code for k-means clustering

9.7 Comparison of Results

It was observed that there is a substantial difference between the clustering method
estimate and the CATIA evaluation of land sea ratio (63.76 % and 71.22 %). To
understand the reasons for this difference, a part of the footprint is cut and using
this part the land sea ratio estimate is assessed. That is, a part of Fig. 9.7 is cut and
saved as a new file, and then using the new file, the estimate is obtained. Figure 9.11
shows old figure and newly cropped figure from the old figure in one place. The
cropped figure is cut in such way that it is one cycle of the design that repeats on
the thread. This is understood better by examining Fig. 9.12 in which two copies of
the cropped figure are placed one below the other. In this, you can see the design
repeating the cropped portion.

The land sea ratio is estimated from the cropped figure and the resulting estimate
is 69.27 %. This outcome suggests that selection of the portion of the footprint is
crucial in estimating the land sea ratio. Our selection sounds logical because the
portion is selected in such a way that one full cycle of the tread patten is captured in
this. Exploring further, the land sea ratio is also estimated from the figure obtained
by combining two copies of the cropped figure (this is the figure on the right side
of Fig. 9.12). The resulting estimate of the land sea ratio is 69.64 %. It is possible
that CATIA’s evaluation of land sea ratio itself is biased. This aspect as well as
the need for any improvement in the clustering method of estimating land sea ratio
are being explored.

9.8 Summary

Land sea ratio is an important tyre parameter that influences the tyre performance.
At present it is being assessed using a method that needs the skill of a testing expert
and a costly equipment, CATIA. In this project, an attempt is made to find out an
alternative method for assessing the land sea ratio. Starting with the usual method
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Fig. 9.11 Full and cropped figure of footprint fp511.png. The horizontal lines are drawn in such a
way that the pattern between the lines on the tread repeats

Fig. 9.12 Two copies of the cropped figure placed one below the other showing the repetition of
the design
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of simulation, the use of principal component analysis and the multivariate cluster-
ing method have been explored to assess the land sea ratio. While the results are
encouraging, we are yet to find a complete solution for the problem.

Problem: Try clustering with Mahalanobis distance.
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Chapter 10
A Case Study that Lead to New Designs

Abstract This chapter deals with construction of a new design for an experiment
that was required for one of the clients, an aluminium alloy foundry in Chennai,
India. The experiment was aimed at reducing casting defects. Typically these exper-
iments are carried out using suitable orthogonal arrays as they are most efficient for
such experiments. But the experiment required for the study could not be fitted into
any of the known orthogonal arrays. This has triggered a quest for finding the most
efficient design for the requirement. This quest has lead to construction of a facto-
rial design that is pretty close to an orthogonal array. The ideas for constructing the
new design are interesting and the approach could be extended to construction of
similar designs for similar requirements. The approach uses integer linear program-
ming formulations for the construction. The main purpose of including this study as
a chapter in this book is to highlight the fact that research is an important faculty of
a successful consultant.

10.1 Introduction

Design of Experiments is one of the most widely applied subjects for product and
process optimization in industry. Most of the experiments fall under the category
of factorial experiments, and orthogonal arrays (OAs) are the most frequently used
designs [7, 13, 16–18]. This chapter deals with construction of a new design for an
experiment that was required for one of the clients, an aluminium alloy foundry in
Chennai, India. The experiment was aimed at reducing casting defects. Typically
these experiments are carried out using suitable orthogonal arrays as they are most
efficient for such experiments. But the experiment required for the study could not
be fitted into any of the known orthogonal arrays. This has triggered a quest for
finding the most efficient design for the requirement. This quest has lead to an inno-
vative construction of a factorial design that is pretty close to an orthogonal array.
The ideas for constructing the new design are interesting and the approach could be
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extended to construction of similar designs for similar requirements. The approach
uses integer linear programming formulations for the construction. The main pur-
pose of including this study as a chapter in this book is to highlight the fact that
research is an important faculty of a successful consultant. A preliminary version of
this chapter may be found in [12].

The reader is expected to have the basic knowledge of factorial experiments to
understand the contents of this chapter. The reader may refer to [4, 8] and [11] for
topics on factorial experiments. However, we shall make the presentation in such a
way that this requirement is kept to a minimum. The organization of the chapter is as
follows. Section 10.2 introduces the company’s problem. Basic concepts of factorial
effects, the main effects and interactions, are briefly introduced in this section with
the help of the factorial experiment designed for the foundry problem. Section 10.3
presents the details of the search for a design for the problem from the literature
and the criteria for optimal designs. In Sect. 10.4, we present the ad hoc method of
constructing the design for the company’s problem and show how it can be used for
constructing design for similar requirements. Section 10.5 presents how the method
of construction can be formulated as an integer linear programming problem. The
chapter is concluded in Sect. 10.6 with a summary.

10.2 Background

In this section we shall introduce the problem encountered in the aluminium alloy
foundry. With the help of the design constructed for this problem, the basic con-
cept of factorial experiments, the main effects and the interactions of the factors are
introduced. Further, the original model of the factorial experiments and its reparam-
eterized are discussed.

10.2.1 Problem

In order to optimize the process parameters in the foundry, it was planned to conduct
an experiment with the following factors and levels: (i) Bath Temperature (A) at
three levels, (ii) Phosphorous Content (B) at three levels, (iii) Charge Ratio (C) at
two levels, and (iv) Filtering Method (D) at two levels. For simplicity, we shall
denote the levels of factors A and B by 1, 2 and 3 and those of C and D by 1 and
2. A treatment combination (TC) is a combination of the levels of the four factors.
Thus, when all these four factors are kept at level 1, we get the TC (1,1,1,1). This
TC is shown in Table 10.1 against TC number 1. Supposing A and C are kept at
level 1, and B and D are kept at level 2, we get the TC (1,2,1,2). This is shown
against TC number 2 in Table 10.1. Similarly, TC (1,3,1,1) is shown against TC
number 3 in Table 10.1. Note that there are 36 (= 32×22) TCs in all and 18 of them
are shown in the second to fifth columns in Table 10.1. Each time an experiment is
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conducted with a TC, a response is observed. For example, it could be the proportion
of defective castings produced with a given TC. Designing an experiment means
specifying which TC will be experimented with. For example, Table 10.1 suggests
that conduct 18 experiments with the 18 TCs listed there. The question in designing
the experiment is all about which of the 36 TCs to be experimented with. The final
goal of design of experiments is to identify the best treatment combination.

Table 10.1 Design in 18 treatment combinations

TC i A B C D Response yi

1 1 1 1 1 y1
2 1 2 1 2 y2
3 1 3 1 1 y3
4 2 1 1 1 y4
5 2 2 1 2 y5
6 2 3 1 1 y6
7 3 1 1 1 y7
8 3 2 1 2 y8
9 3 3 1 2 y9

10 1 1 2 2 y10
11 1 2 2 1 y11
12 1 3 2 2 y12
13 2 1 2 2 y13
14 2 2 2 1 y14
15 2 3 2 2 y15
16 3 1 2 2 y16
17 3 2 2 1 y17
18 3 3 2 1 y18

10.2.2 Main Effects and Interactions

For the purpose of this chapter, we shall briefly describe main effects and interac-
tions. Suppose we have decided to conduct the experiment with the 18 TCs listed
in Table 10.1. Let yi be the response corresponding to the TC i, i = 1,2, . . . ,18. A
contrast of the responses is defined as a linear combination of yis, say lty = ∑ liyi,
where l = (l1, l2, . . . , l18)

t and y = (y1,y2, . . . ,y18)
t . We say that lty is contrast if l is

nonzero vector with its sum of coordinates is equal to zero. If lty is a contrast, then
we say that l is the corresponding contrast vector.

For any two level factor, we have a contrast called the main effect of that
factor and that is defined by the corresponding contrast vector l. For C, the
contrast vector is given by lC whose first 9 coordinates are 1s and the re-
maining ones are −1s. The contrast vector for main effect D is given by
lD = (1,−1,1,1,−1,1,1,−1,−1,−1,1, −1,−1,1,−1,−1,1,1)t . Note that li, the
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coefficient of yi in the contrast, is 1 if the level of the factor corresponding to yi is 1,
and it is −1 otherwise. This is how a contrast vector for a 2-level factor is defined.

For a 3-level factor, there are two contrast vectors, called the linear and
quadratic contrasts. The linear contrast vector l of a 3-level factor is defined
by li = −1 if yi corresponds to level 1 of the factor, li = 0 if yi corresponds
to level 2 of the factor, and li = 1 if yi corresponds to level 3 of the fac-
tor. The quadratic contrast vector q of a 3-level factor is defined by qi = 1
if yi corresponds to level 1 or level 3 of the factor and li = −2 if yi corre-
sponds to level 2 of the factor. Thus, the linear contrast vector of A is given by
lA = (−1,−1,−1,0,0,0,1,1,1,−1,−1,−1,0,0,0,1,1,1)t and the quadratic con-
trast of A is given by qA = (1,1,1,−2,−2,−2,1,1,1,1,1,1,−2,−2, −2,1,1,1)t .

Let p and q be two contrast vectors. Define their product contrast vector as r
where the ri = piqi for all i. The two contrast vectors are said to be orthogonal (to
each other) if ∑ piqi = 0. Orthogonality of p and q means that the estimates of the
corresponding effects are uncorrelated. Having uncorrelated estimates is a desirable
feature of the design. The quantity ∑ piqi is called the correlation between the two
corresponding effects (see Problem 10.2).

If p and q are two contrast vectors corresponding to two distinct factors, then
their product contrast vector is called their interaction contrast vector. If p is the
interaction contrast vector of factors C and D, then the contrast pty is called the
interaction between C and D.

Between any two 2-level factors, there is only one interaction. Consider the two
factors A and C – a 3-level factor and a 2-level factor. There are two interaction
contrast vectors for these two factors – one of them defined by the linear contrast
vector of A with contrast vector of D and the other with the quadratic contrast vector
of A with the contrast vector of D. Next, between two 3-level factors, say A and B,
there will be four interaction contrast vectors – between linear (of A) and linear (of
B), between linear (of A) and quadratic (of B), between quadratic (of A) and linear
(of B) and between quadratic (of A) and quadratic (of B).

For ease of notation, we shall denote the main effects by AL, AQ, BL, BQ, C and
D, and the interactions by ALBL, ALBQ, AQBL, AQBQ, ALC, and AQC.

10.2.3 Model of the Factorial Experiments

The full factorial experiment for the above problem involves 36 different TCs. Any
k of these 36 TCs will be referred to as a fraction of size k (k is called the run length).
Say that a fraction of size k is regular if 36 is divisible by k. Say that a column of a
fraction is homogeneous if all the levels in that column appear with same frequency;
and say that a fraction is homogeneous if all the columns in the fraction are homo-
geneous. Throughout this chapter, we confine our attention to regular homogeneous
fractions only.
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Let yi denote the response due to ith TC. It is assumed that yi’s, 1 ≤ i ≤ k, are
uncorrelated, each with variance σ2. If A3B2C1D2 is the ith TC, then under the
model assumptions, the expected value of yi is given by

E(yi) = μ +a3 +b2 + c1 +d2 +(ab)32 +(ac)31 (10.1)

Here μ is the general effect and a,b,c,d,(ab) and (ac) denote respective factorial
effects at their corresponding levels. Using reparameterizations of these factorial
effects, the above model can be remodeled as

E(y) = Xβ and D(y) = σ2I. (10.2)

Here y = (y1,y2, . . . ,yk)
t is the response vector and β is the vector whose first coor-

dinate correspond to μ , and the remaining coordinates correspond to the linear and
quadratic effects (main effects and interactions) of the factors that were discussed in
previous subsection. The ith row of the design matrix X , Xi., corresponds to the ith
TC in the experiment and the jth column of X , X. j, corresponds to β j.

For the foundry’s problem in question, β consists of 13 elements, namely – gen-
eral effect (μ), linear/quadratic components of main effects (AL, AQ, BL, BQ, C,
D), and the linear/quadratic components of interactions (ALBL, ALBQ, AQBL, AQBQ,
ALC, AQC). Further, X is a k×13 matrix consisting of corresponding contrast vec-
tors along with a vector of 1’s for μ .

In order that all the main effects and interactions (including μ) be estimable, a
necessary condition is that X is of full column rank (see [15]). The least square
estimator of β is given by β̂ = (XtX)−1Xty and the dispersion matrix of β̂ , D(β̂ ), is
σ2(XtX)−1. For simplicity, we shall assume, without loss of generality, that σ2 = 1
throughout this chapter.

10.3 Search for Optimal Design

Given the requirements in terms of main effects and interactions to be estimated,
one has to first design the experiments, i.e., identify treatment combinations which
can lead to estimation of parameters of interest. Since there are several choices of
designs, one is interested in using the most efficient design. Usually the efficiency of
a design is measured in terms of run length, i.e., the number of TCs, and dispersion
matrix of the estimators of parameters of interest.

A factorial experiment is said to be asymmetrical if there are at least two fac-
tors for which the number of levels considered for each of these factors is not the
same. Designing asymmetrical fractional factorial experiments is relatively more
difficult compared to the other category. The problem becomes more complex when
the model involves interactions. Many researchers suggested methods for orthog-
onal plans (see [1, 5, 6, 19, 20]). Orthogonal designs are efficient, but for a fixed
run length such designs may not exist. In such cases one has to sacrifice orthogo-
nality in favour of smaller run length. Anderson and Thomas [2] proposed to derive
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resolution IV designs by collapsing the levels in foldover designs. Webb [21] devel-
oped a number of catalogues for small incomplete experiments where each factor is
tried at either two levels or three levels. Box and Draper [3] studied the optimality of
designs using | XtX | criterion (see Sect. 10.3.1). Mitchell [9] proposed DETMAX
algorithm for the construction of efficient designs with respect to | XtX | criterion.
Wang and Wu [20] introduced the concept of near-orthogonality and produced some
construction methods for the main-effect plans. They also enlist a number design
layouts with varying run lengths for 2m3n factorial experiments.

The foundry problem requires an efficient design to estimate the main effects A,
B, C, D and the interactions AB and AC. Failing to get a satisfactory answer to this
problem from the literature, we hit upon an ad hoc method for constructing an effi-
cient design for this purpose. It is transparent from the method of construction, that
certain main effects/interactions can be estimated orthogonally. We, then, developed
a general methodology to convert our ad hoc method into a systematic one.

An interesting aspect of the methodology is that we formulate the problem as
an optimization problem. It is shown that constructing efficient designs, under some
restrictions, can be formulated as an integer linear programming problem (ILP) with
either linear or quadratic objective function.

The scope of this chapter is confined purely to 2m3n factorial experiments where
it is required to estimate all the main-effects and some of the two-factor interactions.

10.3.1 Criteria for Optimal Design

For the given requirements of estimating the factorial effects, there exist several
choices of designs and one is interested in choosing an optimal design. A number
of criteria (for optimality) have been developed (see [14]) to compare and construct
designs. We shall mention two such criteria here.

• Under the assumption that columns of X are normalized, | XtX | is a overall
measure of efficiency (denoted as D-efficiency) of the design (see [15, 20]). Since
the | XtX | is always less than or equal to product of the diagonal entries of XtX ,
| XtX | attains its maximum when the columns of X are orthogonal. Furthermore,
under orthogonality, the estimates of βis attain the minimum variance. Therefore
the D-efficiency of design is given by

D− efficiency = 100× | XtX | 1
p /k, (10.3)

where p is the number of parameter to be estimated and k is the run length (see
[10]).

• Another measure of efficiency is given by

IF = p/(k
p

∑
i=1

wiV(β̂i)) (10.4)
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where k and p are as defined above (p = 13 in our problem), wi’s are some
associated weights and V (β̂i) is the variance of β̂i which is the ith diagonal entry
of (XtX)−1 (see [21]).

For any 3-level factor F , we shall use the notation lFL and lFQ to denote the
contrast vectors of the linear and quadratic components of the main effect of F .
If G is another 3-level factor, then FLGL, FLGQ, FQGL, FQGQ are the linear and
quadratic components of FG interaction.

For any two contrast vectors u and v, we define the nonorthogonality between
u and v as | utv |. If F and G are any main effects or interactions, we define the
nonorthogonality between F and G to be nonorthogonality between u and v where
u and v are any contrast vectors of F and G respectively.

10.4 Construction Method

In this section, we will describe our method of constructing designs. It should be
mentioned that this method of construction produces only regular fractions which
are also homogeneous. It is clear that in order to estimate the main effects and in-
teractions specified for the foundry problem, we need at least 13 TCs. Any regular
fraction of this 2232 experiment must contain 2i3 j TCs, 0 ≤ i, j ≤ 2. Since the mini-
mum number is 13, we go for the smallest regular fraction with a run length not less
than 13.

10.4.1 Construction in 18 Runs

To construct a design in 18 runs, we first look at 2132 full factorial. This layout has 3
columns (see columns (2), (3) and (4) of Table 10.2). Since it is a full factorial, all the
main effects and interactions (of A, B, C) are estimable and are orthogonal. We now
augment the 3 columns with another 2-level column (column under D) so that we
have a layout for the required design. The new column is chosen in such a way that
after rearranging the rows and columns, columns under D, B, A form a layout which
a full factorial experiment (see second part of Table 10.2). The resulting layout with
augmented column yields the required design. Therefore, the main effects of A, B
and their interaction are orthogonal to effect of D. Note that one of the choices
for column under D is the column under C itself. However, we wish to choose,
if possible, the column under D in such a way that lD is orthogonal to lC, lALC and
lAQC. But it is impossible to get a 2-level homogeneous column for D so that lt

ClD = 0
(because the run length is 18). Therefore, we try to obtain the column under D so as
to minimize nonorthogonality between the main effects of C and D (i.e., minimize
| lt

ClD |). While doing so, we should also try to keep the nonorthogonalities of D with
AC interaction as low as possible. Clearly we have an optimization problem at hand.
We defer the details of this methodology to Sect. 10.5.



256 10 A Case Study that Lead to New Designs

Consider the design as constructed above in 18 runs. The nonsingularity of the
resulting XtX matrix indicates that the general effect μ and all the main effects and
interactions of our interest are estimable. The dispersion matrix, (XtX)−1, is given
in Table 10.3. The D-efficiency and IF -efficiency of this design are 115.70 % and
98.11 % respectively. It is evident from (XtX)−1 and IF -efficiency, that our design is
a reasonably good one for the given requirements. Furthermore, this design provides
five degrees of freedom for estimating error.

Table 10.2 Construction of a fraction with 18 runs

2132 full factorial Additional After rearranging
column rows and columns

TC. No. C A B D TC. No. D B A C
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1 1 1 1 1 1 1 1 1 1
2 1 1 2 2 4 1 1 2 1
3 1 1 3 1 7 1 1 3 1
4 1 2 1 1 11 1 2 1 2
5 1 2 2 2 14 1 2 2 2
6 1 2 3 1 17 1 2 3 2
7 1 3 1 1 3 1 3 1 1
8 1 3 2 2 6 1 3 2 1
9 1 3 3 2 18 1 3 3 2

10 2 1 1 2 10 2 1 1 2
11 2 1 2 1 13 2 1 2 2
12 2 1 3 2 16 2 1 3 2
13 2 2 1 2 2 2 2 1 1
14 2 2 2 1 5 2 2 2 1
15 2 2 3 2 8 2 2 3 1
16 2 3 1 2 12 2 3 1 2
17 2 3 2 1 15 2 3 2 2
18 2 3 3 1 9 2 3 3 1

Table 10.3 Dispersion matrix of proposed design in 18 runs ×102

Effect μ C D ALC AQC AL AQ BL BQ ALBL ALBQ AQBL AQBQ

μ 5.56
C 0.00 5.63
D 0.00 −0.69 6.25
ALC 0.00 0.23 −2.08 9.03
AQC 0.00 −0.08 0.69 −0.23 2.85
AL 0.00 0.00 0.00 0.00 0.00 8.33
AQ 0.00 0.00 0.00 0.00 0.00 0.00 2.78
BL 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.33
BQ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.78
ALBL 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 12.50
ALBQ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.17
AQBL 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.17
AQBQ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.39
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For the foundry problem, we first tried to construct a suitable design using the
existing literature on the subject. Consequently, following [2], we constructed a res-
olution IV design (so as to estimate the interactions). This required 19 treatment
combinations. The resulting layout and the corresponding dispersion matrix are
given in Tables 10.4 and 10.5 respectively. The D-efficiency and IF -efficiency of
this design are 103.89 % and 80.88 % respectively. Moreover, this design is irregu-
lar and nonhomogeneous.

Table 10.4 Resolution IV design in 19 runs

TC. No. C D A B TC. No. C D A B
1 1 1 1 1 11 2 1 2 2
2 1 1 1 2 12 2 2 1 2
3 1 1 1 3 13 2 2 1 3
4 1 1 2 1 14 2 2 2 1
5 1 1 3 1 15 2 2 2 2
6 1 2 1 1 16 2 2 2 3
7 1 2 2 2 17 2 2 3 1
8 1 2 3 3 18 2 2 3 2
9 2 1 1 1 19 2 2 3 3
10 2 1 3 3

Table 10.5 Dispersion matrix of the design of (in 19 runs)×102

Effect μ C D ALC AQC AL AQ BL BQ ALBL ALBQ AQBL AQBQ

μ 7.67
C 1.51 6.76
D 1.51 −1.58 6.76
ALC −2.67 −0.46 −0.46 10.32
AQC −0.55 −0.46 −0.46 −0.39 3.18
AL −1.88 −1.39 −1.39 1.19 −0.40 9.74
AQ −0.48 −0.60 −0.60 −1.31 1.34 −0.50 4.02
BL −1.89 −1.54 −1.54 0.17 0.96 −0.24 1.56 9.87
BQ −0.82 −0.45 −0.45 1.50 −0.61 1.42 −1.26 −0.35 3.64
ALBL −0.48 0.08 0.08 −1.72 0.07 −0.20 −0.25 −0.03 −0.71 10.70
ALBQ 1.47 0.60 0.60 −0.97 0.02 −2.27 0.48 −0.79 −1.17 0.16 5.54
AQBL 1.48 0.75 0.75 0.05 −1.34 −0.62 −1.58 −2.57 0.60 −0.01 −0.11 6.01
AQBQ −1.30 −0.39 −0.39 0.75 −0.10 0.76 0.25 0.66 0.50 −0.36 −0.62 −0.51 1.58

10.4.2 Construction in 12 Runs

When there are restrictions on the run length, one often ignores certain higher order
interactions so that the run length is reduced. There could be other reasons to ignore
higher order interactions such as difficulty in giving practical interpretation to such
interactions etc. For example, in [21] it is argued in favour of considering only linear
components of interaction involving 3-level factors. Supposing we can sacrifice a
highest order interaction in the foundry problem, we can ask the question: Is there a
design in 12 runs?
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Table 10.6 Construction of a fraction with 12 runs

22.3 full factorial Additional After rearranging
column rows and columns

TC. No. C D A B TC. No. B D C A
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1 1 1 1 1 1 1 1 1 1
2 1 1 2 3 8 1 1 2 2
3 1 1 3 2 5 1 2 1 2
4 1 2 1 2 12 1 2 2 3
5 1 2 2 1 3 2 1 1 3
6 1 2 3 3 7 2 1 2 1

7 2 1 1 2 4 2 2 1 1
8 2 1 2 1 11 2 2 2 2
9 2 1 3 3 2 3 1 1 2
10 2 2 1 3 9 3 1 2 3
11 2 2 2 2 6 3 2 1 3
12 2 2 3 1 10 3 2 2 1

Earlier it was observed that a minimum of 13 runs is necessary to estimate all
the components of main effects and interactions. We assume that the highest order
component of the interaction between A and B, viz., AQBQ, is absent. We proceed,
as before, to construct the design by first writing down the 2231 (= 12) full factorial
layout (see columns (2)–(4) of Table 10.6).

We then augment these 3 columns with another 3 – level column (under B) so
that after rearranging the rows, the columns under B, D and C (see second part
of Table 10.6) form a 2231 full factorial layout. Here we obtain the column un-
der B by minimizing the nonorthogonality between A and B while maintaining
the orthogonality of B with C, D and CD. This, again, is an OR problem and the
methodology is described in Sect. 10.5. The dispersion matrix of this design is given
in Table 10.7. The D-efficiency and IF -efficiency of the design are 84.92 % and
54.55 % respectively.

Table 10.7 Dispersion matrix for the design with 12 runs

Effect μ AL AQ BL BQ ALBL ALBQ AQBL C ALC AQC D
μ 0.093
AL 0.000 0.139
AQ 0.000 0.000 0.046
BL 0.000−0.014 0.014 0.222
BQ 0.000 0.014 0.005 0.000 0.074
ALBL 0.000−0.042 0.014−0.167 0.056 0.667
ALBQ 0.019−0.014−0.005 0.000 0.037 0.111 0.111
AQBL 0.019−0.000 0.009−0.056−0.019 0.111 0.000 0.111
C 0.009−0.014 0.005−0.056 0.019 0.222 0.056 0.056 0.167
ALC 0.000 0.000 0.000 0.125 0.042−0.125 0.042−0.083−0.042 0.250
AQC 0.000 0.000 0.000 0.042−0.042−0.125−0.042 0.000−0.042 0.000 0.083
D 0.009−0.014 0.005−0.056 0.019 0.222 0.056 0.056 0.083−0.042−0.042 0.167
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10.4.3 Construction of Design for 2333 with Interactions in 24
Runs

Consider an experiment with three 3-level factors, A, B, C and three 2-level factors
D, E and F . Suppose it is required to estimate the interactions, AB, BC, AD, DE
and EF . The minimum run length is 22. We construct a design in 24 runs. As before,
we start with a 2331 full factorial layout with the factors A, D, E and F . Next, we
augment this layout with two more 3-level columns for B and C in two steps. First
we augment the layout with the column for B so that the nonorthogonalities of B
with A, AB and AD are minimized and that the columns of B, D, E and F form a
full factorial layout. From this, we get the layout for the factors A, B, D, E and F
in 24 runs.

Finally, this layout is augmented with another 3-level column for C so that the
nonorthogonalities of C with A, B, AB, BC and AD are minimized and that the
columns of C, D, E and F form a full factorial layout.

10.5 OR Formulations

In Sect. 10.4.1 we encountered the problem of augmenting a given set of columns
with 2- or 3-level column so as to form a design layout. In this section we formulate
this problem as an integer programming problem (with linear or quadratic objective
function). We first describe the procedure and the formulation, and then illustrate
the same with some examples.

10.5.1 Augmenting with 2-Level Columns

Consider the problem of constructing the fourth column discussed in Sect. 10.4.1. It
is required to construct a 2-level column which along with columns of A and B forms
a full factorial design. In addition to this, the resulting layout (with the columns)
should provide estimability of all the main effects and interactions of interest.

The problem of choosing a 2-level column is equivalent to finding a 18×1 con-
trast vector x so that it is orthogonal to lAL , lAQ , lBL , lBQ , lALBL , lALBQ , lAQBL , lAQBQ ,
and its nonorthogonality with lC, lCAL , lCAQ is as close to zero as possible. In fact, if
the nonorthogonalities (| xt lC |, | xt lALC |, | xt lAQC |) are equal to zero, then the result-
ing design is an orthogonal design with which we can estimate all the main effects
and interactions orthogonally. Therefore, we expect that minimizing the nonorthog-
onality, in some sense, should lead us to estimability of the required main effects
and interactions.

Thus the problem of constructing the fourth column (which in turn gives us
a design) is an optimization problem. Since we are interested in minimizing
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| xt lC |, | xt lALC | and | xt lAQC | we may tackle the problem in different ways. We
shall consider two types of objective functions, f (x), here:

(i) Take f (x) = λ1 | xt lC |+λ2 | xt lALC |+λ3 | xt lAQC |, where λis are some positive
numbers (weights). Setting any of the λi’s to be a very large positive number
is equivalent to treating the corresponding component as a constraint. For ex-
ample, if we set λ1 to be a large positive number, then we are looking for a
solution which satisfies xt lC = 0. This, in other words, means we are looking
for a design which can provide orthogonal estimates for all the main effects
while minimizing the nonorthogonality between D and AC

(ii) Take f (x) = (xt lC)2 +(xt lALC)
2 +(xt lAQC)

2. In this case, the resulting problem
is a convex quadratic integer programming problem. Note that f (x) = xtPPtx
where P = [lC, lALC, lAQC].

The complete formulation of the problem with objective function as given in
(i) is given below. We use the standard notation a+,a−. That is, for any real a,
a+ = max(a,0) and a− = max(−a,0); and for any vector x, x+ and x− are defined
by (x+)i = (xi)

+ and (x−)i = (xi)
−. Further, we use e for the vector of 1’s. The order

of e will be clear from the context.

Formulation (F1):

Minimize λ1u+λ2v+λ3w
subject to

Mx+−Mx− = 0,
etx+ = 9,
x++ x− = e,
−u ≤ lt

C(x
+− x−) ≤ u

−v ≤ lt
ALC(x

+− x−) ≤ v
−w ≤ lt

AQC(x
+− x−) ≤ w

u, v, w, x+i and x−i are nonnegative integers, i = 1,2, . . . ,18,
where M = [lAL , lAQ , lBL , lBQ , lALBL , lALBQ , lAQBL , lAQBQ ]

t , and λ1, λ2, λ3 are prede-
termined positive numbers.

For any solution u, v, w, x+,x− of the above problem, define x = x+− x−. Then
x is the required contrast vector and the 2-level column is given by (e+ x+). The
constraints x++ x− = e and etx+ = 9 force the vector x to be a contrast vector.

It may be noted that by taking the objective function f (x) = (xt lC)2+(xt lALC)
2+

(xt lAQC)
2 in this case, we actually find a design which optimizes the D-efficiency.

This is because | XtX |= α1−α2 f (x), where α1 and α2 are some positive constants.
We shall illustrate the above method with another example where it is required

to construct a design with 12 TCs in Sect. 10.4.2.
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10.5.2 Example with a 2331 Experiment

A design was to be constructed with four factors A,B,C and D with A at three levels,
and B,C and D at two levels each. Furthermore, the interaction AB and BC are to be
estimated. Here we have 2331 factorial experiment with 24 TCs in all. In order to
estimate the main effects and interactions of interest, we need a minimum of 9 TCs.
We shall construct a design with 12 TCs using our method. Table 10.8 presents a
full factorial experiment for A,B and C. It also presents the corresponding contrast
vectors for these factors.

In order to construct the required design, we need to augment the layout of
Table 10.8 with another 2-level column as follows: construct a 2-level column for
D so that the columns under A, B, D form a 2231 full factorial experiment (by
doing this we ensure that AB interaction can be estimated orthogonally) and the
nonorthogonalities of D with C and BC are minimized.

Table 10.8 Layout for A, B, C and the contrast vectors

TC. No. A B C lAL lAQ lB lALB lAQB lC lBC

1 1 1 1 −1 1 −1 1 −1 −1 1
2 1 1 2 −1 1 −1 1 −1 1 −1
3 1 2 1 −1 1 1 −1 1 −1 −1
4 1 2 2 −1 1 1 −1 1 1 1
5 2 1 1 0 −2 −1 0 2 −1 1
6 2 1 2 0 −2 −1 0 2 1 −1
7 2 2 1 0 −2 1 0 −2 −1 −1
8 2 2 2 0 −2 1 0 −2 1 1
9 3 1 1 1 1 −1 −1 −1 −1 1
10 3 1 2 1 1 −1 −1 −1 1 −1
11 3 2 1 1 1 1 1 1 −1 −1
12 3 2 2 1 1 1 1 1 1 1

The mathematical formulation of this problem is given by:

Minimize 100u+ v
subject to

Mx+−Mx− = 0,
etx+ = 6,
x++ x− = e,
−u ≤ xt lC ≤ u,
−v ≤ xt lBC ≤ v,

u, v, x+i and x−i are nonnegative integers, i = 1,2, . . . ,12,
where

M = [lAL lAQ lB lALB lAQB lC ]t .

The coefficient of u in the objective function is chosen to be 100 so that if there
is a feasible solution x (= x+− x−) with xt lC = 0, then such a solution will emerge
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as an optimal solution, which in turn, leads to estimability of all the main-effects
orthogonally.

The above problem was solved using the LINGO package and the solution is
given by

x = (−1, 1, 1, −1, 1, −1, −1, 1, 1, −1, −1, 1)t .

Hence the column for D is (1, 2, 2, 1, 2, 1, 1, 2, 2, 1, 1, 2)t . The dispersion
matrix of the design is given in Table 10.9. It can be seen from the dispersion matrix
that all the main effects can be estimated orthogonally.

Table 10.9 Dispersion matrix

Effect μ AL AQ B ALB AQB C BC D
μ 0.083
AL 0 0.125
AQ 0 0 0.042
B 0 0 0 0.083
ALB 0 0 0 0 0.125
AQB 0 0 0 0 0 0.042
C 0 0 0 0 0 0 0.083
BC 0 0 0 0 0 0 0 0.094
D 0 0 0 0 0 0 0 0.031 0.094

D-Efficiency = 105.22 %
IF -Efficiency = 97.30 %

10.5.3 Augmenting with 3-Level Columns

Consider the problem of constructing a 3-level column discussed in Sect. 10.4.2.
Given the columns of A, C and D, the problem is to construct a 3-level column for
B so that its three levels appear with the same frequency and the contrast vectors
of B (linear and quadratic) are orthogonal to C, D and CD. In addition, the column
should be chosen in such a way that it minimizes the nonorthogonalities of B with
A, AB and AC.

Constructing a homogeneous column for B is equivalent to constructing the linear
(and hence quadratic) contrast vector with 0s, 1s and −1s so that they appear with
the same frequency. So, for the problem in question, we must construct a (linear)
contrast vector x with four 1s, four 0s and four −1s satisfying the orthogonality
constraints with lC, lD and lCD. This means x (= lBL) and the resulting quadratic
component of B (lBQ) must be orthogonal to lC, lD and lCD. Observe that since x
is the linear contrast vector of B (lBL ), the quadratic contrast vector of B is given
by lBQ = 3(x+ + x−)− 2e. Thus, in order that the columns of B, C, D form a full
factorial design, we must have

Mt [lBL lBQ ] = 0, where M = [lC lD lC • lD].
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Note that the • product between lC and lD is nothing but lCD (for any two vectors u
and v of same order, u • v is the vector w whose ith coordinate is wi = uivi). Since
lBL = x+− x− and lBQ = 3(x++ x−)−2e, we have

Mt [x+− x−, 3(x++ x−)−2e] = [Mt(x+− x−), 3Mt(x++ x−)].

Hence the constraints reduce to[
Mt −Mt

Mt Mt

][
x+

x−

]
= 0.

Next, consider the objective function. We wish to choose x so that the nonorthog-
onalities of B with A (i.e., | lt

AL
lBL |, | lt

AQ
lBL |, | lt

AL
lBQ | etc.), the nonorthogonalities

of B with AB interaction (i.e., | lt
BL
(lAL • lBL) |, | lt

BQ
(lAL • lBL) |, | lt

BL
(lAL • lBQ) |,

etc.) and the nonorthogonalities of B with AC interaction (i.e., | lt
BL
(lAL • lC) | etc.)

are minimized. An interesting observation is that all these nonorthogonalities are
linear functions of x+ and x−. To see this, first observe that for any vectors p, q, u,
and v (of same order),

(i) pt(u• v) = ut(p• v),
(ii) (p+q)• (u+ v) = p•q+q•u+ p• v+q• v.

So
lt
BL
(lAL • lBL) = lt

AL
(lBL • lBL)

= lt
AL
((x+− x−)• (x+− x−))

= lt
AL
(x+ • x+− x+ • x−− x− • x++ x− • x−)

= lt
AL
(x++ x−)

(as x+ • x− = x− • x+ = 0 and x+ • x+ = x+, x− • x− = x− )
and

lt
BQ
(lAL • lBL) = lt

AL
(lBQ • lBL)

= lt
AL
((3(x++ x−)−2e)• (x+− x−))

= lt
AL
(x+− x−)

= lt
AL

lBL .

Similarly we can show that other nonorthogonalities are also linear functions of x+

and x−.
For simplicity, we take the objective function as | lt

AL
lBL | + | lt

AQ
lBL | +

| lt
AL

lBQ |. The complete formulation is given below.
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Formulation (F2):

Minimize u+ v+w
subject to [

Mt −Mt

Mt Mt

][
x+

x−

]
= 0,

etx+ = 4,
etx− = 4,
x++ x− ≤ e,
−u ≤ lt

AL
lBL ≤ u,

−v ≤ lt
AQ

lBL ≤ v,

−u ≤ lt
AL

lBQ ≤ w,

u, v, w, x+i , x−i are nonnegative integers, i = 1,2, . . . ,12.

The problem was solved using the LINGO package. The resulting layout and the
corresponding dispersion matrix are given in Sect. 10.4.2. It must be mentioned that
when we included the AQBQ component in the objective function, the program exe-
cution terminated with the conclusion that the problem was nonoptimal/infeasible.

10.5.4 Enlisting All Solutions

Consider the problem of finding all columns (of 2 or 3-levels) that are orthogonal
to a given set of columns. It is possible to solve this problem iteratively using the
integer programming formulations. Wang and Wu [19, 20] constructed a number of
orthogonal and nearly orthogonal main effect plans for 2m3n factorial experiments.
In [20] it was shown that there are 16 2-level columns orthogonal to 3 given columns
(one 3-level and two 2-level) – all having the same level in the first coordinate – and
enlist all the 16 2-level columns (see Section 2, page 411 of [20] for details).

We illustrate our methodology to enlist all columns orthogonal to a given
set of columns. Consider problem F1 formulated in Sect. 10.5.1. Suppose
(x+, x−) is a feasible solution of F1 (u, v, w are not mentioned here as they
are determined by x+ and x−). Define α = {i : x+i > 0} and S = {(z+, z−) :
(z+, z−)is a feasible solution to F1}. Augment the constraints of F1 with ∑i∈α x+i ≤
8. Let S� = {(z+, z−) : (z+, z−) is a feasible solution to the augmented problem }.
Note that S� = S\{(x+, x−)}. Thus by finding a feasible solution to the augmented
problem, we get a new feasible solution to F1. By repeating the above process (by
adding a new constraint in every iteration) we can generate all feasible solutions
to F1. Solving the Wang and Wu’s problem mentioned in the previous paragraph
(with the additional constraint x+i = 1 to ensure that all columns have one in the
first row), we find that there are exactly 16 distinct solutions (columns) and in the
17th iteration, the augmented problem becomes infeasible.
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10.6 Summary

Factorial Experiments are extensively used in industrial experimentation and other
disciplines. The experiments often use asymmetrical factorial experiments. Con-
structing efficient designs for asymmetrical factorial experiments is, in general, a
complex problem. In this article, we have considered 2m3n factorial experiments
with interactions. We have presented a methodology for construction of nearly or-
thogonal designs which are regular and homogenous. By formulating the problem
of construction as an integer programming problem, we have shown that the designs
can be constructed using OR packages. This has been demonstrated with examples.
We have remarked that by minimizing the nonorthogonality, we expect that the re-
sulting design will lead to estimability of the main effects and interactions of inter-
est. We conclude this chapter with the following open question: Is there a bound on
the nonorthogonal objective functions considered in the formulations which will en-
sure nonsingularity of XtX (in other words, estimability of parameters of interest)?

Problems

10.1. Write down the contrast vectors of all main effects and interactions for the de-
sign given in Table 10.1. For the response vector y=(5,8,0,9,2,7,1,1,5,8,3,6,2,0,
1,0,2,5), find out all the main effects and interactions, both linear and quadratic.
Divide the effects into small and large as per your assessment.

10.2. For the design given in Table 10.1, find out which effects are uncorrelated. For
the correlated effects, find out the correlations.
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